OPEN
ACCESS
PLATINUM BY NC ND

Contributions to Geophysics and Geodesy Vol. 50/1, 2020 (1-32)

Edge detection, depth estimation and
3D-inverse modelling of the Red Sea and
Zagros gravity anomalies using the
gravity data extracted from EGM2008
Geo-potential Model

Ali AMJADI!, Bahram AKASHE®*, Mohammad ARIAMANESH?,
Mohsen POURKERMANI?

! Department of Geophysics, North Tehran Branch, Islamic Azad University, Tehran, Iran;
e-mail: amjadi.gp@gmail.com, akashebahram®@gmail.com

2 Department of Geology, Payam Noor University, Tehran, Iran;
e-mail: aryamanesh.geo@gmail.com

3 Department of Geology, North Tehran Branch, Islamic Azad University, Tehran, Iran;
e-mail: Mohsen.Pourkermani@gmail.com

Abstract: Using geophysical methods and measuring physical properties of subsurface
rocks are good solutions for investigating the subsurface structures and exploring under-
ground buried resources (such as oil, gas, water, minerals, etc.). This research investigates
the anomaly sources of Zagros and the Red Sea by using the derivative filters, regular-
ized filters, analytic signal, local-phase filter, 3D-inverse modelling with the Li-Oldenburg
method. For this purpose, these filters are first applied to artificial models to determine
the capability of each of these filters, a comparison also will be made between edge detec-
tion filters and finally applied to the real gravity of Zagros and Red Sea regions (taken
from the EGM2008 Global Model). The overall result is that the effective depth of the
sources of gravity anomalies of the Red Sea is approximately 200 km, and incoherently, up
to a depth of 300 km. The effective depth of the Zagros anomalies sources is also about
180 km and since then it has continued inconsistently up to 400 km.
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local-phase filters, 3-D modelling

1. Introduction

The convergence of Arabian Plate and Central Iranian micro-continent is
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accompanied by numerous folding and fault systems and tectonic features
created an index which is named Zagros fold- thrust belt. South East and
West border of Arabian plate with Africa is the oceanic divergent boundary
covered by the Gulf of Aden and the Red Sea, respectively.

Changes caused by various anomalies of the Earth’s crust can lead to the
formation of linear structures at the Earth’s surface called the lineaments.
Understanding these anomalies is used as an important factor in studying
the tectonic status of each region. Some of these anomalies are buried by
younger sediments and cannot be traced back to the surface; in this case
geophysical methods can be used to identify hidden structures. One of these
methods is the use of gravity data (Ariamanesh and Mahmoudpour, 2012).

Today, the effort to identify the buried structures and access to the sub-
surface resources has expanded widely, and geophysics is one of the tools
to identify these structures. Using geophysical methods and measuring the
physical properties of subsurface rocks are good solutions for investigating
subsurface structures and exploring buried underground resources (such as
oil, gas, water, minerals, etc.). To achieve this goal, using different edge
and depth estimation filters, 2D and 3D modelling, are the most successful
methods of interpreting geophysical data, which the result is a better un-
derstanding of subsurface structures such as source shape, amount of the
depth, surface extent, deep stretching, etc. Determining these parameters
has a direct and significant impact on future decisions, which can be effective
in cost management. This research investigates the gravity anomaly sources
of Zagros and the Red Sea by using the derivative filters, analytic signal,
local-phase filter, 3D-inverse modelling with the Li-Oldenburg method.

There are two main purposes in this inversion method: in the first ap-
proach, the purpose of inversion is to determine the source geometry, and
in the second approach, the purpose is to detect the density contrast of the
mass in question with the surrounding environment. This method includes
a multi-component objective function that is flexible enough to produce
a variety of models and can be corrected for models that do not conform
to geological structures. For this purpose, these filters are first applied to
artificial models to determine the capability of each of these filters and fi-
nally applied to the real Zagros and Red Sea gravity data (taken from the
EGM2008 Global Model).
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2. Geologic and tectonic setting of the Zagros

The Zagros mountain belt results from the closure of the Neotethys oceanic
domain and the collision of the northern margin of the Arabian platform
with the microplates of central Iran, accreted to the southern margin of
Eurasia during the Mesozoic (e.g. Besse et al., 1998). The Zagros orogenic
belt is bounded to the northwest by the East Anatolian left-lateral strike-slip
fault (EAF) and to the southeast by the Oman Line (OL) (Falcon, 1969),
which is here considered to be a transform fault inherited from the opening
of Neo-Tethys (Alavi, 1994).

The fold and thrust belt on the Arabian Plate is a result of deformation
of the Zagros Orogenic Belt (ZOB) passive margin sediments that have been
caused by continental collision (Alavi, 1994; Ghasemi and Talbot, 2006;
Horton et al., 2008; Allahyari et al., 2010; Saccani et al., 2013).

The Zagros were traditionally classified by distinctive lithological units
and structural styles into four NW trending tectonometamorphic and mag-
matic belts (Fig. 1). These are bounded by defects on a regional scale such
as the Main Zagros Thrust (MZT), High Zagros Fault (HZF) and Mountain
Front Fault (MFF) (Del Chiaro et al., 2019; Agard et al., 2005 and refer-
ences therein). The presence of negative isostatic anomaly near the Zagros
main thrust (Synder and Barazangi, 1986) and seismic evidence with focal
depths greater than 50km in the ISC and USGS prove subduction of the
Arabian plate beneath central Iran (Nowroozi, 1971).

Berberian (1995) described tectonic developments of this region as a plat-
form phase in the Paleozoic, rifting in the Permian and Triassic, forming in-
active continental margins (with seafloor spreading to the north-east) in the
Jurassic and Early Cretaceous, subduction to the northeast and ophiolite
and radiolite deposition in the late Cretaceous, and finally the continental-
continental collision and shortening during the Neogene.

Today, their effects appear on or near the surface of the Earth as thrust
faults. It can be said that the Zagros basement is about 25 to 50 km thick-
ness (Gies et al., 1984).

Based on Dehghani and Makris (1984), under the main Zagros fault
(high Zagros), gravity anomalies reach to a minimum (—230mgal), and in
this area, the Iranian crust thickness 50 to 55 km has the highest thickness,
which is attributed to the compressive process associated with the opening
of the Red Sea.
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Fig. 1. Subdivisions of the Zagros orogenic belt. Abbreviations: AD — Arak depression;
DR — Dezful recess; EAF — East Anatolian Fault; FS — Fars salient; GKD — Gav Khooni
depression; KR — Karkuk recess; LS — Lorestan salient; MAC — Makran accretionary
complex; MFF — “Mountain front flexure”; “MZT”— “Main Zagros Thrust”; OL — Oman
Line; PTC-CCS — Paleo-Tethyan continent-continent collisional suture; SD — Sirjan de-
pression; SRRB — Saveh-Rafsanjan retroforeland basin; “SSZ” — Sanandaj-Sirjan zone;
“ZTZ” — Zagros thrust zone; UDMA — Urumieh—-Dokhtar magmatic assemblage; ZDF —
Zagros deformational front; ZFTB — Zagros fold-thrust belt; ZIZ — Zagros imbricate zone;
7S — Zagros suture. Hydrocarbon fields of the region, oil in green and gas in red, are
shown (Alavi, 2007).

3. Geologic and Tectonic setting of the Red Sea

The Red Sea, an enclosed body of water that lies between 30° N and 12°
30'N, is about 1,932km long and 280 km in width (Morcos, 1970). The
narrow southern Strait of Bab-al- Mandab (29 km in width) is the boundary
between the Red Sea and the Gulf of Aden. The Red Sea is one of the
youngest oceanic zones on earth and was created by slow seafloor spreading.
Together with the Gulf of Agaba-Dead Sea transform fault, it forms the
western boundary of the Arabian plate, which is moving in a north-easterly
direction. The plate is bounded by the Bitlis Suture and the Zagros fold
belt and subduction zone to the north and north-east, and the Gulf of Aden
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spreading centre and Owen Fracture Zone to the south and southeast (Rasul
and Stewart, 2015) (Fig. 2 modified after Stern and Johnson, 2010).
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Fig. 2. Main tectonic features of the Arabian Peninsula and surrounding areas (modified
after Stern and Johnson, 2010).

According to Swartz and Arden (1960), with the onset of Pliocene, ma-
rine sediments were deposited in the Red Sea due to the influx of water from
the Indian Ocean into the Red Sea, meanwhile due to the uplift of the Suez
Canal, the connection between the Mediterranean Sea and the Red Sea has
been severed. The Red Sea Rift System is one of the world’s largest active
rift systems, which comprises a variety of rifting stages starting from initial
faulting and advancing through several stages of continental rifting. It be-
gan about 30 million years ago, separating the western edge of the Arabian
Plate from Africa (Camp and Roobol, 1992).

Sultan et al. (1993) have indicated that the Arabian and Nubian sections
of the shield have remained as rigid plates during the Red Sea rifting, and the
site of the present Red Sea has probably a zone of structural weakness in the
late Precambrian, with the breakup and rifting controlled by pre-existing
fault systems (Makris and Rihm 1991; Bosworth et al., 2005). A bathy-
metric and topographic map prepared from various sources is presented in
Fig. 3 The sea is connected to the Arabian Sea and Indian Ocean via the
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Gulf of Aden in the south through the narrow Strait of Bab-al-Mandab,
which has a minimum with of only 30 km, where the main channel is about
310 m deep and 25km wide at Perim Island (Morcos, 1970).
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Fig. 3. Topography and bathymetric map. Bathymetric contours are at 500 m interval
(Courtesy Marco Ligi).

The Red Sea has been opening since the Arabian plate broke away from
the African plate about 24 million years ago (Bosworth et al., 2005). The
rifting began with continental stretching and thinning and later progressed
to sea-floor spreading. The rate of opening increases from about 7 mm/year
in the northern Red Sea to roughly 16 mm/year in the south (ArRajehi et al.,
2010; Reilinger et al., 2015). The present velocity of Arabia with respect
to Eurasia increases from west to east along the Persian Gulf from 18 to
25mm yr~!, oriented about N10° E (Madahizadeh et al., 2016; Sella et al.,
2002, Walpersdorf et al., 2006).
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4. Research methods

4.1. The basics of the gravity method and the filters used in this
research

Gravity surveying may be conducted on many scales, e.g., small scale
prospecting, regional marine surveys and global satellite surveys (Foulger
and Peirce, 2007). The fundamental equation used for mathematical treat-
ment of the data and results is Newton’s Law of Gravitation:

mima

F=G"", (1)

where F' = force, m1, my = mass, r = separation distance, GG is the gravi-
tational constant (6.67 x 10~ m3kg~1s72).

The unit of measuring the acceleration of gravity is Gal (1 gal = 1 cm s2).
But in practice, a smaller unit called milligal is usually used. Acceleration
of gravity is not exactly the same everywhere, but is controlled by several
factors such as latitude, elevation, mass, topography, and ultimately geology
of the area. Therefore, in order to obtain geological information, corrections
such as free-air correction, Bouger, latitude and topography must be applied
to the measured initial values. Gravity studies are used extensively in the
investigation of large- and medium-scale geological structures (Paterson and
Reeves, 1985).

4.2. Separation of regional and residual anomalies

Potential field data map (gravity and magnetic field) is the sum of the effects
of sources with different density and magnetism at different depths which
in other words, the result of survey is related to all anomalies in the region.
In these maps, the effects of bedrock are characterized by mild and linear
changes (Doulati Ardejani, 2011) which are called regional anomalies, and
more surface anomalies are called regional or residual anomalies. Regional
anomalies have low frequency and long wavelength, while, residual anoma-
lies have high frequency and short wavelength.

In gravimetric studies, in order to clarify more surface anomalies such as
mines and faults, the effect of regional anomalies such as bedrock should be
excluded from the data (Kolagari, 1992).
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4.2.1. Surface Trend Remove filter

One of the most flexible analytical techniques for determining the surface
structures is the surface trend method (Hinze, 1990). In this method, the
area field from observed values is approximated by the least squares method.
This method is based on surface computation by mathematical method that
best matches relate to the observed values (Agah et al., 2004).

4.2.2. Edge Estimation Filters

Potential field data has unique advantages in investigating lateral hetero-
geneity of geological masses, especially their edge position. When it comes
to geological edge or boundaries, it mainly refers to the boundaries of faults,
fractures, geological units, or rock units of varying density (Hadadian, 2011).
Filtering the potential field data is a numerical processing that plays an im-
portant role in the modification and interpretation of magnetic and gravity
data. Image processing can be mapped from image space to information
space, which prepares the image for future analysis. This is done with a
variety of filters, the main advantage of them is not the need to transfer
data from one domain to another. Different types of filters specify distinct
features (Danaei et al., 2011). Below we will review the most important
Edge Detection filters.

4.2.2.1. Derivative filters

Derivative filters are one of the most widely used filters in interpreting po-
tential field data and their role is to separate the residual anomalies from
the regional ones and detect the edge. These filters include vertical deriva-
tive, total horizontal and directional filters (Verduzco et al., 2004). Vertical
derivative magnitude at the edge place of the subsurface masses is zero and
at the source is positive, and the horizontal derivative magnitude at the top
of the subsurface mass edges is maximum and at the source is zero which
this feature is used to detect the edge. Vertical derivative filter shows more
obvious the edge and anomalies with increasing derivative order, but as it
falls into the category of high pass filters, the available noise along with the
surface anomalies are highlighted in the maps. For this reason, first and sec-
ond order derivatives are more commonly used. As a solution of this noise

8
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damping is an adapted low-pass filtering of the computed derivatives — e.g.
by means of the concept of Tikhonov regularization (Pasteka et al., 2009).
As mentioned, since the horizontal derivative is maximal at the up of the
edge of the subsurface masses, it is more applicable to gravity data and it is
less used in magnetic data because of the dipole nature of the anomalies.

4.2.2.2. Analytical signal filter

The analytical signal or full gradient is defined as the combination of hor-
izontal and vertical derivatives of the potential field data. The maximum
amount of analytical signal is placed on the edges of the mass. One of the
points of the method is that the horizontal and vertical derivatives of a po-
tential function are Hilbert transforms of each other. The Hilbert transform
does not change the amplitude of the input function but changes its phase
to 90 degrees. Consequently, Hilbert transforms of the horizontal deriva-
tive of the potential field data presents the vertical derivative of the data
(Nabighian, 1972).

4.2.2.3. Local-phase filter
4.2.2.3.1. Tilt Angle filter

Tilt Angle filter is one of the local phase filters which is based on the ratio
of the gravity field derivatives and examines the phase (angular) variations
of the potential field derivatives. This filter is effective in balancing the
amplitude of deep anomalies to surface anomalies and is not sensitive to the
depth. In other words, tilt angle filter separates deep and shallow sources
equally (Miller and Singh, 1994). Since the tilt angle filter has a direct
relation with the vertical and a verse relation with the horizontal derivative,
so at the edge of the anomaly, the tilt angle value is zero (Cooper and Cowan,
2006).

4.2.2.3.2. Hyperbolic Tilt Angle Filter

If the actual part of the hyperbolic tangent function is used instead of
the tangent function in the calculation of the tilt angle, the edge of the

9
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subsurface masses will be more extremely prominent. The minimum value
of this filter will be located just above the edge of the mass. One of the
most important advantages of this filter is it’s insensitivity to existing noise
(Cooper and Cowan, 2006).

4.2.2.4. Regularized Derivative Filter

Since vertical derivative filters are high pass filters, noises filed will be
sharper. One way to stabilize higher derivative evaluation is the utiliza-
tion of the Tikhonov regularization (Pasteka et al., 2009). In this method,
regularized derivative filter minimized or optimized with the usage of clas-
sical calculations in the Fourier domain and optimum regularization coeffi-
cient calculated from C-norm function (Pasteka et al., 2009). Now figures
of regularized derivative are presented.

4.3.1. Upward Continuation Filter

Upward continuation method of potential field data is widely used in geo-
physics. For example, this method is used to enhance and reveal deeper
resource responses in places where shallow resources are also available. In
this method, the potential field data from a datum level is mathematically
imaged on the level surfaces above the main datum level. Thus, effects of the
removed surface tracks and the effects of deep structures are clearly identi-
fied. In fact, with this method, anomalies with shorter wavelength removed
and thus it reduces noise, and acts similar to a low-pass filter (Reynolds,
1977).

4.3.2. An introduction to Modelling

After performing geophysical measurements, correction, data processing,
and separation of local anomalies from area anomalies, the important stage
is interpretation. All geological, geophysical and other related data must
be used in the interpretation process to obtain the best possible interpre-
tation. The methods of geophysical data interpretation can be divided into
three main groups, each approaching the purpose with logical but different
processes:

10
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4.3.2.1. Enhancing and data depiction

In this method, none of the model parameters are calculated, but the
anomaly is processed and depicted in a way that makes some of the features
of the source more salient and the overall interpretation easier. All of these
methods can be used as complementary tools in modelling (Blakely, 1996).
For example, a variety of edge detection methods fall into this category of
interpretation of geophysical data.

4.3.2.2. Forward modelling

In the Forward modelling, based on existing geological observations or geo-
physical studies, an initial model for the anomaly is considered, the gravity
effect of this model is calculated and compared with the observed gravity
anomaly. In case of insufficient fitness, the interpreter modifies the pa-
rameters of the model so as to obtain the best fit between the effect of
model gravity and the observed gravity anomaly. In fact, in this method,
the characteristics of the model are determined by trial and error method
(Ebrahimzadeh Ardestani, 2010).

4.3.2.3. Inverse modelling

In this method, the characteristics of anomaly source are calculated auto-
matically or semi-automatically and using observed data. One of the most
advanced methods of 3D inverse modelling is Li- Oldenburg’s theory devel-
oped at British Colombia University in Canada and they used it as the basis
of Grav3D software (Jafarzadeh, 2015). The main mathematical explana-
tion of this theory is beyond the scope of this paper and for further reading,
you can refer to more useful references (Williams, 2008; Philips, 2001; Li
and Oldenburg, 1998).

4.4. Artificial data

To optimally use and apply a method, filter or algorithm and analyze the
results in various geophysical methods, first, its application to artificial data
with noise is examined. This method is used to check real data in an area,

11
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based on the degree of concordance with the main response (Jafarzadeh,
2015).

In this section, to investigate the performance of different filters such
as edge detection and inversion by Li-Oldenburg method in reconstructing
multiple anomalies and with different depths, an artificial model consisting
of two rectangular cubes in the north-west and south-east, with 15 up and
40 down m depth, and a rectangular cube in the northeast with 25 up
and 50 down m depth is used which the density contrast of cubes with
the surrounding environment is 2g/cm?. This artificial model was built
using 216,000 cells of equal width and length of 5 metres and elevation of
2.5 metres (Fig. 4). For inversion, the gravity effect of these bodies was
calculated on a regular square grid at 5m intervals, yielding 3600 data
points. To make the data appear realistic, Gaussian noise was added to the
data by 2% (Jafarzadeh, 2015).

Scale 1:1026
M 2

Fig. 4. Residual anomaly map derived from artificial model.

The results of applying the edge detection filters are presented below.
All the numerical derivatives, entering into these derivative filters where
calculated by means of the concept of regularized derivatives (Pasteka et
al., 2009).

As can be seen in Figs. 8 and 6, the stretching of the anomalies is greater
than in Fig. 4 and closer to the original form. Also in Fig. 7 that shows the
horizontal derivative filter (the forming angle with the positive side of the

12
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Fig. 5. Analytical signal filter. Fig. 6. Vertical derivative filter.
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Fig. 7. Horizontal derivative filter.

X axis is zero), the anomalies stretch along the Y axis and receive a dipole
character. It is important to note that in this filter, if the dipoles are closer
to each other and stretch in a particular direction (not symmetrical), the
main anomaly stretches in the same particular direction, but if the dipoles
are symmetric and not close together, they stretch perpendicular to the an-
gle with the X-axis. Figs. 8 and 9, which represent the tilt angles and the
hyperbolic tilt angles, respectively, are well able to detect the edge of the

13
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Fig. 8. Hyperbolic tilt angle filter. Fig. 9. Tilt angle filter.

anomalies. Now figures of regularized derivative are presented.

In the following, the validity of Li-Oldenburg 3-D inversion modelling
method on artificial data is discussed. One of the advantages of this mod-
elling method is that it is possible to include a variety of complementary
area information (such as geological information, drilling, etc.) into the
modelling so that the final model obtained is as close to reality as possible.
Fig. 13 is a 3D view of the artificial model used, and Figs. 14 and 15 are im-

N
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Fig. 10. Regularized tilt angle filter. Fig. 11. Regularized hyperbolic tilt angle.
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Fig. 14. Top view of artificial model inversion.
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Fig. 15. Another view of artificial model inversion.
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ages of the 3-D inversion that provide acceptable agreement with the original
artificial model. Comparing figures of regularized derivative (Figs. 10-12)
and simple mode of them, it is clear that regularized derivative mode has a
much better performance and their noise significantly reduced.

4.5. Real data
4.5.1. Edge Detection of Zagros and the Red Sea Anomaly

The gravimetry data output (complete Bouger anomaly) obtained from the
EGM2008 satellite for the Zagros and Red Sea regions is as follows (Figs. 16
and 17):

As can be seen from the above figures, the trend dominating these two
regions is the lineaments in the form of maximum and minimum anomalies
together from northwest to southeast. As previously described, gravimetric
data maps are the result of regional and residual anomalies. To investigate
and highlight the surface structures, we remove the effects of the regional
anomalies whose results are shown in Figs. 18 and 19, using the Trend
Remove filter. It is noteworthy that this filter and future filters were im-
plemented in the Oasis Montaj software environment owned by Geosoft
Company. Comparing Figs. 16 with 18 and 17 with 19, we find that the in-
tense of the anomalies are increased, such as the central anomaly of Fig. 18
and the end of it in Fig. 19 (southeast) became more salient.

The complete Bouger maps or the surface trend remove map cannot be
used properly to detect the edge or boundary of Zagros or the Red Sea
anomalies. Edge detection filters are used to do this. All of these filters are
applied on the complete trend removed Bouger map. Also here, we have
used the computed numerical derivatives by means of the Tikhonov concept
of regularization (Pasteka et al., 2009). 1t is important to note that the rea-
son for applying several edge detection filters is to get the result closer to
reality.

4.5.2. Edge detection of Zagros anomalies

Figs. 20, 21 and 22 are the maps obtained by applying Horizontal Gradient,
Analytical Signal, and Derivative in Z direction Order 1 filters, respectively,
to Zagros data. As is clear from the figures below, the boundaries of the

16
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Fig. 16. Complete Bouguer anomaly map of the Zagros.
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Fig. 17. Complete Bouguer anomaly map of the Red Sea.
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Fig. 19. Removing the first-order trend map of the Red Sea.
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Fig. 20. Horizontal gradient filter map of Fig. 21. Analytical signal filter map of the
the Zagros. Zagros.

Fig. 22. First-order vertical derivative filter map of the Zagros.

maximum and minimum anomalies have been well characterized, and the
reason for the colour change or anomalies resulting from the application of
the analytical signal filter is its 90 degree phase change due to the nature of
the filter (already explained). In these figures, the anomalies extend from
northwest to southeast with indentations and densities.

Potensoft software including MATLAB codes was also used for further
check and validate these filters (Arsoy and Dikmen, 2011) and the Tilt An-
gle and Hyperbolic Tilt Angle filters were applied to the data using this
software, shown in Figs. 23 and 24.

As mentioned earlier, these filters highlight the edge of all relatively deep
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Fig. 23. Tilt angle filter map of the Zagros. Fig. 24. Hyperbolic Tilt angle filter map of
the Zagros.

and near surface anomalies because they lack depth sensitivity, as a result,
the resulting maps are more crowded than previous filters; however, one
can still see the structural difference of Zagros anomalies with the region
containing Zagros. The conclusion is that these filters also confirm the re-
sults of the rest of the filters. Summary of the results of the above filters
are shown in Fig. 25 and the anomalies continuation is marked with a black
line. Comparing the results of these filters with this map gives more reli-
able results that will complement the geological data. Now we are testing
regularized derivative filters (Figs. 26-30).

Fig. 25. Edge detection and continuation of Fig. 26. Regularized horizontal gradient fil-
Zagros anomalies with the black line. ter map of the Zagros.
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Fig. 27. Regularized analytic signal filter Fig. 28. Regularized first-order vertical de-
map of the Zagros. rivative filter map of the Zagros.

Fig. 29. Regularized tilt angle filter map of Fig. 30. Regularized hyperbolic tilt angle
the Zagros. map of the Zagros.

As we have seen in these figures, regularized derivative filter has a much
better performance.
4.5.3. Edge detection of the Red Sea gravity anomalies
Figs. 31, 32, and 33, respectively, show the maps obtained by applying

horizontal gradient filters, analytical signal and first-order vertical derivative
on the Red Sea data. In these figures, the edge of maximum and minimum
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anomalies is also obvious, but more complex than the Zagros region. Figs. 34
and 35 are the results of applying tilt angle and hyperbolic tilt angles to the
data. These filters also confirm previous results.

Figures 34 and 35 are the result of applying tilt angle and hyperbolic tilt
angle filters to the data.

Summary of the results of the above filters are shown in Fig. 36 and the
anomalies continuation is marked the black line.

Given that the data used are derived from gravimetric satellite, it is obvi-
ous that the satellite data is much less sensitive to ground-based data survey,
so it cannot be expected to make all the anomalies visible. If more accurate
gravimetric data (such as ground-based survey) are available, gravimetric
method is a great way to identify small and large anomalies in the area. The
overall result of the study of the two zones is that the Zagros and Red Sea
gravity anomalies have one continuity (from northwest to southeast) with
this difference which there is a greater overall slope in the Red Sea.

In the following the results of the implementing regularized derivative fil-
ters are presented and by comparing the Figs. 37 to 41 with the Figs. 32 to
36 again it is completely clear that regularized derivative filters have much
better performance.

4.6. Inversion modelling of Zagros and the Red Sea gravity
anomalies

Before proceeding further, it is important to note that since the EGM2008
satellite data output is in latitude and longitude, the UTM coordinate points
need to be used in order to use the upward continuation filter. By convert-
ing the coordinates, the Zagros and Red Sea anomalies each fall into three
zones. Red Sea anomalies are located in zones 36, 37 and 38 and Zagros
anomalies are located in zones 38, 39 and 40 respectively. The most ex-
tensive zones (zones 37 for Red Sea and 39 for Zagros) were used to apply
upward continuation filter and 3D modelling.

4.6.1. Red Sea gravity anomalies

This section presents the results of the inversion of the gravimetric data of
the Red Sea anomalies using Grav3D software. The results of 3-D inversion
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are shown in Figs. 42 and 43, in which the main and secondary directions
of the anomalies are well reconstructed. Fig. 44 shows the effective depth of
the anomalies at 200 km from the surface and Fig. 45 confirms the anomaly
ends at the 300 km. According to Fig. 36, the anomalous two-branch depth
is lower than its original branch because these two branches continue to a
depth of 100 km and then disappear (hence extending to a depth of 100 km).

N depthom /[ depth 0 m

Fig. 42. Inversion of the Red Sea anomalies Fig. 43. Another view of Fig. 42.
(top view).
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depth 100 km

Fig. 46. Inversion of Red Sea anomalies at 100 km depth (to indicate the depth of sub-
branches).

4.6.2. Zagros gravity anomalies

Figs. 47 to 50 show the inversion results. Fig. 47 shows a view from above
and Fig. 48 shows another view of Zagros anomalies. According to Fig. 49,
the effective depth of this anomaly is about 180 km and from the depth of
200 km, the anomalous root proceeds incoherently (Fig. 50) and it ends up
at an approximate depth of 400 kilometres.
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5. Conclusion

In the case of Zagros gravity anomalies, the results of the edge detection
filters indicate that the performance of the regularized derivatives with the
elimination of the noise from the unregularized filters mode become an im-
provement in the results. Also these anomalies extend from northwest to
southeast with indentations and reliefs. The general trend of this surface is
in accordance with the geological trends of the area. The inversion results
also show that the effective depth of this anomaly is about 180 km and after
that, the anomalous root proceeds incoherently and it ends up at an ap-
proximate depth of 400 kilometres. In the case of anomalies of the Red Sea,
applying edge detection filters revealed that this region is more complex
than the Zagros region and these anomalies started from the north-western
corner and led to many fractures to the centre, then divided into three main
branches, which were again interconnected in the southeast corner, there is
also a subway to the south for the western branch. These results are in line
with the geological features of the Red Sea and the curvature direction and
even the western branch path are well shown. Three-dimensional modelling
also showed that the effective depth of these anomalies is 200 km from the
surface and eventually end at about 300 km. Also the depth of the two
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branches of this anomaly was lower than its main branch because these two
branches continue to a depth of 100 km and then disappear.
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Abstract: Successful upscaling of the direct measurement of evapotranspiration at in-
dividual plant level to canopy level with specific microclimatic conditions has recently
received considerable attention of scientific community. And since the knowledge of tran-
spiration is among important inputs of various experiments on solitary plant level the
paper employs the reverse approach — the downscaling from the canopy to individual
plant. The main task of the study is thus to compare Penman—Monteith method of
computing potential evapotranspiration with directly measured values of transpiration
of maize. Since the model deals with canopy level and the direct measurement is being
carried out on level of individual plants, this comparison answers the question if the time-
consuming and demanding measurement of transpiration on plant level could be substitute
by relative easily reachable model outputs. The results shown that evapotranspiration
of maize computed by Penman—Monteith model cannot be successfully downscaled back
to the solitary plant level. The correlation coefficient between these two data series for
three individual phenological stages vary from 0.5831 to 0.7803 (« = 0.01) while for whole
growing period regardless phenological stage is 0.6925 (o = 0.01). The directly measured
data of transpiration cannot by simply replaced by modelled data, but their application
after conversion using regression equations is possible with certain level of inaccuracy.

Key words: maize, sap flow, stem heat balance, transpiration model, the Czech Republic,
Penman—Monteith

1. Introduction

Changes in transpiration values, which are strongly dependent on meteo-
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rological variables, are induced in accordance with the plant’s phenological
stage (Pivec et al., 2009), the water levels in the soil (Irmak and Mutiibwa,
2010) or the water potential of the leaves (Li et al., 2002).

Several methods have been used to determine transpiration from indi-
vidual plants, including tracer measurements for calculations of the sap flow
velocity and porometer measurements of leaf transpiration for estimation of
the stomatal conductance. Direct measurements of evapotranspiration with
using of weighing lysimeters or eddy covariance are difficult to install and
operate although they provide the most realistic and accurate data.

Transpiration is closely related to water flow in the xylem (sap flow).
Therefore, methods for the evaluation of sap flow may be used to measure ei-
ther the water consumption of plants (Bethenod et al., 2000) or the stomatal
conductivity at the leaf or plant level (Fwers et al., 2007). Methods for sap
flow measurement are based on the physical characteristics of water and em-
ploy the heat transferred by water contained in the xylem. The “heat pulse
method” involves measurement of the gradual speed of flow of a short pulse
of heat in the stem or trunk (Cohen et al., 1988; Green, 1993). The “thermal
dissipation method” is based on the difference between the temperature of
a heated indicator and another sensor, which is influenced by the rate of sap
flow (Granier, 1985). The “Stem Heat Balance” method SHB (Lindroth et
al., 1995; Smith and Allen, 1996; Kucera et al., 1977) involves direct elec-
trical warming of tissues and internal measurement of temperature. This
method may be applied to crops with larger stem diameters (Cohen and
Li, 1996), such as maize and sunflower (Ishida et al., 1991), oilseed rape
(Merta et al., 2001; Pivec et al. 2011) or cotton (Ham et al., 1990; Dugas
et al., 1994). The effect of soil water shortages on plant transpiration, as
evaluated by measuring xylem sap flow, has been described by Bethenod
et al. (2000), Jara et al. (1998), Gavloski et al. (1992) and Sameshima et
al. (1995), among others. Jara et al. (1998) confirmed that the sap flow
measurement method is able to detect differences in water consumption by
plants grown under different irrigation regimes as well as field conditions.
In short, several studies have shown that sap flow measurements with stem
heat balance methods agree well with the results of gravimetric techniques.
Sap flow measurement is therefore a suitable method for detecting changes
in transpiration at the plant level. Long-term sap flow measurements may
be used to help develop models of the (evapo)transpiration response to en-
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vironmental variables, as well as crop simulation models, irrigation models
etc.

Frequently used Penman—Monteith equation (e.g. equation with stomatal
conductance measurement; Zhang et al., 1997) pro various uses and various
plant species have been confronted with direct measurement of sap flow. A
fairly good match between calculated and measured results in terms of their
correlation is usually reported, except for several episodes. Nevertheless, the
Penman—Monteith model needs auxiliary sub-models or parameterizations
for the stomatal conductances and need local calibrations.

Plants are widely separated in many agronomic, agroforestry, horticul-
tural and forestry situations and are best considered as isolated plants or as
rows of plants. It is of practical and theoretical interest to understand the
controls on the transpiration rate of single plants. Models based on Mon-
teith (1965), including the Penman—Monteith equation as parameterized by
the FAO-56 bulletin (Allen et al., 1998) to compute grass reference evapo-
transpiration, being derived from canopy do not reflect the real situation of
solitary plant. It thus limits their relevance for detail experiments carried
out on solitary plant level, such as various laboratory or pot experiments.
Stand microclimate, mainly of dense seeded crops usually significantly dif-
fers from pot experiments climate (Streda et al., 2011; Krémdrovd et al.,
2016).

To obtain the precise a detail data on transpiration (e.g. 10-minute inter-
val) in experiments on solitary plant level (not on canopy level) is necessary
to measure it in various regimes and sufficient number of plants due to stem-
to-stem variability in sap flow, preferably under standard stand conditions.
The sap flow measurement itself should also be accompanied with mea-
suring of many environmental and biological variables. Ideal is continuous
measurement throughout wide range of phenological stages, including the
generative period and senescence of the plant not only during short (several
days duration) periods.

The measurements of sap flow from individual stems need to be upscaled
with the using of sophisticated upscaling functions to derive the transpira-
tion of the entire stand. It is therefore of both scientific and practical impor-
tance to develop an accurate upscaling method for extrapolating measured
stem-level transpiration to the entire crop community (Duan et al., 2017).

A common approach to simulate crop evapotranspiration is the crop co-

35



Stiedova H. et al.: Could the directly measured data of transpiration. .. (33-47)

efficient technique presented in FAO-56 bulletin (Allen et al., 1998). Crop
coefficient curves can be developed as a function of time, plant growth stage,
thermal unit or growing degree days (GDD), and leaf area index or canopy
cover (Martel et al., 2018). To top it all there are inter varietal differences
of crop coefficient. It limits the relevance of the method for precise experi-
ments. For example Xu et al. (2018) found out seasonal crop coefficients at
initial stage, mid-stage and late stage 0.46, 1.53, 1.22 and 0.44, 1.40, 1.09 for
large-sized variety and small-sized variety of maize, respectively. It should
be taken more into account especially for sizing of irrigation, calculation
of water supply in the soil, crop growth models, crop yield models etc. In
addition, Anapalli et al. (2016) observed, that crop coefficients calculated
with measured evapotranspiration and the short grass or alfalfa crop refer-
ence evapotranspiration methods varied from year to year.

Nevertheless, Pereira et al. (2006) deployed concept, that if soil water is
not limiting, the transpiration will be conditioned by the leaf area without
the need of a crop coefficient. Canopy transpiration of irrigated orchard
apple trees, olives, grapevines, and an isolated walnut tree was reliably
estimated through the use of the conventional grass reference evapotranspi-
ration parameterized by the FAO-56 bulletin (Allen et al., 1998) corrected
only by the canopy leaf area.

Since detail transpiration measurement by stem heat balance method is
expensive and time-consuming method and at the same time the knowledge
of transpiration is among important inputs of various experiments on soli-
tary plant level there is the following question erasing: Could the modelled
evapotranspiration data on canopy level be successfully use for precise bio-
logical experiments on solitary plant level? By other words, could they be
successfully downscaled back to the plant level?

We should be aware, that in order to validate any model of (evapo)tran-
spiration by its direct measurements by lysimeters, evapometers and or by
stem heat balance sensors they must be placed in the same surrounding
canopy on sufficiently large piece of land. However the reverse approach i.e.
downscaling from the modelled canopy (evapo)traspiration to the solitary
plant level should not respect this condition, because the experiments on
this solitary level are being conducted beyond canopy (in pot experiments,
laboratories, driven environment in phytotrons etc.).
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2. Materials and methods
2.1. Experiment design

The experiment set comprised six particular plants of maize (line 2087 — the
breeding materials of CEZEA Cejé) in three different meteorological years
of the last decade. The years under investigation were selected in terms
of evapotranspiration demands of atmosphere expressed by vapor pressure
deficit (VPD): the year characterized by the highest values of VPD — “the
dry year”, the year with the medium values — “the normal year” and with the
lowest values — “the wet year”. The experiment itself was carried out using
outdoor pot trials in the climate conditions of South Moravia (the Czech
Republic). Six maize plants were sown in pot (size 0.4m? and volume of
200 dm?). Based on pedological analysis and continuous monitoring of soil
moisture the available water holding capacity (AWHC) had permanently
been maintained on the level of 90% since BBCH 40 phase i.e. development
of harvestable vegetative plant parts (the BBCH scale is a internationally
recognized system for a uniform coding of growth stages of plant species;
Meier, 1997). Volume soil moisture [%] at the depth of 1040 ¢cm and soil
water potential [bar] were measured throughout the experiment.

2.2. Direct measurement of transpiration on the plant level (Ea)

Transpiration (Ea, mm.h~!) was monitored by continuous measurement of
xylemic sap flow in a 10-minute interval. The measurement system uses
the non-destructive method “Stem Heat Balance” (SHB). The measuring
system consists of a pair of thermocouples that are installed at a precise dis-
tance from each other on the plant stem. For plant species with a thin stem,
an external heater is used in the upper thermocouple, and the temperature
change is measured by an internal needle sensor in both thermocouples. At
the point of thermocouples the stem is insulated with a cylindrical seal all
over the perimeter. The entire system is protected from sunlight and rain
by an aluminum cover. The electronic system maintains a constant temper-
ature difference dT (while the power P is then proportional to the current
intensity) (Kucera et al., 1977; Ishida et al., 1991). The heat supplied to
the stem is drained by the flow of water in the xylem. At the same time,
heat losses occur though. These losses can be derived by measuring the cur-
rent transpiration flow under the rain or before the dawn and are included
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in the calculation equations. The values of the transpiration flow (Q) are
given in units [kg.h~!] and converted to a surface area of 1 m? (Ea, mm.h~1)
according to canopy density in the pot experiment. The plants from BBCH
60 (flowering) until BBCH 89 (full maturity) were measured.

2.3. Modelling of the evapotranspiration on the canopy level
(ETo)

At the effective height of the stand (i.e. 0.68 x actual height with extreme
values of 0.53 to 0.86 (Mdlder et al., 1999) solar radiation is transformed into
other kinds of energy (Hurtalovd et al., 2003; Matejka and Huzuldk, 1987;
Matejka et al., 2002), which has a significant impact on the temperature
and humidity regime. The following meteorological elements were measured
directly between plants at the effective height level, i.e. 0.68 x plant height:

e Average relative air humidity [%];
e Average air temperature [°C];

e Duration of solar radiation [hours];
e Average wind velocity [m.s™1].

Based on this data the daily values of reference (potential) evapotran-
spiration of maize canopy were computed according to Penman—Monteith
model (canopy parameters: height = 2m; albedo = 0.3; stomatal conduc-
tivity = 100m.s~!). Reference evapotranspiration was computed according
to FAO methodology (Allen et al., 1998) that is based on modified Penman—
Monteith equation.

Data sap flow, i.e. the intensity of transpiration and meteorological data
(average air temperature, average value of global radiation etc.), was always
evaluated only for the day-time from sunrise to sunset (diurnal data).

2.4. Data evaluation

The growing period was divided into three particular periods on the basis
of relative unique phenological phases:

e 15 period: BBCH 63-65 (flowering).
e 24 period: BBCH 65-75 (full flowering — development of fruit).
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e 3" period: BBCH 75-85 (ripening; BBCH 85 — kernels yellowish to yel-
low, about 55% dry matter).

3. Results and discussion

Average daily values, which create the basis of evaluation, were calculated
from continuously measured data. The following figures (Figs. 1-3) show
the both model (ETo) and measured (Ea) transpiration in terms of mete-
orological parameters: global radiation, vapour pressure deficit (VPD). It
was assessed separately for each year divided into the three periods with re-
gard to the different course of transpiration depending on the plant growth
phase.

Previous partial research of Klimesovd et al. (2013) was focused on find-
ing out the degree of influence of key agrometeorological elements on tran-
spiration. Significant relationships among transpiration, global radiation
and air temperature were found.

Relationship between measured transpiration Ea and model transpira-
tion ETo was expressed by correlation coefficient. Correlation in first period
r = 0.936 (o = 0.01) for “the dry year”, 0.705 (o = 0.05) for ”the normal
year” and 0.935 (o = 0.01) for “the wet year”. In the second period r = 0.817
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Fig. 1. Course of daily Ea and ETo (mm.h™!) and global radiation and vapor pressure
deficit (VPD) for three phenological periods in “dry year”.
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Fig. 3. Course of daily Ea and ETo (mm.h™!) and global radiation and vapor pressure
deficit (VPD) for three phenological periods in “wet year”.

(v = 0.01) for “the dry year”, r = 0.750 (o = 0.01) for “the normal year”,

= 0.924 (o = 0.01) for “the wet year”. In the third period r = 0.714
(v = 0.01) for “the dry year”, r = 0.869 (o = 0.01) for “the normal year”
and r = 0.531 (a = 0.05) for “the wet year” (combined Fig. 4).
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Average Ea and ETo (mm.h~!) values from three-year period were eval-
uated for three phenological periods is shown in Fig. 5.
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Fig. 5. Three-year average course of Ea and ETo (mm.h™!) and their average values for
three phenological periods.

Based on the regression dependence between modelled and measured
transpiration, the relationships (combined Fig. 6) and dependence rate (Ta~
ble 1) were derived.
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Table 1. The conversion equations the level of significance.

conversion equation correlation coefficient (r)
year Ea = 0.6713 ETo — 0.0990 0.6925"*
1% period Ea = 0.9943 ETo — 0.1146 0.7124**
274 period Ea = 0.5739 ETo — 0.0795 0.7803**
3™ period Ea = 0.1902 ETo + 0.0021 0.5831**

**statistically very significant (o = 0.01)

On the basis of conversion equation the modification of modelled values
for each phenological period was determined (Table 2).

Table 2. Conversion table between ETo and Ea (modification).

ETo Ea
year 15* period 274 period 34 period

0.0 0.00 0.00 0.00 0.00
0.2 0.04 0.08 0.04 0.04
0.4 0.17 0.28 0.15 0.08
0.6 0.30 0.48 0.26 0.12
0.8 0.44 0.68 0.38 0.15
1.0 0.57 0.88 0.49 0.19

The applicability of a lot of alternative models for evaporation and tran-
spiration calculation is usually restricted to specific geographical locations
and climatic regimes, because their parameters are derived from experi-
ments employed at the local scale (Tegos et al., 2013).

The Penman—Monteith (PM) model and the Direct Method (DM) model
are two of the most widespread transpiration models. Penman—Monteith
model was primarily developed for crops grown in open field conditions. For
each model, the values of meteorological variables such as air temperature,
air humidity, solar radiation, as well as key plant characteristics, (e.g. leaf
temperature for DM model) are needed to estimate crop transpiration.

According to Morille et al. (2013) study focused on usage of the PM
model, the location of the meteorological parameters used to implement
the model is a key factor that affects the results. The study demonstrates
that the temperature and humidity considered in the PM model should be
taken inside the crop and not above the crop, leading to a so-called PM-Like
(PML) model. The PM-Like and the DM models, in a one-layer configura-
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tion, give similar results and are in agreement with actual measurements.
The PM model could even be successfully applied under greenhouse con-
ditions, provided that some adjustments are made (thus defining the PM-
Modified model).

The necessity of modifying the model is also desirable on the basis of
proven differences in meteorological data measured at a standard climatic
station and in a canopy, resp. monitoring of microclimate and microclimate.
Krémdrovd et al. (2016), who, among other things, investigated the rela-
tionship between the relative humidity in the wheat canopy and calculated
or measured meteorological values pointed out the necessity of continual
canopy microclimate monitoring as well as complicatedness of canopy mi-
croclimate modelling. The prediction of air humidity in a wheat canopy
cannot be based on data measured at standard climatological stations, as
it has not been proven that there is a statistically strong dependence.

4. Conclusion

One of the most used transpiration model are Penman—Monteith model
that was primarily developed for crops grown in open field conditions. In
addition to the models, transpiration can be determined by direct measure-
ment. However, these measurements are very technically demanding. The
main task of the paper was to compare Penman—Monteith modelled values
of evapotranspiration with directly measured transpiration values of the pot
maize experiment.

Measuring of transpiration flow (sap flow) is a possible method for flow
water quantification by plants in dependence on environmental factors while
respecting the microclimatic specifics With regard to the phenological de-
velopment of crops, it is appropriate to divide the growth period into partial
periods.

The results show that it is not appropriate to use modelled values for
single plant experiments without modification. Nevertheless, the conver-
sion of the modified modelled values to single plant level is possible with
statistically very significant level of reliability.

Since the conversion equations provided by this paper were derived from
the pot measurement they can only be successfully used for the experiments
carried out beyond canopy.
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Abstract: In recent years, there has been a noticeable uneven distribution of rainfall
in Central Europe during the main vegetation season of most field crops. The rising
air temperatures also increase the evapotranspiration demands of the environment and
increase the frequency and length of heatwaves, which is a stress factor for plants. Using
the GIS procedures, we identified the areas of significant abiotic risks occurring during the
critical growth stages of spring barley (high air temperatures at the time of tillering and
lack of soil moisture from the beginning of flowering to yellow ripening) with potential
impact on grain yield in the Czech Republic. Unique datasets, including i) meteorological
data, ii) phenological data, iii) pedological data, iv) land-use data, and v) geographic data,
have been integrated and analysed using the sophisticated ArcGIS software environment.
The method used in this study is universally applicable and allows comparisons at the
local, regional, and supra-regional levels. The identification of risk areas will allow for a)
finding tolerant varieties from problematic areas, b) locating the use of these varieties in
risk areas and c) recommending and implementing adequate farming practices to reduce
the impact of risk abiotic stressors on spring barley under current climate conditions.
This will allow accurate estimation of weather impacts on spring barley grain yield in
a particular year and precise application of countermeasures leading to reduced negative
impacts on yield and the quality of spring barley production. Using the data and methods
presented, we identified areas that correspond in good accordance to areas with spring
barley yield deficits in dry years.
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1. Introduction

The main abiotic stressors for agricultural crops reducing yields in Europe
are agricultural drought as well as high air temperatures during the main
growing season. Although drought in Central Europe is a relatively recent
problem, worldwide it is the most serious abiotic stress affecting crop yields
in the long term (Boyer, 1982). Plant production is based on maintaining
transpiration in the absence of water. All other criteria are always sec-
ondary, where biomass production is concerned (Blum, 2011; Chaves et al.,
2011).

According to Bodner et al. (2015), three main types of climate can be
distinguished in areas with intensive agricultural production. They differ
mainly in the distribution of precipitation and evapotranspiration require-
ments, the type of soil and the length and beginning of the growing season.
The climate of Central Europe is predominantly “supply-driven”, whereby
the water is mostly supplied by precipitation during the growing season.
In Central Europe, there has generally been an increase in the uneven dis-
tribution of precipitation, combined with an increase in air temperature in
recent decades. Although an increased incidence of extreme rainfall has
been observed, local or regional drought has been more prevalent in recent
decades as demands for evapotranspiration are increasing due to increasing
air temperature (S'kvarenma et al., 2009). Analyses of precipitation charac-
teristics in the Czech Republic show that there is no decrease in the total
amount of precipitation, but rather a shift towards greater inequality of its
distribution over time (during the year). In the Czech Republic’s environ-
mental conditions, the number of days without rainfall may increase from
the current 79.9 days to 141.6 days from 2071 through 2100, but no signif-
icant decrease in the amount of rainfall per year is expected. The climate
models also predict an increase in the average sum of active temperatures
above 10°C for the Czech Republic from the current 2717 °C to 3732 °C.
These changes increase the evapotranspiration demands of the environment
to which agricultural crops will be exposed. In addition, temperatures above
20-25°C can decrease the level of inhibitory substances in the plant, and
thus reduce tiller formation of cereals (Rawson, 1971). The rate of tillering
decreases at temperature above 25°C (Friend, 1966). Modern barley vari-
eties show strong ability to make a canopy denser during tillering. Tillering
is thus crucial for barley’s yield creation. Having in mind that barley’s yield
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is closely related to number of spikes, the low number of productive spikes
might be compensated at latter phases just to a limited extent. Increas-
ing frequency of unfavourable conditions at early spring (during tillering),
especially higher temperatures and drought periods, can affect negatively
the formation of spring barley yield and grain quality parameters (Kren et
al., 2015), particularly under the central Europe climate. Plants grown in
the warmer cropping season produced relatively few grains due to the short
period of tillering as a results of high air temperatures compared with those
grown in the colder crop season (Tanaka and Nakano, 2019).

The availability of soil moisture, together with global radiation and
vapour pressure deficit, are among the main determinants of transpiration
(Du et al., 2011; She et al., 2013; Zeppel et al., 2008). Daily or the long-
term course of these variables affects the plant’s transpiration flow (Naithani
et al., 2012). Changes in transpiration intensity are considered to be an in-
dicator of drought stress on the plant. Blum (2005) defines the onset of
drought as a period when the plant’s water demand is not satisfied, and
the plant is in a water deficit. Lipiec et al. (2013) define drought as a
result of water flow imbalance between evapotranspiration environmental
demands and water transport in the soil-root system. The limit value for
cereals such as common wheat or barley, where there is still no reduction in
transpiration, is the soil moisture in the root zone at about 50-65% of the
available water holding capacity of the soil (according to various authors
and the growth phase of the plant). For example, Jamieson et al. (1995)
found changes in the transpiration of barley plants with water content in
the soil below 65% of the available water holding capacity. This finding was
similar to Matejka et al. (2005) who recorded changes in the modelled evap-
otranspiration of the maize crop when the available water holding capacity
of the soil fell below 58.2%. However, for the agriculturally intensive areas
of the Czech Republic up to approx. 300 m above sea level, the character-
istic long-term values of available water holding capacity are below 45%.
Our previous results also show an increase in potential evapotranspiration
and thus a higher susceptibility of drought in intensive agricultural areas in
South and Central Moravia and Central Bohemia in the 1961-2010 period
compared to the 1901-1950 average. Scenario calculations of potential evap-
otranspiration predict an increase in the risk of dry episodes in the Czech
Republic (Stredovd and Streda, 2015).
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Accurate targeting of the use of the variety to a specific area of culti-
vation can be a successful result. For example, deep-rooting varieties may
be successful in dry years on deep soils with higher groundwater levels or
sufficient water supply in the soil during winter months. However, shallow
topsoil profiles of stony soils will be unsuitable for these varieties. At lo-
cations where droughts occur regularly, some strategies allow agricultural
crops to survive primarily from water supplies in the soil acquired during
the winter months. The occurrence of terminal drought (at the end of
the growing season) is a regular phenomenon in Australia, the US and the
Mediterranean. The solution may be the early varieties.

2. Material and methods

The resulting map was created based on the analysis of two raster inputs.
The first data input was a layer of an average number of days with a maxi-
mum daily air temperature exceeding 25 °C in the period since the beginning
of the phenophase of spring barley tillering which according to the Czech
Hydrometeorological Institute (CHMI) phenological database, occurs at the
site plus fifteen days from the start date. The input data for the calculation
consisted of the maximum daily air temperature data for a set of techni-
cal stations (a total of 268 stations within the Czech Republic). For each
station, the average date of spring barley tillering was determined from the
phenological layer (for the period between 1991 to 2010 the longest com-
prehensive range of observations available in the Czech Republic; while we
are fully aware that the period does not correspond to the period of un-
dermentioned climatological datasets. Since the phenological observation of
the CHMI were officially finished in 2010 we were facing to two, both im-
perfect, possible approaches in terms of length of period: either to employ
the parallel phenological and climatological period 2000-2010 i.e. only 11
years, or the longest possible period i.e. for temperature and evapotranspi-
ration from 2000-2018 and 1991-2010 for phenology i.e. around 20 years) of
the beginning of spring barley tillering, and the 15-day calculation period
from that date was determined. For this, for each station-specific period,
the number of days with a maximum daily air temperature exceeding 25 °C
was calculated for each year and station and the average annual number of
days for the period 2000-2018 was calculated. These calculations resulted
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in the set of 268 technical stations with an average number of days with
a maximum daily air temperature exceeding 25 °C in the given phenological
period for the period 2000-2018. A raster layer was created from this file us-
ing spatial statistics methods by interpolation into the Czech Republic area.
The resulting raster model was subsequently processed in the ArcGIS 10.5
software, and the nearest neighbours smoothing method was applied. The
raster layer was then reclassified into individual categories in a 0.5-day step,
i.e. six categories ranging from < 1 to > 3.1 (Fig. 1). It is highly probable
that in the areas with higher number of days with daily maximum above
25°C also includes temperatures catching up this threshold value. Even
these higher temperatures inhibit the tillering though. Linear distribution
was based on the experience that relationship between air temperature and
lasting at tillering phase is linear (unless the lethal temperature is reached
or exceeded).

<1
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[J21-25
[26-3
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o Bl & 120km
)

Fig. 1. Layer of the average number of days with a maximum daily air temperature
exceeding 25 °C in the period since the onset of spring barley tillering phase, plus fifteen
days from this start date.

The second data input was the layer of ratio of the actual evapotran-
spiration sum (ETa, evapotranspiration affected by the amount of water in
soil) and potential evapotranspiration sum (ETp, high environmental evap-
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oration and transpiration requirements) processed for the period 2000-2018
during the critical growth period of the spring barley from the beginning
of the flowering phenophase to yellow ripening, which occurs at the site ac-
cording to the CHMI phenological database (for the period 1991-2010; the
longest available comprehensive series of observations in the Czech Repub-
lic). Input data ETa and ETp were calculated using the AVISO agrometeo-
rological model (Kohut et al., 2009) from the input series of meteorological
elements for stations of the CHMI station network with available measure-
ments in the period 2000-2018. Both ETa and ETp values were calculated
for spring barley. Moreover, to improve the correctness of the water abstrac-
tion intensity by evapotranspiration, for each calculation point (station), we
used a specific hydro limit derived according to the available water holding
capacity of soil (source: Research Institute for Soil and Water Conserva-
tion). It implicates that available water holding capacity is an integral part
of the ETa parameter making our model unique, taking into account real
soil conditions. Real moisture conditions in the soil profile in terms of soil
parameters and evapotranspiration are reflected.

From the phenological layers, the average date of the beginning of flower-
ing and the average date of the beginning of yellow ripening was determined
for each station and a computational period was set between these dates.
For this, for each station-specific period, sums ETa and ETp were calculated
in individual years for the period 2000-2018. These values were then put
into the sum ETa/sum ETp ratio, which is a standard index for agronomic
drought identification. The resulting set of stations with the assigned value
of ETa/ETp ratio in the individual years for the period 2000-2018 was cre-
ated. Based on spatial statistics by interpolation into the area of the Czech
Republic, annual raster layers of ETa/ETp ratio were created from this set.
The resulting rasters were averaged and a raster layer of average values of
the ETa/ETp ratio for the period 20002018 was created. The resulting
raster model was subsequently processed in the ArcGIS 10.5 software, and
the nearest neighbour smoothing method was used. The raster layer of ra-
tio values was then reclassified into individual categories in a step of 0.04,
i.e. six categories from 6 to 1 for the value of categories from < 0.76 to
> 0.92 (Fig. 2), since in this particular case the linear impact on possible
yield reduction is apparent. The number of categories (i.e. six) corresponds
to number of drought categories (expressed as % of available water holding
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capacity) of the CHMI, however regarding to constriction of ETa/ETp ra-
tio there are apparent differences from simple drought evaluation used by
CHMI. Our complex and wiser index though better reflects real demands
and impacts of the plants.
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Fig. 2. Layer of the ratio of the actual evapotranspiration sum (ETa) and the poten-
tial evapotranspiration sum (ETp) for the period 2000-2018 during flowering to yellow
ripening of spring barley.

Both partial raster layers (number of days category layer and ETa/ETp
ratio category layer) were then summed, and the resulting sum total of the
raster layer was again divided into six risk categories. The raster layer was
converted to polygons and only areas under arable land (arable land layer;
source: Research Institute for Soil and Water Conservation.) and at an
altitude of 600 m above sea level (we do not expect intensive cultivation of
spring malting barley at a higher altitude) were selected. The resulting map
output was also created in ArcGis 10.5 software.

3. Results and discussion

Climate change in Europe since 1990 has been unfavourable for cereals yields
because of heat stress during grain filling and drought during stem elonga-
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tion (Brisson et al., 2010). The severity of the effects of drought increases
with the prolongation of its exposure during the growing season and its
occurrence at critical stages of plant development. For example, flowering
and the early stage of ripening are critical for cereals. The occurrence of
drought during sowing and the vegetative phases of cereal growth, as well as
the high temperatures at this stage, have an impact on the emergence of the
crop and the consequent reduction of tillers. The effect of drought during
generative phases results in a reduction in the number of spiked seeds and
grains. Flowering is a critical period when water scarcity has a worse impact
than at other stages of development. Another critical period is the start of
grain formation, where the number of cells in the endosperm is decided. In
the grain filling phase, water stress interferes with the synthesis and storage
of starch and storage proteins.

In our previous work, we evaluated the moisture conditions during the
vegetation period (91-180 days of the year) for the period 1975-2007 and
its influence on the production of spring barley. A long-term trend of de-
creasing soil water supply was found in 20 out of 21 localities, expressed as
% of available water holding capacity. At the same time, a statistically sig-
nificant correlation was found between the yield of spring barley grain and
the state of soil saturation with water, expressed in terms of the current
state of % of available water holding capacity.

Muzikovd et al. (2013) evaluated yields of spring barley and fluctuations
in soil moisture in the critical period in terms of barley yield in the Czech
Republic for the period 1975-2010. On most sites, there were statistically
significant relationships between grain yield and soil moisture in different
stages of vegetation. A statistically significant relationship was also found
when evaluating average values of soil moisture and the average grain yield
across stations. When evaluating the season-average soil moisture and yield,
these researchers found a statistically significant to a highly significant year
effect (1976, 1981, 1985, 1986, 1995, 1996, 2000, 2004, 2007, 2009 and 2010).
In the last decade, the number of growing seasons with a demonstrable influ-
ence of moisture conditions on barley yield increased in different production
areas.

Spring barley grain yields and values of the effective drought index (EDI)
in the critical period in terms of yield formation of spring barley in the Czech
Republic were evaluated for the period 1975-2015 (Slabd et al., 2017). In
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most areas, there were statistically significant relationships between grain
yield and the EDI in different stages of vegetation (fourth and sixth decade
of the vegetation primarily).

The aim of the analysis and mapping of the outcomes was to define areas
with increased risk of main abiotic stressors occurrence during the critical
growth and development phase of spring barley vegetation (high temper-
atures during tillering and drought from flowering to hard dough growth
stage) in the territory of the Czech Republic (Fig. 3). Analyses were based
on a sophisticated synthesis of the long-term a) meteorological datasets, b)
phenological datasets, ¢) soil conditions data (available water holding ca-
pacity of Czech soils), d) land-use data, and e) the arable land category and
maximum 600 m a.s.l. The current findings illustrate that 49% of the po-
tentially usable areas of spring barley are categorised as risky (with varying
degrees of risk).

Risk category [ District boundary 201%
I 1 No risk Not rated )
2 Very limited risk

3 Limited risk

4 Some risk
I 5 High risk
I 6 Very high risk

Fig. 3. The categorisation of the territory of the Czech Republic according to the risk of
occurrence of abiotic stressors for spring barley.

Per the research priorities of the Ministry of Agriculture for the period
2017-2025, the map provides partial information for the optimisation of crop
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representation in each locality, organisation and optimisation of farming
practices, use of minimisation and soil conservation technologies for better
soil retention, utilisation of varieties tolerant to drought, and the potential
for using an effective irrigation system at the time when plants need water
the most.

4. Summary

Increasing climate variability and increasing frequency of abiotic stressors,
especially drought, also result in a decrease in spring barley grain yield as
well as quality by increasing the nitrogen content. In the Czech Republic,
these problems are most pronounced in traditional areas of spring barley cul-
tivation. Predictions of future climate developments suggest an increased
likelihood of the occurrence of episodes unfavourable for plant production,
such as dry and very warm seasons. As a short growing time and small root
system, spring barley will be severely affected by these problematic episodes
and is already considered a risky crop.

Drought can have various impacts on different agricultural crops, based
on time of occurrence, the monitored crop and stage of its growth etc.
Therefore, the methods of drought evaluation can differ greatly, and their
outcomes can thus vary as well. A simple evaluation of precipitation totals is
not a sufficient indicator of moisture conditions. For the exact evaluation of
moisture conditions, it is advisable to use a costly direct stand microclimatic
monitoring. Hence, it is necessary to use sophisticated models concerning a
wide range of meteorological elements and biological characteristics of the
monitored crop in order to objectively evaluate the moisture conditions in
the soil-plant-atmosphere system.

The number of growing seasons with the proven effect of moisture con-
ditions on barley yield in various production areas has increased in the
last decade. These outputs demonstrate the possibility of using commonly
available data sources in combination with the application of sophisticated
computational methods. Their effective combination brought interesting
results for the state administration, agricultural research as well as agricul-
tural practice. The aforementioned technique is an elegant alternative to
climate monitoring and costly dedicated field experiments.
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The innovative aspect of the method lies in the categorisation of the
territory of the Czech Republic according to the risk of occurrence of main
abiotic stressors affecting spring barley. The resulting maps also define areas
that appear to be less risky on standard maps as at risk; however, depending
on actual precipitation, these areas correspond to areas of spring barley with
significantly reduced grain yield in recent years. The map, therefore, forms
a basis for spring barley cultivation targeted for relevant features and the
regionalisation of varieties.
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Abstract: We present an analysis of strain based on the evaluation of crustal deformation
in Zagros and Makran, which has implications in terms of the dynamics of the study area.
We have used data from 17 permanent GPS stations of the Cartographic Centre of Iran
spanning the period 2011-2013. The raw observed data were in RINEX format. The
elements of strain tensor were calculated by a 2D isoparametric method and the inversion
of strain equation. Then the dilatation (extension and compression) and shearing were
obtained through the analysis of eigenvalue and eigenvector of tensors. In most cases
compression has overcome the extension, which can be expected due to the convergence
of the Arabia and Eurasia plates. The compression axis is nearly vertical along the Zagros
causing reverse and thrust faults in Zagros. Due to the N-S trending of the Sabzvaran—
Jiroft—Kahnuj fault system and to the direction of compression and extension, the system
will be of strike—slip mechanism. Sudden changes of shearing can be used to identify
the strike—slip faults. As observed in this study, there were sudden changes in shearing
of the Rafsanjan and Jiroft-Kahnuj faults. The P/T axis rotates significantly in the
Zagros—Makran transition zone. Moreover, the Makran’s P/T axis is smaller than the
P/T axis of Zagros, which demonstrates that the impact of the Arabian plate, moving
towards Iran, is greater than the impact of the Indian subcontinent plate movement. The
values of the counter-clockwise rotation rate at stations located east of the Zagros—Makran
transition zone are higher than at other stations. Also the velocity vectors at stations
were determined while using the software GAMIT/GLOBK.

Key words: crustal deformation analysis, strain, Zagros, Makran

1. Introduction

Iranian plateau as an active seismically area is located in the Alpine-
Himalayan belt. Accumulation of forces in Iran is through the Arabian plate
moving toward north-east and the Indian subcontinent moving toward the
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north, which caused a seismic area. Understanding the elastic properties of
the studying area and providing related seismotectonic model, are possible
through the studying and understanding the basic parameters such as stress
and strain fields of study area. In many studies, geodetic observations are
used to determine the pattern of regional strain rate. Shen et al. (1996),
Cai and Grafarend (2007), used a technique known as discretization. In the
other way, inversion technique is used to determine the strain field (Spakman
and Nyst, 2002). Allmendinger et al. (2007) used the nearest neighbour and
weighted distance methods, to obtain the velocity fields.

The study area is one of the most complex tectonic regions of Iran (Figs. 1
and 2). Through the convergence of Arabia and Eurasia plates two different
oceanic subduction zone (Makran) and collision zone (Zagros) in the south
and southwest of Iran were created. In this research studying the crustal
deformation of the Zagros and Makran through using the data recorded in
17 GPS permanent network stations (Fig. 1, Table 1) will be investigated.
The contour map of results will be drawn and also the obtained results will
be compared with the regional stress field and focal mechanisms of occurred
earthquakes.

Table 1. Location of GPS permanent stations in this region.

Station name | Latitude (° N) Longitude (° E) Height (m)
ABDN 30.37783 48.21347 —12.98
ANGN 26.45720 57.89737 718.32
BAFT 29.23915 56.58001 2275.75
BEBN 30.60564 50.21693 301.98
BRBS 27.20722 56.32058 4.75
CHBR 25.27058 60.65112 —19.73
DBST 29.23770 57.33018 2633.19
FDNG 30.82442 55.80831 1351.64
FHRJ 28.93733 58.88126 666.71
GLMT 27.48215 59.44850 363.14
JASC 25.63752 57.76989 —19.14
LAMD 27.36365 53.20334 380.79
MHAN 30.07158 57.28836 1873.25
SBAK 30.14615 55.10749 1857.43
SHRZ 29.54436 52.60258 1476.69
ZABL 30.84127 61.71591 1152.28
ZRND 30.83319 56.60769 1752.83
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Fig. 1. Location of GPS permanent stations in south of Iran. The red lines represent
main faults in this study area.

2. Tectonic setting

In the Strait of Hormuz in south of Iran (26.5° N and 56.5° E), the Arabian
plate at avelocity of 23-25 mm /yr (measured by GPS), converges with Eura-
sia (Bayer et al., 2003; McClusky et al., 2003; Vernant et al., 2004; Masson
et al., 2007). Due to convergence of Arabia and Eurasia plates, two different
zones have been created: continental collision (Zagros) and oceanic subduc-
tion (Makran) in the West and the East Strait of Hormuz, respectively. The
continental part of Arabian plate and Eurasian plate have collided together
and created Zagros fold and thrust belt with NW-SE trending. The East
part of Arabian plate underthrusted to Iran plate and consequently the vast
Makran accretionary wedge shaped with east-west trending (Byrne et al.,
1992; McCall, 1997).

The shortening rate of Zagros is obtained about 10mm/yr with GPS
measurement (Tatar et al., 2002, Vernant et al., 2004; Hessami et al., 2006).
The total amount of shortening, in some studies is about 50 km (Molinaro
et al., 2005) and according to other studies, it is estimated about 85km
(McQuarrie, 2004). Zagros is very active in terms of seismicity. More than
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50 percent of Iran’s earthquakes which has been recorded by the global net-
works have occurred in Zagross (Mirzaei et al., 1998). Sudden change of
seismicity can be seen from the severe seismicity in Zagros to partial rest in
the West of Makran (Jackson and Mckenzie, 1984).

The rate of convergence in the Makran increases from West (36.5 mm /yr
in the western border) to East (42 mm/yr in the eastern border) (Demets et
al., 1990; Zarifi, 2006). The rate of convergence in the Zagros is increased
from Northwest to the Northeast. The rate of convergence in the transition
from the Zagros collision zone to the Makran subduction zone, changes from
942 mm/yr to 19£2 mm/yr (Vernant et al., 2004; Masson et al., 2007).

o [ RVAYNITZAN

TRAL

r—p—— Oman Line
100 200 J

48° 50° 52° 54° 56° 58° 60°E
Fig. 2. Map of South Iran—-North Arabia (Regard et al., 2010). The arrows represent

the velocity relative to Eurasia (Vernantet al., 2004). MZT: Main Zagros Thrust; SSZ:
Sanandaj—Sirjan Zone.
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3. Determination of velocity vectors related to Eurasia and
North Arabian plates

Velocity vectors related to a fixed reference is interesting in geodesy. As
discussed in section 2 (tectonic settings), the study area is influenced by
the convergence of two plates. Therefore, the velocity vectors of the re-
gion relative to the two plates are investigated. The magnitude and az-
imuth of velocity vector for each GPS station is calculated by well-known
GAMIT/GLOBK software related to Eurasia and North Arabian plates.
To determine these vectors which are related to Eurasian plate, three IGS
stations (TASH, POL2, KIT3) are considered as fix points and reference
frame. This work is done also for North Arabian plate with four stations
(HALY, RAMO, DRAG, BSHM) (Figs. 3 and 4). The magnitude and az-
imuth of velocity vectors are shown in Tables 2 and 3 (Figs. 5-8). Vg and
VN represent velocity vectors in East—West and North—South directions,
respectively. £V and £Vy represent errors of velocity calculation. The
maximum magnitude of velocity vector was observed in station BRBS with

Table 2. Azimuth and magnitude of velocity vector related to the Eurasia.

Station Ve VN + Vg + VN Magnitude | Azimuth
name | (mm/yr) | (mm/yr) | (mm/yr) | (mm/yr) | (mm/yr) (deg)
ABDN 26.07 31.78 0.94 1.44 41.10 39.38
ANGN 32.03 18.40 1.22 0.67 36.94 60.15
BAFT 28.33 20.53 0.92 0.68 34.99 54.10
BEBN 23.52 28.72 0.87 1.21 37.12 39.33
BRBS 32.56 28.42 1.21 0.79 43.22 48.91
CHBR 31.25 9.75 1.23 0.58 32.74 72.71
DBST 33.13 16.48 0.98 0.72 37.00 63.58
FDNG 19.92 9.40 0.90 0.85 22.03 64.77
FHRJ 31.74 11.64 1.02 0.71 33.81 69.90
GLMT 31.91 11.13 1.13 0.59 33.80 70.81
JASC 29.15 17.17 1.29 0.64 33.83 59.53
LAMD 28.52 25.96 1.31 1.08 38.57 47.71
MHAN 29.42 20.89 0.83 0.64 36.08 54.65
SBAK 26.81 20.83 0.85 0.78 33.95 52.18
SHRZ 25.7 21.83 0.95 0.98 33.72 49.68
ZABL 30.57 9.16 0.62 0.35 31.91 73.36
ZRND 27.38 19.60 0.79 0.70 33.67 54.43
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Table 3. Azimuth and magnitude of velocity vector related to the North Arabian plate.

Station Ve VN + Vg + Vn Magnitude | Azimuth
name | (mm/yr) | (mm/yr) | (mm/yr) | (mm/yr) | (mm/yr) | (deg)
ABDN 30.37 37.65 0.5 0.72 48.37 38.89
ANGN 50.42 40.88 1.34 1.58 64.91 50.97
BAFT 38.74 41.63 1.20 1.28 56.87 42.94
BEBN 28.01 38.05 0.61 0.81 47.25 36.36
BRBS 47.95 48.02 1.21 1.42 67.86 44.96
CHBR 55.06 37.75 1.63 1.91 66.76 55.57
DBST 43.94 39.16 1.34 1.38 58.86 48.29
FDNG 26.01 29.47 1.22 1.25 39.31 41.43
FHRJ 44.26 37.71 1.53 1.54 58.15 49.57
GLMT 48.73 37.77 1.57 1.67 61.65 52.22
JASC 49.56 38.85 1.29 1.62 62.97 51.91
LAMD 41.45 39.35 0.98 1.23 57.15 46.49
MHAN 38.08 43.85 1.29 1.30 58.08 40.97
SBAK 34.25 39.22 1.06 1.14 52.07 41.13
SHRZ 33.40 35.08 0.80 0.98 48.44 43.60
ZABL 39.42 42.52 1.81 1.56 57.98 42.83
ZRND 33.77 41.31 1.24 1.24 53.36 39.27

values 43.22 and 67.86 mm/yr related to the plates of Eurasia and North
Arabian, respectively. And the minimum magnitude of velocity vector was
obtained in station FDNG with values 22.03 and 39.31 mm/yr related to the
plates of Eurasia and North Arabian, respectively. In the convergence with
the Eurasia plate, ZABL and BEBN stations have the highest (73.36°) and
the lowest (39.33°) azimuth, respectively. Also, CHBR and BEBN stations
have the highest (55.57°) and the lowest (36.36°) Azimuth in divergence
with the Northern Arabian Plate, respectively. The average error in the
calculation of the velocity vector of the Eurasian and North Arabia has
been set 0.92 and 1.31 mm/yr, respectively.

4. Strain analysis

In this study, the 2-D isoparametric method is used to obtain the strain
tensor. This method utilizes the relative distance analysis between a point
and its adjacent area before and after deformation and acquires a strain
tensor for each point (GPS station). Mathematically, the strain is the gra-
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Fig. 3. Velocity vectors related to the Eurasia plate. Red circles are reference stations in
the Eurasia plate.
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Fig. 4. Velocity vectors related to the North Arabian plate. Red circles are reference
stations in the North Arabian plate.
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Fig. 6. Contour map of azimuth of velocity vectors related to the Eurasia plate (deg).

dient of the displacement field, that is, the displacement of two points at a
differential distance. In the study of deformation using strain calculations,
because the dependence on the coordinate system is eliminated, its results
can be trusted more than other methods (Vanicek and Krakiwsky, 1986).
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Fig. 7. Contour map of magnitude of velocity vectors related to the North Arabian plate
(mm/yr).
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Fig. 8. Contour map of azimuth of velocity vectors related to the North Arabian plate
(deg).

We consider two adjacent points of a and b, so that their positions in
the two-dimensional coordinate system before and after deformation are
(x,y) and (x + 2',y + y), respectively. If the vector displacement of point
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a caused by deformation, is (u,v), then the displacement vector of point b
can be written in the form of (u 4 u’,v 4+ v’). Values of ' and v by using
Taylor expansion and elimination of higher order sentences are calculated
as follows:

1
u = ey + 3 ey y —wy, (1)
/ ]‘ / / /

V= Yy ® +teywy twr, (2)
where:

ou v ou n ov 1 (61) 6u> (3)
(& = — (& = — = = — — w = — - =
o Y oy Tay = Tya oy Ox’ 2\0zr Oy)’

In this equation e;z, €yy, Yoy and vy, are elements of strain matrix.

To calculate the elements of strain matrix, we can use equations of the
lengths of two adjacent points (before and after of deformation) and elimi-
nating the sentences containing the second power and by multiplying deriva-
tions at each other:

£ = €4y COSPQ+ Vay SIN (0 COS O + €4y sinar, (4)

where the angle between the vector of r and x-axis is called a.

The amount of ¢ is determined by calculating the difference between
the displacement of two points before and after deformation. Finally, by
knowing the angle a and strain € we will find three unknown parameters
that are strain matrix elements. Since we measure the displacement in
relation to several adjacent stations for any stations, so the relationship (4)
can be written in matrix form d = Gm, where d is called a data matrix
or the information. Also, the matrix GG is a matrix from the order of ¢ x 3
(¢ = number of station). If i equals 3, we have three equations with three
unknown parameters. And if you have more than three stations, the problem
will be solved by using generalized linear inversion (Lay and Wallace, 1995):

m=(GTG)"1G%4d. (5)

To find the directions of maximum and minimum extensions, we can
derive the equation (4) to « and equal it to zero. Directions that satisfy the
following relation are the maximum and minimum angles of extension and
their values are eigenvalues of strain tensor (Aaz, Amin):
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tan2a = — % (6)
€xz — €YY

Through splitting the strain tensor into two symmetric and antisymmetric

parts, it can be written as:

1 1
5:§(€+€T)+§(€—5T):€S+€as, (7)
where €, and g, are symmetric strain tensors (represent deformation of the
object) and antisymmetric strain tensor (represents rotation of the object),

respectively.

€rx %(emy + eym)
55 - 1 9 (8)
3(€ya + €ay) Cyy
1
0 —5(eya — €ay)
€as = | | . 9)
§(€yaf — €xy) 0

Moreover, by defining two quantities of elongation (A) and shearing (v)
we can interpret a more tangible to the strain in the desired station:

A= )\maa: + )\mzn = €gzz + Eyy > (10)

Y = Amaz — Amin =/ (€az — €4)? +4€2,, . (11)

Positive and negative values of elongation are referred to as expansion
(stretching) and contraction (compression) of surface, respectively. Shear-
ing gives maximum amount of change in direction, which is non-isotropic
deformation property.

4.1. Calculation of strain tensor

To determine the strain tensor in each GPS permanent station in the south
of Iran (around Zagros and Makran), the observed raw data (position) were
used in the RINEX (Receiver Independent Exchange) format from 2011 to
2013. RINEX is a data interchange format for raw data (usually position
and speed) that allows the user to post-process the received data to produce
a more accurate result. To determine the coordinates of stations, the data
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processed in NGS site (http://www.ngs.noaa.gov/0PUS/). The On-line
Positioning User Service (OPUS) allows users to submit their GPS data
files (for each selected day) to NGS, where the data are processed to de-
termine position coordinates using NGS computers and software. OPUS is
based on the average of three distinct single-baseline solutions computed
using double-differenced, dual-frequency carrier-phase measurements using
PAGES software. The selected Continuously Operating Reference Stations
(CORS) sites may not be the nearest to the user location but are chosen by
a few criteria, such as: distance, number of observations, site stability, etc.
A good OPUS run is defined as a solution which used 90 percent or more
of the observations, fixed at least 50 percent of the ambiguities, and the
overall RMS did not exceed 3cm. The estimated position is reported back
to the user via email in International Terrestrial Reference Frame (ITRF)
coordinate systems (Kashani et al., 2008). On the other hand, we know that
ITRF uses the IGS reference stations (with a certain location). Then, the
OPUS results (position for each day) are used as input data and the strain
tensors were calculated by using the above formulas. We obtained the strain
with the displacement of the points at the beginning and end of the time
period. To avoid possible positioning errors, we used an average of 3 to 5
days (for each station) at the beginning and the end. The elements of strain
tensors and distance between GPS stations and IGS reference stations are
represented in Table 4.

Table 4. Elements of strain tensor (u-strain/year) and distance with IGS stations.

Station = €xy eyy IGS Reference Distance

name stations (km)

ISKU 328.178

ABDN 0.0331 0.0677 0.0148 ISNA 410.024

ISBA 485.219

TEHN 1198.360

ANGN 0.0070 —0.0351 —0.0125 ISKU 1346.579

ISBA 1501.967

YILB 782.389

BAFT 0.0713 0.0440 —0.0101 TEHN 868.760

ISKU 1116.015

ISKU 468.267

BEBN 0.0337 0.0683 —0.0103 TEHN 574.096

ISBA 624.393
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Table 4. Continued from the previous page.

Station Exx €xy eyy IGS Reference Distance
name stations (km)

YILB 556.369

BRBS —0.0059 —0.0591 —0.0530 ISBS 906.715
TEHN 1052.412

TEHN 1455.971

CHBR 0.0164 —0.0140 —0.0079 KIT3 1639.252
ISKU 1647.212

TEHN 910.576

DBST 0.0710 0.1811 0.0595 ISKU 1157.674
ISBA 1305.913

TEHN 682.170

FDNG 0.1055 —0.0329 —0.3117 ISKU 965.217
ISBA 1107.170

YILB 797.384

FHRJ 0.0105 —0.0621 —0.0281 TEHN 1031.264
ISBS 1084.635

TEHN 1190.221

GLMT —0.0080 —0.0174 —0.0083 ISBS 1181.107
ISKU 1424.556

YIBL 417.744

JASC 0.0363 —0.0461 —0.0673 ISKU 1386.915
ISBA 1543.421

ISKU 912.130

LAMD 0.0394 0.0289 —0.0461 TEHN 940.121
ISER 1303.952

TEHN 935.694

MHAN —0.0103 0.0195 0.0553 ISKU 1123.880
ISNA 1250.794

TEHN 709.274

SBAK 0.0211 —0.0553 —0.1427 ISKU 921.780
ISBA 1069.495

ISBS 475.270

SHRZ —0.0038 —0.0476 —0.0633 ISKU 726.350
ISNA 834.942

KIT3 1032.549

ZABL —0.0106 —0.0362 —0.0007 TEHN 1104.921
ISKU 1514.722

TEHN 729.206

ZRND 0.0561 —0.0747 —0.1051 ISKU 1039.213
ISBA 1179.708
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4.2. Calculation of dilatation and shearing

By analysis of eigenvalues and eigenvectors of matrix, we will achieve some
important results. Summation and minus of the maximum and the mini-
mum of eigenvalues are dilatation and shearing in each station, respectively.
Moreover, eigenvalues determine direction of stretching and compression
(Fig. 11). These values were calculated for the study of the study area
and are represented in Table 5. Maximum compression (negative dilata-
tion) and maximum stretching (positive dilatation) are —0.2062 x 10~% and
0.1305 x 107% in the stations FDNG and DBST, respectively. Maximum
and minimum shearing are also obtained in the stations FDNG and GLMT
with values of 0.4224 x 1076 and 0.0349 x 1079, respectively. Figs. 9 and 10
represent contour maps of dilatation and shearing.

Table 5. Eigenvalue, dilatation and shearing in the each stations (u-strain/year).

Station name I_max I_min Dilatation Shearing
ABDN 0.0923 —0.0444 0.0479 0.1367
ANGN 0.0337 —0.0392 —0.0055 0.0729
BAFT 0.0905 —0.0293 0.0612 0.1198
BEBN 0.0835 —0.0601 0.0234 0.1436
BRBS 0.0342 —0.0932 —0.0590 0.1274
CHBR 0.0228 —0.0143 0.0085 0.0372
DBST 0.2465 —0.1160 0.1305 0.3625
FDNG 0.1081 —0.3143 —0.2062 0.4224
FHRJ 0.0562 —0.0738 —0.0176 0.1301
GLMT 0.0093 —0.0256 —0.0163 0.0349
JASC 0.0539 —0.0849 —0.0310 0.1388
LAMD 0.0483 —0.0550 —0.0067 0.1033
MHAN 0.0607 —0.0157 0.0450 0.0765
SBAK 0.0381 —0.1597 —0.1216 0.1978
SHRZ 0.0226 —0.0897 —0.0671 0.1123
ZABL 0.0308 —0.0421 —0.0113 0.0730
ZRND 0.0854 —0.1344 —0.0490 0.2198

4.3. Rotation rate

The rotation rates are negative values in all stations. So rotation isn’t
clockwise. Table 6 and Fig. 12 represent values of rotation rate and its
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Fig. 10. Contour map of shearing for study region (u-strain/year).
contour map, respectively. Maximum values of rotation rates are 6.09 and

5.46 in the stations CHBR and DBST, respectively. Stations LAMD and
FDNG have minimum rotation rates (2.39 and 2.9, respectively).
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46" 47° 48" 49° 50° 51° 52° 53" 54° 55" 56° 57° 58 59° 60° 61" 62° 63

Fig. 11. Axis of stretching (blue) and compression (red).

Table 6. Values of anti-clockwise rotation rate (x10~" deg/yr).

Station Rotation rate
ABDN 3.43
ANGN 4.73
BAFT 4.33
BEBN 4.72
BRBS 5.43
CHBR 6.09
DBST 5.46
FDNG 2.90
FHRJ 5.21
GLMT 4.72
JASC 4.72
LAMD 2.39
MHAN 4.30
SBAK 4.43
SHRZ 4.28
ZABL 4.47
ZRND 3.90
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Fig. 12. The contour map of rotation rate (x10~" deg/yr).

5. Surveying the correctness of results

The condition number is a parameter that represents sensitivity values of
function related to input error. This number is obtained from dividing
maximum singular value to minimum singular value of Kernel matrix. This
value is 1 to co. Value 1 and oo show the best and the worst condition,
respectively. So, if this number is low, we can estimate the solution (model)
more carefully. In this study, the condition numbers are low, so inversion
problem is in good condition and has stable solution. Maximum values ob-
tained in ABDN and SHRZ stations with values 13.31 and 8.52, respectively
(total average is 4.7). In other words, there is the best (stable) condition
in the BAFT station with the condition number of 1.96. Other values are
shown in Table 7.

6. Discussion and conclusion

As mentioned before, the purpose of this study was the investigation of
crustal deformation in the Zagros collision zone and the Makran subduc-
tion zone with geodetic data. To achieve this purpose, the data of 17 GPS
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Table 7. condition numbers in the inversion calculation.

Station Condition number
ABDN 13.31
ANGN 2.13
BAFT 1.96
BEBN 6.74
BRBS 3.09
CHBR 4.47
DBST 4.39
FDNG 3.64
FHRJ 2.75
GLMT 4.83
JASC 2.52
LAMD 5.69
MHAN 2.18
SBAK 4.01
SHRZ 8.52
ZABL 5.96
ZRND 4.42

permanent stations with 2-D isoparametric method were used. The results
were analyzed with condition number of kernel matrix. Because of small
size of amount, it can be said that the results have good stability and are
great to be trusted.

In 11 stations, dilation values are indications of compression domina-
tion in the region. Only in 6 stations, values of stretching are dominant
on the compression. This is convincing due to the convergence of Arabian
and Eurasian plates on one hand and on the other hand the Indian sub-
continent towards Eurasia is justified. The compression axis is nearly ver-
tical along the Zagros and will be a reason to reverse and thrust faulting in
the Zagros. But according to the North-South trending of Sbzvaran-Jiroft-
Kahnuj and the compression and extensional axis direction, the mechanism
of this system will be strike-slip.

According to the shearing contour map in two areas the amount of shear-
ing which is related to the other parts are increased significantly. Since the
shearing is defined as the maximum change in along, it is expected to be big
strike-slip fault in these two points. Referring to the map of active faults
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of Iran, these points are on the surrounding of Jiroft-Kahnuj and Rafsan-
jan faults, respectively. So sudden changes in the shearing can be used as
detection of strike-slip faults.

The axes of extension/compression in the Zagros-Makran transition zone
have rotated significantly, and it seems to be in communication with the sen-
sitive change of the fault trending from Zagros toward the transition zone
and different faulting to the Zagros (in terms of trending and mechanism) is
justified on these rotations. Also, this axis in the Makran are smaller than
the Zagros, which demonstrates the influence of the Arabian plate mov-
ing toward Iran is more than the moving impact of the Indian subcontinent
plate. It can be concluded that the values of rotation rate of stations located
in East of Zagros-Makran transition zone are larger than western stations.

The achieved velocity vectors towards the Eurasian plate have the north-
east direction, which are in compliance with Iran and Eurasian convergence.
The displacement rate at the BABS station (in the vicinity of the ZMP fault
system and Oman Line), both in terms of magnitude and azimuth is larger
than the other stations. This represents a significant change in the strain
field in the Zagros-Makran transition zone towards its surrounding areas.

According to the Zagros faults (NW-SE) and Zendan-Minab-Palami
fault system trending (in the Zagros-Makran transition zone) and the di-
rection of velocity vectors which are obtained in this study, the mechanism
of compression for Zagros faults and strike slip for ZMP fault system, is
justified. The convergence of plates in Eurasia and Iran, the velocity vector
of eastern stations have smaller magnitude and it would be associated with
adjacency of these stations and relatively stable block of Lute.

Shortening in the Zagros region is a well-known phenomenon. Based on
the amounts of convergence and divergence that are determined, taking into
account the LAMD station as the station in the southern end of the Zagros
and stations MHAN, FDNG, SBAK, BAFT as stations in the Northeast
Zagros, and the difference of velocity magnitude between these stations,
shortening in the Zagros is obvious.

Weak points of determining the strain and the deformation analysis with
geodetic observations are the heterogeneous distribution, lack of stations
and lack of access to newer data. So the need for more permanent stations
can be felt especially in important areas such as the Zagros for more detailed
and applied studies. As were obtained in this study, the condition number

79



Sakhaei S. R., Rostam G. G.: Crustal deformation analysis in Zagros. .. (61-81)

in the regions where the density of stations is low, they have larger values
than denser regions. For example ABDN and SHRZ stations (which are in
the West region) have higher condition number.

References

Allmendinger R. W., Reilinger R., Loveless J., 2007: Strain and rotation rate from GPS in
Tibet, Anatolia, and the Altiplano. Tectonics, 26, 3, TC3013, doi: 10.1029/2006
TC002030.

Bayer R., Shabanian E., Regard V., Doerflinger E., Abbassi M., Chery J., Nilforoushan
F., Tatar M., Vernant P., Bellier O., 2003: Active deformation in the Zagros—
Makran transition zone inferred from GPS measurements in the interval 2000-2002.
Geophys. Res. Abstr., 5, 5891.

Byrne D. E., Sykes L. R., Davis D. M., 1992: Great thrust earthquakes and aseismicslip
along the plate boundary of the Makran Subduction Zone. J. Geophys. Res., 97,
B1, 449-478, doi: 10.1029/91JB02165.

Cai J., Grafarend E. W., 2007: Statistical analysis of geodetic deformation (strain rate)
derived from the space geodetic measurements of BIFROST Project in Fennoscan-
dia. J. Geodyn., 43, 2, 214— 238, doi: 10.1016/j.jog.2006.09.010.

Hessami K., Nilforoushan F., Talbot C. J., 2006: Active deformation within the Za-
gros Mountains deduced from GPS measurements. J. Geol. Soc., 163, 1, 143-148,
doi: 10.1144/0016-764905-031.

Jackson J., McKenzie D., 1984: Active tectonics of the Alpine-Himalayan belt between
western Turkey and Pakistan. Geophys. J. Int. Roy. Astron. Soc., 77, 1, 185-264,
doi: 10.1111/3j.1365-246X.1984.tb01931 .x.

Kashani 1., Wielgosz P., Grejner-Brzezinska D. A., Mader G. L., 2008: A New Network-
Based Rapid - Static Module for the NGS Online Positioning User Service — OPUS-
RS. Navigation, 55, 3, 225-234, doi: 10.1002/j.2161-4296.2008.tb00432.x.

Lay T., Wallace T., 1995: Modern Global Seismology. Academic Press, United States,
521 p.

Masson F., Anvari M., Djamour Y., Walpersdorf A., Tavakoli F., Daignieres M., Nankali
H., Van Gorp S., 2007: Large-scale velocity field and strain tensor in Iran in-
ferred from GPS measurements: new insight for the present-day deformation pattern
within NE Iran. Geophys. J. Int., 170, 1, 436440, doi: 10.1111/j.1365-246X.2007
.03477 .x.

McCall G. J. H., 1997: The geotectonic history of the Makran and adjacent areas of south-
ern Iran. J. Asian Earth Sci., 15, 6, 517-531, doi: 10.1016/S0743-9547 (97)00032-9.

McClusky S., Reilinger R., Mahmoud S., Ben Sari D., Tealeb A., 2003: GPS constraints
on Africa (Nubia) and Arabia plate motions. Geophys. J. Int., 155, 1, 126-138,
doi: 10.1046/j.1365-246X.2003.02023.x.

McQuarrie N., 2004: Crustal scale geometry of the Zagros fold—thrust belt, Iran. J. Struct.
Geol., 26, 3, 519-535, doi: 10.1016/j. jsg.2003.08.009.

80



Contributions to Geophysics and Geodesy Vol. 50/1, 2020 (61-81)

Mirzaei N., Gao M., Chen Y. T., 1998: Seismic source regionalization for seismic zoning
of Iran: major seismotectonic provinces. J. Earthquake Predict. Res., 7, 465-495.

Molinaro M., Leturmy P., Guezou J.-C., Frizon de Lamotte D., Eshraghi S. A., 2005: The
structure and kinematics of the south-eastern Zagros fold-thrust belt, Iran: From
thin-skinned to thick-skinned tectonics. Tectonics, 24, 3, TC3007, doi: 10.1029/
2004TC001633.

Regard V., Hatzfeld D., Molinaro M., Aubourg C., Bayer R., Bellier O., Yamini-Fard F.,
Peyret M., Abbasi M. R., 2010: The transition between Makran subduction and
the Zagros collision: recent advances in its structure and active deformation. Geol.
Soc. Spec. Publ., 330, 4164, https://hal.archives-ouvertes.fr/hal-00356532,
doi: 10.1144/SP330.4.

Shen Z. K., Jackson D. D., Ge B. X., 1996: Crustal deformation across and beyond
the Los Angeles basin from geodetic measurements. J. Geophys. Res., 101, B12,
27957-27980, doi: 10.1029/96JB02544.

Spakman W., Nyst M., 2002: Inversion of relative motion data for estimates of the
velocity gradient field and fault slip. FEarth Planet. Sci. Lett., 203,1, 577-591,
doi: 10.1016/50012-821X(02)00844-0.

Tatar M., Hatzfeld D., Martinod J., Walpersdorf A., Ghafori-Ashtiany M., Chéry J.,
2002: The present-day deformation of the central Zagros from GPS measurements.
Geophys. Res. Lett., 29, 19, 33-1-33-4, doi: 10.1029/2002GL015427.

Vanicek P., Krakiwsky E., 1986: Geodesy: The Concepts. 2nd Edition, Elsevier Science,
North-Holland, Amsterdam., 714 p.

Vernant P., Nilforoushan F., Hatzfeld D., Abbasi M. R., Vigny C., Masson F., Nankali
H., Martinod J., Ashtiani A., Bayer R., Tavakoli F., Chéry J., 2004: Present-
day crustal deformation and plate kinematics in Middle East constrained by GPS
measurements in Iran and northern Oman. Geophys. J. Int., 157, 1, 381-398,
doi: 10.1111/j.1365-246X.2004.02222.x.

81



OPEN
ACCESS
PLATINUM BY NC ND

Contributions to Geophysics and Geodesy Vol. 50/1, 2020 (83-111)

Estimation of GNSS tropospheric
products and their meteorological
exploitation in Slovakia

Martin IMRISEKY2* M3ria DERKOVA?, Juraj JANAK®

! Department of Theoretical Geodesy, Faculty of Civil Engineering,
Slovak University of Technology, Bratislava, Slovak Republic;
e-mail: martin.imrisek@stuba.sk, juraj.janak@stuba.sk

2 Slovak Hydrometeorological Institute, Bratislava, Slovak Republic;
e-mail: maria.derkova@shmu.sk

Abstract: This paper discusses the in near-real time processing of Global Navigation
Satellite System observations at the Department of Theoretical Geodesy at the Slovak
University of Technology in Bratislava. Hourly observations from Central Europe are
processed with 30 minutes delay to provide tropospheric products. The time series and
maps of tropospheric products over Slovakia are published online. Zenith total delay is
the most important tropospheric parameter. Its comparison with zenith total delays from
IGS and E-GVAP solutions and the validation of estimated zenith total delay error over
year 2018 have been made. Zenith total delays are used to improve initial conditions of
numerical weather prediction model by the means of the three-dimensional variational
analysis at Slovak Hydrometeorological Institute. The impact of assimilation of differ-
ent observation types into numerical weather prediction model is discussed. The case
study was performed to illustrate the impact of zenith total delay assimilation on the
precipitation forecast.

Key words: GNSS processing, zenith total delay, data assimilation, numerical weather
prediction model

1. Introduction

The processing of Global Navigation Satellite System (GNSS) observations
has a long tradition at the Department of Theoretical Geodesy at the Slo-
vak University of Technology in Bratislava. Since 2009, the sub network
of EUREF Permanent Network (EPN) and Central European Permanent
(CEPER) network were designed to estimate coordinates, tropospheric and
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ionospheric parameters for site velocities estimates and for the determina-
tion of Precipitable Water Vapour (PWYV) over the observing stations (Hefty
et al., 2009).

The tropospheric parameters express the impact of refraction of trans-
mitted signals from GNSS satellites to receivers on Earth. This refraction
is denoted as tropospheric delay and it is a consequence of the propagation
of GNSS signals through dry gases and water vapour in the atmosphere.
The delay caused by dry gases is stable and can be modelled with high
precision: Saastamoinen (1972), Niell (1996), Hopfield (1969), Henriksen
et al. (1972), Global Mapping Function (Béhm et al., 2006a) combined with
Global Model of Pressure and Temperature (Béhm et al., 2007) and with
Vienna Mapping Function (Béhm et al., 2006b) combined with ECMWF
model. On the other hand, the delay caused by water vapour is not stable
and the distribution does not correspond to the dry gases. Nearly half of
the total atmospheric water vapour is accumulated between sea level and
about 1.5 km altitude, the other 45% of the water vapour is distributed up
to the altitude of 5 km.

The GNSS observation processing at the Department of Theoretical
Geodesy focused mainly on tropospheric parameters was described in Igon-
dovd and Cibulka (2010). This network consisted of 58 GNSS permanent
stations, it was processed four times per day (at 03, 09, 15, 21 Univer-
sal Coordinated Time (UTC)) from four one-hour GNSS data files with
a two hours delay. We have developed a new system for estimating the
tropospheric parameters!' in near real-time and their conversion to various
tropospheric products.

Multiple GNSS networks are nowadays processed at the Department of
Theoretical Geodesy. In general the networks can be distinguished accord-
ing to the latency. The final solutions of the sub network of EPN and
CEPER network are estimated with two and three weeks latency based on
daily observation files with the Precise Network Positioning (PNP) method.
On the contrary, the networks processed in near-real time have latency in
minutes after the hourly observation files are downloaded.

The requirements for tropospheric parameters estimated in near—real
time are following: (i) the tropospheric parameters should representatively
describe the state of troposphere, (ii) the latency should be small to satisfy

! with addition of tropospheric gradients
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the needs of numerical weather nowcasting systems. These two requirements
are in contradiction. Therefore a balance between these two requirements
and optimal processing strategy should be implemented to satisfy these re-
quirements.

The GNSS tropospheric products are becoming an important source of
information that is improving the description of the water vapour distribu-
tion in the atmosphere. Many meteorological institutes utilize Zenith Total
Delay (ZTD) estimates in their global and limited area Numerical Weather
Prediction (NWP) models (Guerova et al., 2016). ZTD data enter the data
assimilation systems as a valuable complementary observation of humid-
ity with high spatial and temporal resolution. These features are essential
to describe the high impact weather phenomena associated with moisture
processes. Recently, the benefit of the utilization of the GNSS tropospheric
products in numerical weather prediction in Europe has been widely demon-
strated. Poli et al. (2007) developed an assimilation methodology of ZTD
data in the global model and observed their positive impact over differ-
ent meteorological regimes. In limited area NWP models various improve-
ments in moisture-related parameters by ZTD data assimilation were shown
as well. In Storto and Randriamampianina (2010) improvement in short—
range humidity forecasts in winter period was discussed. The paper Mile
et al. (2019) shows the error reduction of NWP derived values of two me-
ter temperature and humidity. Mahfouf et al. (2015) demonstrates better
localisation and intensity of forecasted precipitation for Application de la
Recherche & I’Opérationnel & Méso-Echelle (AROME) /France NWP model.

At Slovak Hydrometeorological Institute (SHMU) currently only the mea-
surements from the surface weather stations are used operationally for data
assimilation purposes (Derkovd et al., 2017). However, in the preparation
of the future setup of the convection resolving numerical weather prediction
system there are several activities ongoing to explore the potential of high
resolution data assimilation. Among others, in the frame of cooperation
between SHMU and the Department of Theoretical Geodesy the ZTD data
assimilation procedure is being investigated.

The aim of this paper is to summarize the current state of GNSS process-
ing activities at the Department of Theoretical Geodesy and to demonstrate
the potential of application of GNSS products in the numerical weather
analysis and prediction system at the SHMU. The influence of the atmo-
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sphere on the propagation of the GNSS signals is described in the Sec. 2.
The Sec. 3 presents the setup of routine processing of GNSS measurements.
Validation of estimated ZTD is discussed in the Sec. 4. Various tropospheric
products and transformation of ZTD to PWYV are described in the Sec. 5.
Exploitations of tropospheric products in meteorology are presented in the
Sec. 6.

2. GNSS observations and the atmosphere

The signals from GNSS are bent while propagating through the atmosphere
due to ionospheric and tropospheric refraction. This bent causes delay,
which affects the measured pseudorange and carrier phase from satellites
to receiver on the ground. Ionospheric delay can be effectively removed
by processing strategy or with ionospheric correction. The tropospheric
delay has to be modelled and estimated together with other parameters
e.g. coordinates, clock correction etc.

The pseudorange measurement P,i for satellite ¢ and receiver k may be
expressed as:

Pi = pl + Apl 4 I + T + c0p — b, (1)

where

p",ic is the geometric range between satellite ¢ and receiver k,

Apt is the sum of relativistic effects, instrumental delays, multipath and
receiver noise,

T,i is the tropospheric delay for satellite ¢ and receiver k,

I,i is the ionospheric delay for satellite ¢ and receiver k,

c is the speed of light in vacuum,

0, is the receiver clock offset from the GNSS time scale,

8" is the satellite clock offset from the GNSS time scale.

Besides the pseudorange, carrier phase L’fg is also used to obtain a measure
of the apparent distance between the satellite and receiver. These carrier
phase measurements are much more precise than the code measurements
(typically two orders of magnitude more precise), but they are ambiguous
by an unknown integer number of wavelengths ()\n’,g) The carrier phase
measurement Li for satellite i and receiver k may be expressed as:

86



Contributions to Geophysics and Geodesy Vol. 50/1, 2020 (83-111)

C=ph + ApL — I} 4+ T} + cdy — 0 + Mn (2)

where

A is the wavelength of transmitted signal,
ni is the integer ambiguity.

From now on only the tropospheric delay will be discussed in this pa-
per. The ionospheric delay, relativistic effects, instrumental delays, multi-
path and receiver noise etc. can be eliminated by processing strategy or
by precomputed corrections from global analysis center International GNSS
Service (IGS). The tropospheric delay, denoted as Slant Total Delay (STD),
can be expressed as:

T = mfu(e) ZHD + mf,(e) ZWD + mf,(e) [Gy cos(A) + Ggsin(4)], (3)

where

e is the elevation of measurement,

A is the azimuth of measurement,

mfp, is the coefficient of hydrostatic mapping function,

mf,, is the coefficient of wet mapping function,

mfy is the coefficient of gradient mapping function estimated as:

1
mfg(e) = sin(e) tan(e) + 0.0032

according to Chen and Herring (1997),

ZHD is the zenith hydrostatic delay,
ZWD is the zenith wet delay,

G is the north tropospheric gradient,
G is the east tropospheric gradient.

The terms of Eq. (3) express slant hydrostatic delay (m fy(e)ZHD), slant
wet delay (mf,(e)ZWD) and gradient delay (mfy(e) [Gn cos(4)+Gg
sin(A)]) from satellite i to receiver k respectively. In the estimation of
parameters it is not possible to obtain the tropospheric delay for each mea-
surement (the design matrix would be singular). Hence, the ZTD of receiver
is estimated from longer time period. The ZTD can be divided, similarly
to tropospheric delay, to hydrostatic Zenith Hydrostatic Delay (ZHD) and
wet component Zenith Wet Delay (ZWD) (Dawvis et al., 1985). The ZHD is
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caused by the dry gases present in the atmosphere. This component is rela-
tively stable and can be sufficiently modelled by climatological or numerical
weather prediction model. The hydrostatic delay is about 2.3 meters in
zenith and about 10 meters in 10° elevation. On the other hand, the ZWD
varies more with change of local weather conditions. The delay caused by
water vapour and condensed water in form of clouds is ranging from 0.1
meters in winter to 0.3 meters in summer.

Tropospheric products are widely exploited in the NWP modelling. These
data can be used to improve initial conditions of NWP model.

3. Estimation of zenith total delay

The processing of the hourly GNSS measurements is carried out in near
real-time each hour with PNP method at the Department of Theoretical
Geodesy at the Slovak University of Technology (SUT) in Bratislava? from
2016. The network consists of 59 permanent GNSS stations (Fig. 1). Hourly
data are downloaded from regional data centre Federal Office of Metrology
and Surveying Austria (Sehnal et al., 2019), Bundesamt fiir Kartographie
und Geodésie (Bruyninz et al., 2012) and local data centre at the Depart-
ment of Theoretical Geodesy. The data files are stored in Receiver IN-
dependent EXchange format (RINEX) version 2.11 (IGS, 2019) which in-
cludes Global Positioning System (GPS) and Globalnaya Navigatsionnaya
Sputnikovaya Sistema (GLONASS) measurements only. The coordinates
and tropospheric parameters are estimated by multi-GNSS data processing
software developed at the Astronomical Institute of the University of Bern
version 5.2 (Dach et al., 2015). All mandatory files required for processing
are downloaded from Center for Orbit Determination in Europe (CODE)
data centre. The rapid Earth orientation parameters, ionospheric correc-
tions and satellite clock corrections (Dach et al., 2018) are downloaded from
the CODE data centre as well. The rapid satellite positions are primarily
downloaded from IGS. In case the combined solution is not available the
CODE solution is downloaded.

The a priori coordinates of permanent GNSS stations are interpolated
to processing epoch from EPN multi—year position and velocity solution

2 described as SUT solution
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Fig. 1. Map of GNSS permanent stations and NWP domain of AROME/SHMU (blue
polygon).

in reference frame 1GS14. A priori coordinates for stations not included
in EPN are computed from stable ten days long time series. The position
from site log file is used as a priori coordinates if the station has not long
enough time series of coordinates, or the time series have standard devia-
tion more than 10 mm. The station is excluded from processing if there
are any data gaps in last eight hours. This restrictions should provide only
estimation of reliable ZTD from the stations without data issues. The PNP
method is using baselines to differ observations between permanent GNSS
stations. The baselines are created with the OBS—-MAX optimization crite-
rion. This method creates baselines upon amount of common time epochs
of the same satellite measurements between two stations. The outputs from
the Global Model of Pressure and Temperature (Béhm et al., 2007) and
Global Mapping Function (Béhm et al., 2006a) are used as a priori ZHD
and coefficients of mapping functions in parameter estimation. The model

Chen and Herring (1997) is chosen for estimation of tropospheric gradients
Gy and Gg.
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4. Validation of estimated zenith total delay

Multiple validations of zenith total delays estimated in near real-time were
done. First one year long error analysis of ZTD was performed. The sec-
ond comparison was done between ZTD of SUT and The EUMETNET EIG
GNSS water vapour programme (E-GVAP) solutions. The last comparison
of ZTD was carried out between SUT and IGS solutions. The choice of per-
manent stations for validations depended on the status of GNSS network at
the time of comparison and on the availability of the tropospheric products
from other sources.

4.1. Zenith total delay error analysis

The analysis of ZTD was carried out for the year 2018. This analysis
was performed over several GNSS permanent stations chosen to represent
various regions and to cover the whole network (Fig. 1). The mean error of
Z'TD at GNSS permanent stations varies from the 0.80 mm in the winter
to 1.56 mm in the summer. Mean time series of ZTD error are displayed in
Table 1 of individual permanent stations in the winter and in the summer
2018.

Table 1. Statistics of ZTD errors in summer and winter period of the year 2018 [mm)].

Winter Summer
Station Mean Standard Mean Standard
deviation deviation

BASV 0.91 0.094 1.14 0.158
BBYS 0.87 0.102 1.06 0.154
BUCU 1.03 0.102 1.31 0.197
DEVA 1.22 0.121 1.51 0.235
GANP 0.85 0.090 1.06 0.153
GRAZ 0.83 0.082 1.04 0.155
TUBO 0.80 0.086 1.01 0.150
WTZR  0.84 0.090 1.08 0.312
ZIMM 1.23 0.140 1.56 0.245

The mean ZTD errors are 25% higher in the summer than in the winter.
This difference is caused by increased content of water vapour in the atmo-
sphere in the summer period. The hot air has bigger water vapour capacity
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than the cold air and contains more water vapour. The ZTD errors at 00
and 12 UTC were compared for the whole year. No significant increase due
to diurnal cycle was detected. Fig. 2 displays the ZTD error time series of
the station TUBO (Vysoké uceni technické v Brné, Czech Republic). This
station has the lowest mean error in the winter and in the summer.
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Fig. 2. Zenith total delay error time series [mm] of the year 2018 for the permanent
station TUBO.

On the other hand, the permanent station ZIMM (Zimmerwald, Switzer-
land) has the highest mean winter and summer error of estimated ZTD.
Fig. 3 displays the ZTD error time series of the station ZIMM.

The mean winter and summer ZTD error is about 53% and 54% higher at
the permanent GNSS station ZIMM than at the station TUBO respectively.
This increase might be caused by two reasons. The minor reason might be
the different orographic obstacles in horizon and the environment in which
the stations are located. While station TUBO is located on flatland in
city, permanent station ZIMM is in agricultural environment in Alps. The
main reason may be related to the received measurements from satellite
systems. While the station ZIMM receives only signals from navigational
system GPS, the other stations receive signals also from satellite system
GLONASS. The lack of GLONASS observations has impact on the estima-
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Fig. 3. Zenith total delay error time series [mm] of the year 2018 for the permanent
station ZIMM.

tion of ZTD. Stations receiving multiple GNSS have better space coverage of
the atmosphere from different directions. This assumption was affirmed by
error of station DEVA (Deva, Romania), which has also about 50% higher
error of estimated ZTD compared to stations receiving signals from multiple
GNSS (Table 1). This stations is also not receiving signals from GLONASS.
Overall, the error of estimated zenith total delay is only 0.05% of its abso-
lute value. Therefore we can consider estimated ZTD suitable for further
comparison with ZTD from other sources.

4.2. Comparison of SUT and E-GVAP solutions

The comparison with ZTD obtained from independent E-GVAP project
(Guerova et al., 2016) was done. This programme collects and processes
GNSS data from over 1800 European permanent stations in near real-time
with PNP method. The comparison was done between 1 and 26 Octo-
ber 2016 on three permanent stations BBYS (Banska Bystrica, Slovakia),
CFRM (Frydek Mistek, Czech Republic) and TUBO. Time series of SUT
and E-GVAP ZTD for station TUBO is plotted in Fig. 4. The differences
are computed as E-GVAP solution minus SUT solution.
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Fig. 4. Comparison of ZTD [mm] between SUT and E-GVAP solutions from 1 to 26
October 2016 at station TUBO.

These differences are shown in Table 2. Mean values of differences are
relatively small (only 0.05% of absolute value) and they are comparable to
the estimated ZTD error (Table 1). The positive correlations were found
for all stations. Small mean differences and positive correlation coefficients
declares high fit between SUT and E-GVAP solution. The highest peaks in
differences are caused by different time of detection of the ZTD change. The
absolute values of ZTD are approximately the same. When a sudden change
of weather occurs the SUT and E-GVAP solutions are slightly shifted.

Table 2. Statistics of ZTD differences between SUT and E-GVAP solutions [mm].

BBYS CFRM TUBO
Mean value —1.8 —1.6 —-1.0
Standard deviation 8.17 7.30 7.18
Correlation coefficient +0.980 +0.978 +0.975

4.3. Comparison of SUT and E-GVAP solutions

The comparison was made between SUT and IGS solutions. The IGS service
provides final solution with 21 days delay estimated with Precise Point
Positioning (PPP) method for permanent GNSS stations included in IGS
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network. The following GNSS permanent stations from IGS network are
processed in the SUT solution: BUCU (Bucuresti, Romania), GANP (G&-
novce, Slovakia), GRAZ (Graz, Austria), GOPE (Ondiejov, Czech Repub-
lic), PENC (Penc, Hungary), WROC (Wroclaw, Poland), WTZR (Bad
Koetzting, Germany) and ZIMM (Zimmerwald, Switzerland). The IGS so-
lution is estimated with different approach and the most precise corrections.
This makes IGS solution suitable for comparison. Comparison was done on
one month period of February 2019. The time series of ZTD and differences
for GANP station are displayed in Fig. 5. The differences are computed as
IGS solution minus SUT solution.

2350 T T

IGS PPP
SUT PNP

2300

2250 |-

ZTD [mm]

2100 |-

2050 | | | |
01/02 07/02 14/02 21/02 28/02
Date

Fig. 5. Comparison of ZTD [mm)] at station GANP between SUT and IGS solutions from
1 to 28 February 2019.

The gaps in time series are the consequence of the temporal data unavail-
ability at the station. The mean absolute values of differences for stations
are approximately twice bigger than in E-GVAP comparison, but it is only
0.2% of the ZTD. The differences are mainly caused by different processing
approach. In PPP method there are no baselines created, so the estimated
parameters are independent from measurements of another station. Mean
differences, standard deviations and correlation coefficients are shown in
Table 3.
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Table 3. Statistics of ZTD [mm] differences between SUT and IGS solutions [mm].

GANP GRAZ WTZR
Mean value 4.5 4.2 4.4
Standard deviation 5.60 5.50 5.15
Correlation coefficient +0.965 +0.971 +0.978

The decrease of standard deviation of differences is about 30% in re-
spect to E-GVAP. Positive and high correlation coefficients declare very
good agreement of ZTD between SUT and IGS solution. Nowadays, the
comparison is available after each processing for all IGS stations processed
in SUT solution. This comparison is available on public web page together
with other tropospheric products, more in section 5.

5. Tropospheric products

As demonstrated in the previous sections, the SUT solution provides reliable
ZTD comparable quality to the products from E-GVAP and IGS. There-
fore, based on this conclusion, the SUT data are further processed, visualised
and made available via public web page http://space.vm.stuba.sk/puv
graph/space.vm. stuba.sk/pwvgraph/ hosted on local server at the De-
partment of Theoretical Geodesy. Multiple products and additional infor-
mation about the processing for chosen stations are online:

31 day long time series of ZTD,

31 day long time series of PWV,

31 day long time series of G and Gg,

last 5 hours of ZTD maps (see Fig. 6),

last 5 hours of PWV maps (see Fig. 7),

vertical and horizontal cross sections of GNSS tomography valid for last
processing,

time series of position differences between SUT and EPN solutions,

e station data availability statistic for last day, last 7 and 31 days,

e complete processing summary from Bern GNSS software valid for last
processing.

The GNSS tomography is a technique to estimate three-dimensional in-
formation about a humidity distribution in the troposphere. This estimation
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is based on intersection of GNSS signals from different satellites and per-
manent stations. The tomographic reconstruction is carried out every hour
and it is based on Bender et al. (2011). The STD (Eq. 3) is computed from
azimuth and elevation to satellites and Global Mapping Function with atmo-
spheric parameters. Azimuth and elevation to satellite is derived from satel-
lite position and station coordinates. The atmospheric parameters are de-
rived from operational Aire Limitée Adaptation dynamique Développement
InterNational (ALADIN)/SHMU NWP model (Derkovd et al., 2017).

The ZTD values in maps over Slovakia are transformed to mean sea
level pressure for better visualization. The dependency of ZTD on station
altitude is reduced to minimum by adding model zenith total delay corre-
sponding to its altitude. After this transformation the isolines are smooth
and the values are more consistent® as it is displayed in Figs. 6 and 7.

ZTD [mm| Epoch: 2017 10 03 00 — 275 X
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Fig. 6. Map of zenith total delay [mm] over Slovakia on 3 October 2017.

The transformation of ZTD to PWYV is proposed in Beuvis et al. (1994).
Meteorological data are required for this transformation. The SHMU is
providing temperature, pressure, relative humidity and other atmospheric

3 maps are without big gradients
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parameters from operational NWP products for permanent GNSS stations
in Slovakia and its vicinity. For this transformation the ZHD is [m] required
(Henriksen et al., 1972):

Zbﬂ)::10_7kyliizu (4)
gcp,H

where

k1 is the physical constant of refraction [77.604 KhPa~!],

Ry is the specific gas constant of dry air Ry = Mi [287.058 kgt K1,
h

R is the gas constant [8.3144621 Jmol ' K],
My, is the molar mass of the hydrostatic air [0.0289645 kg mol ~1],
p is the atmospheric pressure [hPa] at station,
gom is the gravity acceleration [ms™2],
ot = 9.784 (1 — 0.00266 cos(2¢) — 0.00000028 H), (5)

H is the orthometric height [m],
@ is the ellipsoidal laitude of station.

The ZWD is defined as:
WD = ZTD — ZHD. (6)

Bevis et al. (1994) proposed the transformation of ZWD to PWV [m]:
k ZWD

PWV = : (7)
Pw
where
. : . 108
k is the transformation coefficient x = ,
ks
R, (T_ + ko — mk1>

ko is the physical constant of refraction 22.1 KhPa™!],

k3 is the physical constant of refraction 3.766 x 105 K? hPa~!],
T, is the mean temperature of atmosphere [K] estimated as:
Ty =70.2+0.72T,

T is the temperature [K]| at station,

m is the molar mass ratio of the water vapour and hydrostatic air:
M,

My’

m =
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M,, is the molar mass of the water vapour [0.0180152 kg mol 1],
R,, is the specific gas constant of the water vapour, estimated as:

— R —1—-1

w
p is the density of water [998 kgm™!].

The PWYV represents the amount of water contained in a column of
atmosphere above permanent station. Fig. 7 displays the PWV distribution
over Slovakia in [mm]. One millimetre of PWV is equal to one litre of water
per square meter.

PWV [mm] Epoch: 2017 10 03 00 — 275 X

Latitude

Longitude

Fig. 7. Map of precipitable water vapour [mm] over Slovakia on 3 October 2017.

6. Usage of tropospheric products

The ZTD or derived products can be exploited in detection of large scale
atmospheric systems in form of time series, maps and tomographic recon-
struction of troposphere (Sec. 6.1). The tomographic reconstruction of fields
of wet refractive indexes of the troposphere, which can be transformed to
the water vapour content, is not discussed in this paper. The exploitation
of ZTD in NWP models is described from Sec. 6.2.3 to 6.2.5.
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6.1. Detection of large scale atmospheric systems

Zenith total delays can be used for detection of movement of large scale at-
mospheric systems. Change of zenith total delay occurs when a large scale
atmospheric system is passing above permanent stations. This case study of
passing atmospheric system was carried out for a time window from the 27
September to the 3 October 2017. The wet air was pushing dry air contain-
ing small amount of water vapour toward south east direction. The amount
of water vapour is included in ZTD as ZWD (Eq. 6). This phenomenon is
illustrated in map of ZTD over Slovakia (Fig. 6) and derived map of PWV
over Slovakia (Fig. 7). The time series of ZTD at selected stations located
along the atmospheric system trajectory are plotted in Fig. 8. The individ-
ual time series are reduced by their minimum values for better comparison.
The approaching atmospheric system is detected by rapid increase of zenith
total delay on permanent stations. At first, the atmospheric system moved
over station TUBO (Vysoké uceni technické v Brné, Czech Republic), then
over SKTN (Trené¢in, Slovakia), then over GANP (Génovce, Slovakia) and
at last over the station KOSE (Kosice, Slovakia).

The station SKTN is not present in Figs. 6 and 7 because the atmospheric
data were not available at the moment of case study.
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Fig. 8. Time series of differenced ZTD for the selected permanent stations from 27 Septem-
ber to 5 October 2017.
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6.2. ZTD assimilation into NWP model

In order to illustrate the potential of exploitation of the ZTD in the high
resolution numerical weather forecasting the multiple experiments were con-
ducted at SHMU. The first experiment was a single observation experiment,
where we demonstrated impact of one assimilated zenith total delay on nu-
merical weather prediction model. The second experiment compares the
impact of assimilation of ZTD with respect to other types of observations.
The last experiment demonstrates the impact of ZTD assimilation on pre-
cipitation forecast.

6.2.1. Numerical weather prediction model

At SHMU the ALADIN NWP model (Termonia et al., 2018) — config-
uration AROME (Seity et al., 2011) is used for data assimilation. The
AROME NWP model is adapted to the limited area geometry and the
physical parameterization schemes are derived from Meso-NonHydrostatic
research model (Lafore et al., 1998). AROME NWP model is experimen-
tally exploited at the SHMU (Derkovd et al., 2017). The AROME domain
covers Slovakia and vicinity. The size and position of AROME domain is
displayed in Fig. 1. The horizontal resolution is 2.0 km on a Lambert pro-
jection with A = (11.73°, 25.40°), ¢ = (45.27°, 51.93°) which results to 501
and 373 physical? grid points in the east-west and north-south directions
respectively. The domain is vertically divided into 73 levels using a hybrid
pressure terrain—following coordinate system. The height of the lowest level®
is about 11 m above the ground. The size and resolution of the domain de-
pends on computing capacities of supercomputer at SHMU. This setup of
NWP model is referred to as AROME/SHMU. For NWP forecasting® the
boundary conditions are mandatory. The AROME/SHMU model is nested
in ALADIN/SHMU (Derkovd et al., 2017) with hourly coupling frequency.

6.2.2. Assimilation method

The initial conditions” for numerical weather forecast can be improved using

4 the most model computation are in spectral space

5 model level number 73

S denoted as integration

7 the initial state for the integration of the atmospheric model
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data assimilation methods. These provide the best possible estimation of the
current state of the atmosphere based on the various types of observations
and measurements of the atmospheric parameters. Data assimilation is
an analysis method in which the observed information is accumulated into
the model state by taking advantage of consistency constraints with laws
of time evolution and physical properties (Courtier et al., 1991). In the
experimental setup of AROME/SHMU the Three-Dimensional Variational
analysis (3D—Var) method is used to obtain NWP analysis x, (Fischer et
al., 2005). The principle of 3D—Var method is to estimate an approximate
solution to the equivalent minimization problem defined by the cost function
(Eq. 8). The solution is sought iteratively by performing several evaluations
of the cost function:

J(x) = (x = %) B (x = xp) + (y - H(x))" R (y — H(x)),

J(x) = Jy + Jo, ®)

where

X is the model state,

x; is the background model state®,

y is the vector of observations,

H is the observation operator,

B is the covariance matrix of background model state,
R is the covariance matrix of observations,

Jo is the observation cost function,

Jp is the background cost function.

An analysis is the production of an accurate image of the true state of
the atmosphere at a given time, represented in a model as a collection of
numbers. An analysis can be useful in itself as a comprehensive and self—
consistent diagnostic of the atmosphere. It can also be used as input data
for a numerical weather forecast, or as a data retrieval to be used as a
pseudo-observation. It can provide a reference against which to check the
quality of observations (Bouttier and Courtier, 2002).

Zenith total delays can be used stand alone or together with other ob-
servations as y in the 3D—Var method.

8 denoted as guess
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6.2.3. Single ZTD assimilation experiment

The first experiment was an assimilation of a single observation into AROME
/SHMU NWP model to demonstrate the impact of ZTD observations on
the NWP analysis. The ZTD was from station GANP (Génovce, Slovakia)
estimated in near-real time on 15 August 2018 at 12 UTC. This station was
chosen due to the stable time series of estimated tropospheric products,
due to successful validation with ZTD from other sources and due to ap-
proximate position in the middle of NWP domain. The NWP analysis was
created by assimilation of the ZTD with 3D-Var method to the background
model state of NWP model. The impact of single observation assimila-
tion is computed as difference of analysis and background model state? to
show how the information from the assimilated observation propagates hor-
izontally and vertically in space. The impact of single ZTD assimilation on
specific humidity is displayed in Fig. 9. As it is shown, the increments at the
65th model level are concentric isolines around the position of assimilated
Z'TD. Height of the 65th model level is about 209 m above terrain.

1 0.05

—-0.05

-0.30

Fig. 9. Increments of specific humidity [1 x 10™* kgkg™'] on 15 August 2018 12 UTC at
model level 65.

The maximum increments of specific humidity reached 1.18x10~* kgkg™!
at the 65th model level in the position of permanent station GANP. Whereby

9 the differences are denoted as increments
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the increments are close to zero about 100 km away from permanent sta-
tion. The Fig. 10 displays 155 km east—west direction vertical cross section
of increments of specific humidity.
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Fig. 10. Specific humidity [1 x 107* kgkg™"].

The impact of single ZTD assimilation is located in the bottom layers of
the troposphere — below the first 5 km of atmosphere. This result of 3D—Var
assimilation method is in agreement with Mockler (1995), who declared that
90% of water vapour is accumulated in the first 5 km of troposphere. The
difference between estimated ZTD from SUT solution and from the model
state estimated by observation operator H decreased after assimilation from
3.79 mm to 0.35 mm. This decrease illustrates, that the analysis of NWP
model has been adapted to assimilated ZTD.

6.2.4. Impact of ZTD assimilation

The impact analysis of ZTD assimilation on AROME/SHMU NWP model
with respect to other different observation types was carried out. The ex-
periment was performed for two days. First selected day (19 July 2018)
represents rainy weather with locally measured precipitation of 110 mm in
24 h. On the contrary no precipitation were recorded on the second selected
day 27 July 2018. For both days the Degrees of Freedom for Signal (DFS)
diagnostic was calculated. DFS diagnostic is the derivative of the analysis

103



Imrisek M. et al.: Estimation of GNSS tropospheric products. .. (83-111)

increments in the observation space with respect to the observations used
in the analysis system. As proposed by Chapnik et al. (2006) DFS can be
computed through the perturbations of observations:

DFS = (y* —y) R~ (47 = 47) = (4, — 4d)) )

where

A, are the differences between perturbed and non-perturbed observations
and background model state,

A, are the differences between perturbed and non—perturbed observations
and analysis model state.

The upper index p denotes perturbed differences. Perturbation is done
by modifying the assimilated observations by adding small value with nor-
mal distribution. The absolute DFS represent the impact of assimilating
different observation types into the NWP model, in terms of amount, dis-
tribution, instrumental accuracy and observation operator definition. The
results are displayed in Figs. 11 and 12. Five data types were assimilated
to AROME/SHMU NWP model: observations from ground based mete-
orological stations (Surface Synoptic Observations (SYNOP) ~5000 obs.),
meteorological observations from air planes (AMDAR ~2000 obs.), obser-
vations from radiosondes (TEMP ~4000 obs.), wind speed and direction es-
timated from geostationary meteorological satellites (Atmospheric Motion
Vector (AMV) ~250 obs.) and zenith total delays estimated from hourly
processing in near real-time with PNP method at SUT (ZTD ~120 obs.).

The absolute impact of ZTD assimilation is low compared to other ob-
servation types. The ZTD are outnumbered by factor ~42 compared to
SYNOP observations and by factor ~33 to TEMP observations. The rela-
tive DFS illustrates the impact of one assimilated observation compared to
other observation types. The impact of one assimilated ZTD is dominant
compared to other observation types. The decrease of relative impact of
the SYNOP and TEMP observation could be related to space overlapping
increments from different observations of the same type (two different ob-
servations have impact in the same spatial location). Based on these results
the network densification of assimilated GNSS stations is proposed, as there
are still uncovered areas in AROME/SHMU model domain (Fig. 1). The
overlapping of increments shall be avoided by model tuning.
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Fig. 11. Absolute DFS of observation types on 19 and 27 July 2018.
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g. 12. Relative DF'S of observation types on 19 and 27 July 2018.

6.2.5. ZTD assimilation impact case study on precipitation fore-

cast

The impact case study of ZTD assimilation on precipitation forecast was
performed on heavy rain situation on 24 and 25 August 2019. The accu-
mulated precipitation over 24 hours were compared to INCA analysis, rep-
resenting the real state. This INCA analysis is based on radar reflectivity
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measurements (which correspond to the intensity of rain) combined with
automatic ground weather rain gauge measurements. Three experiments
were performed. All experiments have common domain, AROME/SHMU
configuration and forecasting length 24 hours. First experiment is without
any data assimilation'®. The second experiment is with data assimilation of
SYNOP, AMDAR, TEMP and AMV observations. The zenith total delays
were assimilated on top of other observations in the third experiment. The
results of 24 hour precipitation forecasts are displayed in Fig. 13.

so00

o

10

Fig. 13. Accumulated precipitation [mm]| from 24 August 2019 12 UTC to 25 August 2019
12 UTC. Top left picture displays INCA analysis. Top right picture displays the experi-
ment without data assimilation. Bottom left picture displays the experiment with ZTD
assimilation. Bottom right picture displays the experiment without ZTD assimilation.

The INCA analysis is regarded as a representation of the true state of
accumulated precipitation (top left). The AROME/SHMU model with-
out data assimilation (top right) has in this case the most unrealistic 24
hour precipitation forecast compared to INCA analysis. The rain that has
occurred in south-western Slovakia was not predicted at all and the precip-
itation over the mountains in northern Slovakia were overestimated. The

10 denoted as dynamic adaptation
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implementation of observation assimilation (without ZTD) with the 3D—Var
method results in more realistic total amount of precipitated water (bottom
right). The precipitation patterns in eastern Austria and western Slovakia
are captured better, albeit still not fully correct. The best result in this
case study was achieved by assimilation of all available data types (ZTD
included). The ZTD have major impact on spatial location of precipita-
tion. The extent of the territory hit by rain is more realistic with ZTD data
utilization.

7. Conclusion and perspectives

New advanced in near-real time system for the GNSS tropospheric pa-
rameters estimation and their post processing has been developed at the
Department of Theoretical Geodesy at the Slovak University of Technology
in Bratislava. Its improvements with respect to the previously exploited one
(Igondovd and Cibulka, 2010) can be quantified as follows:

e the GNSS network is more dense in Slovakia (area per one station de-
creased from 8200 km? to 2300 km?),

e the latency of processing is reduced four times (from 2 hours to 30 min-
utes),

e the frequency of processing is quadrupled (parameters are estimated every
hour),

e the time span of processed datasets are two times larger (from 4 to 8 hour
dataset),

e additional tropospheric parameters are estimated (north and east tropo-
spheric horizontal gradients G and Gg).

The most important estimated tropospheric parameter, zenith total de-
lay, was compared to ZTD from E-GVAP and IGS solutions. These com-
parisons confirmed high standard of SUT solution. Furthermore, new tro-
pospheric products were introduced on top of the standard ZTD and PWV
time series and maps. The tomography of the atmosphere and the time
series of tropospheric gradients are available on public web page.

We will also focus on estimation and a posteriori analysis of tropospheric
horizontal gradients. These gradients are used in the estimation of STD,
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which are experimentally assimilated in AROME NWP model.

Tropospheric products derived from the GNSS network processing can
provide useful complementary humidity measurements that are essential in
the numerical weather prediction to forecast the high impact events associ-
ated with the moisture (Guerova et al., 2016). This was recently explored at
the Slovak Hydrometeorological Institute in its experimental high resolution
limited area AROME/SHMU NWP model. The potential of meteorologi-
cal exploitation of ZTD data was demonstrated using Three-Dimensional
variational data assimilation method. ZTD were analyzed together with
other measurements to improve the NWP model initial conditions. The
academic experiment assimilating only single observation showed how this
measurement is horizontally and vertically propagated in the analysis. Ded-
icated DF'S diagnostics after Chapnik et al. (2006) was applied to quantify
the absolute and relative impact of various observation types within the
data assimilation. Although the absolute impact of the ZTD assimilation
on NWP analysis is small because the ZTD are outnumbered by other ob-
servation types, their relative impact is dominant. These results are in
agreement with other studies, see Mile et al. (2019). The ZTD impact
on precipitation forecast was demonstrated on the case study. The most
realistic accumulated precipitation in terms of maxima as well as their spa-
tialisation were predicted with model where all data including ZTD were
used in data assimilation. This confirms the conclusions of of Mahfouf et
al. (2015). Achievements described in this article suggest that a coopera-
tion between the geodetic and meteorological communities in Slovakia shall
continue. When more computer resources are acquired at SHMU, addi-
tional case studies as well as the parallel suites will be carried out to assess
and quantify the impact of GNSS tropospheric products in the assimila-
tion and forecasts of the AROME/SHMU system. Furthermore, the pilot
implementation of the slant total delays data assimilation at the SHMU is
planned.
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Estimation of hydraulic parameters by
using VES sounding and neural network
techniques in the semi-arid Khanasser
valley region, Syria
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Abstract: An alternative approach based on using Vertical Electrical Sounding (VES)
measurements and Artificial Neural Network (ANN) technique is newly proposed for com-
puting the hydraulic conductivity K and the transmissivity 7" of an aquifer. VES mea-
surements in the locations, where available water samples exist are required in such an
approach, in order to train a neural network with fitting capability to evaluate both the
hydraulic conductivity and transmissivity. The hydraulic conductivity and transmissivity
are thereafter extrapolated by the use of trained neural network, even in the VES points
where no water samples exist. This approach is practiced and tested in the Khanasser
valley, Northern Syria, where the hydraulic conductivity and the transmissivity of the
Quaternary aquifer is computed. We find an acceptable agreement between the hydraulic
conductivity values obtained by the new approach and those obtained by the pumping
test, which range between 0.864 and 8.64 m/day.

Key words: Hydraulic conductivity, Transmissivity, VES Sounding, Khanasser Valley,
Syria

1. Introduction

The aquifer behaviour during the different stages of water extraction is pre-
dicted by the groundwater modelling by the use of the hydraulic conduc-
tivity parameter, considered as the most important in hydrogeology. The
pumping tests technique is traditionally applied to estimate the hydraulic
conductivity, but this technique is affected being expensive and yields to
low spare resolution maps.

Geophysical methods are largely used to develop alternative approaches,
aimed at estimating the hydraulic parameter, where specific relationships
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between hydro-geological and geophysical parameters are provided (Heigold
et al., 1979; Frohlich, 1994; Frohlich et al., 1996; Yadav and Abolfazli,
1998; Salem, 1999; De Lima and Niwas, 2000; Niwas and De Lima, 2003;
Dhakate and Singh, 2005; Lesmes and Friedman, 2005; Asfahani, 2007a,b,c;
Asfahani, 2010a,b; Arétouyap et al., 2015; Arétouyap et al., 2019a; Aréto-
uyap et al., 20190).

We propose in this paper a new practical technique based on the applica-
tion of vertical electrical sounding (VES) and ANN techniques to estimate
the aquifer hydraulic conductivity and transmissivity.

The application of VES technique offers different advantages in compar-
ing with the traditional pumping tests technique. Accordingly, we do not
need a ground perforation, where faster information regarding the hydraulic
conductivity distribution is obtained with high resolution maps, by the use
of dense VES sounding points.

The new proposed neural networks approach takes into consideration
only the groundwater salinity, for characterizing the Quaternary aquifer hy-
draulic conductivity and transmissivity in the semi-arid Khanasser valley
region, Northern Syria, Fig. 1.

The ability of ANN as universal function approximator is used in this
paper to provide a data-driven approximation of the relation between hy-
draulic conductivity and hydraulic transmissivity and the saturated aquifer
resistivity and the saturated thickness of the Quaternary aquifer. This re-
quires the hydraulic conductivity and transmissivity measurements using
pumping tests, which are expensive and complex to operate. Four pumping
tests are only available in this work (Asfahani, 2016), which are not sufficient
to train ANN. The recent computed values of hydraulic conductivity and
transmissivity based on VES measurements (4 sfahani, 2016), and the mea-
sured available four pumping test values are therefore used to train ANN.

Geophysical researches have been practiced in the Khanasser Valley
through an international research program, directed by three scientific orga-
nizations; Bonne University, Germany, International Center for Agriculture
Research in the Dry Areas (ICARDA), and Syrian Atomic Energy Commis-
sion (Schweers et al., 2002). The specific problems related to the marginal
dry-land environments were solved by this research program.

Livelihoods, the diversity and dynamics of the natural resources, poverty
and the relative easy accessibility made Khanasser as a prime candidate.
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Fig. 1. Location of Khanasser valley, Northern Syria.

115



Asfahani J., Ahmad Z.: Estimation of hydraulic parameters by using VES... (113-133)

The rainfall in the Khanasser region is low and unpredictable, while the
natural resources are quite poor and prone to degradation. Annual rain-
fall ranges between 200 and 250 mm/year, but the annual rainfall extremes
between 1957 and 2001 were 93 and 393 mm (Soumi, 1991).

2. Hydrogeology of the Khanasser Valley

Khanasser Valley study area lies between two hill ranges; the Jabal Shbeith
in the east and the Jabal Al Hoss in the west, and is located approximately
70 km southeast of Aleppo City. The drainage of the northern part of the
valley is towards the Jaboul salt lake, while the drainage of the southern
part is towards the Adami depression in the south, (Figs. 1 and 2). Fig. 3
shows a geological cross-section along the transverse geoelectrical profile
TP5.

The groundwater extraction in the Khanasser Valley is achieved through
three aquifers. The deepest one related to upper Cretaceous is at 400 m be-
low ground level. The second one is the Paleocene-Lower Eocene limestone
aquifer of a low productivity (ACSAD, 1984), its average hydraulic con-
ductivity (k) is 0.0054 m/day as referred from the pumping test (Schweers
et al., 2002). A hydraulic conductivity ranging between 0.008 m/day and
0.5 m/day for the Paleogene formation was already revealed by Lengiprovod-
khoz Institute (1987).

In the central part of Khanasser valley, the paleogene strata are not
very thick; about 50 m of lower Eocene and Paleocene are found above the
Maestrichtian. The most transmissive third aquifer in the region is the
Quaternary water bearing formations, that are situated near the surface,
and covered by some of 10 m of alluvial and proluvial soil. The direct
recharge from rainwater as well as infiltrating runoff and subsurface flow
from the slopes of Jabal Al Hoss and Jabal Shbeith are the main source
for this aquifer. The substantial increase in groundwater withdrawal from
the upper, unconfined aquifer system observed during the last two decades
is due to the rapid development of motorized irrigation wells. Khanasser
valley might be affected by salt water intrusion from the Jaboul salt lake as
indicated by the analysis and the groundwater monitoring, where consider-
able changes in quality and water level are observed since 1998 (Hoogeveen
and Zobisch, 1999).
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3. VES measurements and interpretation

Schlumberger configuration was used during the Khanasser Valley research
program to carry out ninety-six vertical electrical resistivity soundings VES,
where their locations are shown on Fig. 2 (Asfahani, 2010a, and Asfahani,
2007a).

The AB/2 current electrode spacing was ranged for all the VES soundings
between a minimum of 3 m and a maximum of 500 m.

The two current electrodes (A and B) are symmetrically expanded about
the centre of the spread, while the potential electrodes (M and N) remain
fixed. The apparent resistivity (pa) for a given position of the current and
potential electrodes is written by the following equation:

B 2 AV
A U S| R
AM BM AN BN
where [ is the current introduced into the earth, AV is the potential dif-

118



Contributions to Geophysics and Geodesy Vol. 50/1, 2020 (113-133)

ference between the potential electrodes, and AM, BN, AN and BN are
interelectrodic spacing.

Curve matching technique with the use of master curves is practiced to
interpret the field resistivity curves (Orellana and Mooney, 1966), and to get
the initial determination of resistivities and thicknesses of corresponding lay-
ers (initial approximate model). An inverse technique program is thereafter
used to correctly interpret the initial model parameters, until a goodness of
fit between the resistivity field curve and the computed regenerated curve
is obtained (Zohdy, 1989; Zohdy and Bisdorf, 1989). The one-dimensional
medium 1D is assumed in the studied Khanasser region.

Fig. 4 shows a field VES example at the point V10-4 and its 1D inter-
pretative model.

Resistivity (Q.m)

10° 10’ 10° 10°

Appar. Resistivity (Q.m)
=X
/
am
T

Depth (m)

10 0 ‘1 ‘2 ‘3

=)
T

10 10 10
Current Electrode Distance (AB/2) (m)

~——— Theoretical curve
+ ++ + Measured curve

Geoelectrical model

Fig. 4. Field VES example and its 1D interpretation at the location V10-4.

The 1D quantitative interpretations of these ninety six VES, distributed
on the twelve profiles, (both transverse and longitudinal) enabled (4sfahani,
2007a) identification of both the geometry of the Khanasser Valley and
the geoelectrical characteristics of Quaternary, Paleogene and Maistrechtian
deposits. Fig. b presents the geoelectrical interpretative section established
for the VES distribution along the TP5 transverse profile (TP5 corresponds
to the geological section shown in Figs. 2 and 3), which shows the resistivity

119



Asfahani J., Ahmad Z.: Estimation of hydraulic parameters by using VES... (113-133)

NwW SE

- Surface layer "f Vertical electrical sounding
I:I Quaternary Layer resistivity (Ohm.m)
[ Basalt Neogene F| Fault

I Paleogene <7 Lens

[ Maestrichtian

Fig. 5. Geoelectrical interpretation along TP5 (Asfahani, 2013).

and thickness values of the Quaternary and Paleogene aquifers.

Asfahani (2007a) has indicated to the presence of two main geological
structures, one in the north and the other in the south of the line joining
the towns of Hobs and Sirdah. This observation has been confirmed for all
the geoelectrical maps corresponding to different spacings AB/2 (from 3 m
to 500 m), revealing that a clear deep tectonic effect is present along this
joining line.

4. Artificial Neural Networks

An Artificial Neural Network (ANN), like their biological analogues consists
of a number of interconnected processing neurons, which are logically ar-
ranged in several layers that interact with each other through weighted con-
nections. ANN can be used as mathematical tools that have found several
applications in a wide range of research areas (Basheer and Hajmeer, 2000).
Moreover, it has been proven theoretically that multilayer feedforward net-
works called Multi Layer perceptron (MLP) are universal approximators
(Hornik et al., 1989; Hornik, 1991).

A MLP consists of an input layer, an output layer and several hidden
layers. Node in a MLP network is called a neuron as shown in Fig. 6. It
includes a summer and a nonlinear activation function g. The number of
neurons in each layer and the number of layers in the network depend on the
nature of the problem. The number of hidden nodes is a critical parameter
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of any MLP. Too many nodes may cause over fitting the data, thus resulting
in poor generalization on data not used for training. On the other hand, too
few hidden nodes will cause under fitting of the model, which will therefore
be insufficiently accurate. Most of the mathematics behind the connections
and processing within the nodes are in fact linear combinations (Basheer
and Hajmeer, 2000).

'xl Wli

K K
n,= ) wx +Q =g, = WX, +Q
WZi ‘6\ ; VX /\y g g ( ; i) )

. / 0
Fig. 6. Single neuron model.
The inputs zp, £k = 1,..., K to the neuron are multiplied by scalar

weights wy; and summed up together with the constant bias term 6;. The
scalar weights determine the nature and strength of the influence between
the interconnected neurons. Each neuron is connected to all the neurons
in the next layer. The resulting 7; is the input to the activation function
g. The activation function was originally chosen to be a relay function,
but for mathematical convenience a hyperbolic tangent (tanh) or a sigmoid
function are most commonly used.

The output of node ¢ becomes:

K

yi=g|> wix;+0;|. (1)
=1

A MLP network is formed by connecting of several nodes in parallel and
series, where a typical network is shown in Fig. 7.
The output y; of the network becomes:

3 3 K
Yi=4g Zw?ig (n}) + 932 =g ijzig (Z wjl-i:vk + 9}) + 932 . (2)
j=1 j=1 k=1

From (2) we can conclude that a MLP network is a nonlinear parame-
terized map from input space X to output space Y. The parameters are the
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Input layer Hidden layer Output layer
Fig. 7. A network with one hidden layer.

weights wfj and the biases 9}“. Activation functions g are assumed to be the

same in each layer and known in advance. The same activation function g
in the figure is used in all layers.

Given input-output data (x;,v;), ¢ = 1,2,..., N finding the best MLP
network is formulated as a data fitting problem. The parameters to be de-
termined are (wfj, 0;“)

The procedure functions as follows; the designer has to fix the struc-
ture of the MLP network architecture and the number of hidden layers and
neurons (nodes) in each layer. The activation functions for each layer are
selected and assumed to be known at this stage. The weights and biases are
the unknown parameters to be estimated.

Several algorithms exist for determining the network parameters. The
algorithms in neural network literature are called learning or teaching algo-
rithms, and belong to parameter estimation algorithms in the system iden-
tification.

The most well-known are back-propagation and Levenberg-Marquardt al-
gorithms. Back-propagation is a gradient based algorithm, which has many
variants. Levenberg-Marquardt is usually more efficient, but needs more
computer memory. We will concentrate herein only on using the teaching
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algorithms. The procedure of teaching algorithms for multilayer perceptron
networks is summarized as follows:

1. At first the structure of the network is defined. Activation functions
are chosen in the network, where the network parameters of weights and
biases are initialized.

2. The parameters associated with the training algorithm as error goal,
maximum number of epochs (iterations), etc, are defined.

3. The training algorithm is called.

After determining the neural network, the result is first tested by simu-
lating the output of the neural network with the measured input data. This
is compared with the measured outputs. Final validation must be carried
out with independent data.

5. Application to hydraulic parameters estimation

As mentioned in section 2, ANN act as universal function approximators.
This makes them useful in modelling problems in which the relation between
dependent and independent variables is poorly understood. The ability
of ANN is used in this paper to provide a data-driven approximation of
the relation between hydraulic conductivity K and the saturated aquifer
resistivity prock and the saturated thickness of the Quaternary aquifer h
and between transmissivity T and p,ocx and h as illustrated in Fig. 8.

D
D
prock —> <D @ T
— el
D

Fig. 8. Black box model of ANN used in this work.

Applying ANN requires the measurement of hydraulic conductivity and
transmissivity using pumping tests which are expensive and complex to op-
erate. Four pumping tests are only available in this work (Asfahani, 2016),
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which are not sufficient to train ANN. The computed values of hydraulic
conductivity and transmissivity based on VES measurements, recently ob-
tained by Asfahani (2016) and additional four available pumping test mea-
sured values are therefore used to train ANN.

The proposed approach described herewith based on Artificial Neural
Network is established as follows:

1. Firstly, carry out VES measurements in the locations where water sam-
ples related to Quaternary aquifer are available to evaluate the water
resistivity p,. Fifteen VES measurements have been measured and iden-
tified as close to the water sample locations. Those 15 VES soundings
have been interpreted quantitatively, where the resulting resistivity and
thickness of the saturated Quaternary aquifer (pyocx and h) are shown in
Table 1 (Asfahani, 2016).

2. Determine the formation factor F' used in Archie’s law 1942 (Archie,
1942).

3. Compute the corresponding hydraulic conductivity K by using Salem’s
formula 2001 (Salem, 2001; Asfahani, 2016).

4. Compute the aquifer transmissivity 7' by knowing of the average K of
hydraulic conductivity and h.

5. Train an artificial neural network using the data computed in step 2, 3,
4 and shown in Table 1.

6. Secondly, carry out VES measurements in the locations where no water
samples exist.

7. Use the neural network trained in step 5 to extrapolate the hydraulic
conductivity K and transmissivity 7' in VES locations, even where no
water samples exist.

The formation factor F' used in Archie’s law in its general form is com-
puted as the ratio of prock and p,, as follows:

F = Prock ’ (3)

Pw

where prock is the saturated aquifer resistivity estimated from the quanti-
tative interpretation of (VES), and p,, is the pore fluid resistivity. Water
resistivity p,, is obtained through converting water conductivity.
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Salem’s formula 2001 which takes only the groundwater salinity into
consideration relates hydraulic conductivity K with formation factor F' ob-
tained by using VES method. It is applied to obtain the hydraulic conduc-
tivity K as follows:

K = 0.66528 + F299. (4)

The following equation is used to compute the transmissivity 1" for the
interpreted fifteen VES as follows:

T=K=xh, (5)

where K is the average of hydraulic conductivity of the available fifteen
water samples shown in Table 1.

6. Results and discussion

MATLAB Neural Network Toolbox is used to create and train ANN with
fitting capability to evaluate the hydraulic conductivity and transmissivity
(MATLAB, 2009). The MATLAB commands used in the procedure are
newff, train and sim. The train procedure requires measured input and
measured outputs data. The measured inputs in this work are the resulting
thickness and resistivity of the saturated Quaternary aquifer (pyocx and h)
shown in Table 1, while the measured outputs are the computed values of K
and T in the 15 VES locations, where water samples related to Quaternary
aquifer are available.

Four available measured values of K using pumping test are used instead
of the calculated K of VES ones at VES locations of V1-1 (at the locations
of Qurbatieh), V3-1 (Khanasser), V5-4 (Batha), and V6-2 (Rasm Askar),
where the hydraulic conductivity were 1.55 m/day, 4.4 m/day, 6.56 m/day,
and 54.4 m/day respectively (Schweers et al., 2002).

The training error of the ANN is shown in Fig. 9. The goal error is
reached after 600 training epoch and the performance is quite acceptable.

The results shown in Table 1 are used for applying the developed ap-
proach, and for training an ANN. The average aquifer water resistivity p.,
of the 15 water samplings is 3.35 2.m. It is rather used for computing the
formation factor F' expressed in Eq. (3).

125



Asfahani J., Ahmad Z.: Estimation of hydraulic parameters by using VES... (113-133)

N Performance is 0. 000668722, Goal is 0.001
10 T T T T T

Training-Blue Goal-Black
I
L

0 100 200 300 400 500
575 Epochs

Fig. 9. Training error convergence.

Figs. 10a and 10b show the variations of both resistivity p and thickness
h of the Quaternary aquifer for the 34 VES locations (15 VES with water
samples and 19 VES without water samples) in the Khanasser valley.

Table 1. Data used to train ANN.

Location Pw Prock h K K* T
(@m) | (@m) | (m) | (m/day) | (m/day) | (m?%day)

Veé6-1 3.03 8.5 12 4.65 165.6
V9-3 1.3 11 22.5 7.98 310.5
V2-5 2.16 9.6 23.8 6 328.44
Vi-1 1.79 6.5 31.4 2.65 1.55 433.32
Shi1l 2.506 30 31.9 440.22
Shi2 7.44 15.5 25 16.3 345
Shi3 4.52 9 10 5.25 138
V8-3 3.47 17 11.5 19.82 158.7
V3-1 6.85 10 7.7 6.54 44 106.26
V3-2 6.02 15 25 15 345
V7-2 4.33 16 6 17.5 82.8
VT7-3 3.03 16 5.7 17.5 78.66
V3-5 1.67 19 12.9 25 178.02
V5-4 1.2 14 59 13 6.56 814.2
Vé6-2 1 23 17.2 37 54.4 237.36

K™ is the pumping test value.
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The hydraulic conductivity estimated according to Salem formula varies
between a minimum of 2.65 m/day at VES location V1-1 and a maximum
of 37 m/day at VES location V6-2 with an average of 13.8 m/day and a
standard deviation of 9.4 m/day. The transmissivity is evaluated by using
Eq. (5), and by using an average K of 13.8 m/day. It varies between a mini-
mum of 79 m?/day at the VES location V7-3 and a maximum of 814 m?/day
at the VES location V5-4 with an average of 277 m?/day.

The application of the resulting trained ANN allows obtaining K and T
in nineteen VES points, where no water samples exist. This is done to char-
acterize as a first approximation the Quaternary aquifer in the Khanasser
valley (Table 2). The conductivity and transmissivity values shown in Table
2 are directly obtained by using the trained ANN. Ex and Er in the Table
2 are the absolute difference between Kand T values computed using ANN
and those computed using the approach proposed in (Asfahani, 2016). Ek

Table 2. Calculated hydraulic conductivity K and transmissivity 7" by ANN, in VES
locations where no water samples exist.

Location h Prock K T Fg Er
(m) | (@2m) | (m/day) | (m?%day)
V10-4 53 12 7.43 396.88 0.84 41.66
V10-3 18 7 10.67 207.74 0.03 15.05
V10-1 34 10 8.65 312.68 0.05 16.83
V10-2 40 15 10.52 386.57 0 34.61
V9-1 21 15 13.08 276.26 0.43 7.54
V9-2 50 4.3 5.22 207.60 0.51 27.99
V9-4 21 9 8.62 173.93 2.00 49.13
V8-2 16.7 11 13.76 242.24 0.56 21.74
V6-3 35 17 13.03 397.05 1.07 21.72
V5-3 15 15 17.19 248.28 1.17 7.87
V5-5 14 36 28.31 383.68 1.54 8.77
V4-3 4.5 22 40.08 180.05 0.16 0.38
V3-3 19 15 15.12 242.29 0.95 27.04
V3-4 11.8 26 25.05 253.33 1.34 26.51
V2-1 15 43 28.76 426.29 0.76 16.59
V2-2 9 6.6 17.16 141.53 0.68 19.05
V2-3 8.5 8 18.80 147.33 0.58 17.40
V2-4 14 11.5 12.75 240.41 2.21 30.85
V1i-2 58 10 6.92 413.83 0.17 2.29
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varies between a minimum of 0, and a maximum of 2.21 m/day, with an
average of 0.97 m/day and a standard deviation of 0.64 m/day. Er varies
between a minimum of 0.38 m?/day and a maximum of 49.13 m?/day, with
an average of 20.68 m?/day and a standard deviation of 12.87 m?/day.

The hydraulic conductivity values K for the 19 VES points vary be-
tween a minimum of 5.22 m/day at VES location V9-2, and a maximum of
40.08 m/day at VES location V4-3, with an average of 15.85 m/day and a
standard deviation of 9.00 m/day.

The transmissivity values for the 19 VES vary between a minimum of
141.53 m?/day at VES location V2-2, and a maximum of 426 m?/day at
VES location V2-1, with an average of 277.79 m?/day and a standard devi-
ation of 95.56 m?/day. Table 3 shows the statistical results of K and T for
the 19 VES points obtained by using ANN technique.

Table 3. statistical parameters using 19 VES points with no water samples.

h Prock K T Ex Er
(m) (©2.m) (m/day) (m?/day)
Min 4.5 4.3 5.22 141.53 0 0.38
Max 59 43 40.08 426.29 2.21 49.13
Average 22 14.8 15.85 277.79 0.79 20.68
SD 15 8.5 9.00 95.56 0.64 12.87

The hydraulic conductivity values K for the total of thirty four VES
points (15 VES with water samples, and 19 VES with no water samples)
vary between a minimum of 1.55 m/day at the VES location V1-1, and
a maximum of 54.4 m/day at the VES location V6-2, with an average of
15.24 m/day and a standard deviation of 11 m/day as shown in Fig. 10c.

The transmissivity values for the total of thirty four VES points (15 VES
with water samples, and 19 VES with no water samples) vary between a
minimum of 78.66 m?/day at the VES location V7-3, and a maximum of
814.2 m?/day at the VES location V5-4, with an average of 277.65 m?/day
and a standard deviation of 143.58 m?/day as shown in Fig. 10d.

The established transmisivity map (Fig. 10d) clearly indicates a distinct
transmissive structure at the south of Hobs-Sirdah joining line delineated
by (Asfahani, 2007aq). 1t is low at the north of this joining line and increases
towards the Sabkha.

The geophysical and hydrogeological parameters computed for the Qua-
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Fig. 10. a: Thickness of Quaternary aquifer h in 34 VES locations in the study area,
b: Resistivity p of Quaternary aquifer in 34 VES locations in the study area, c¢: Hydraulic
conductivity K of Quaternary aquifer in 34 VES locations in the study area, d: Transmi-
sivity T" of Quaternary aquifer in 34 VES locations in the study area.
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ternary aquifer at the totality of thirty four VES points in the Khanasser
valley are summarized in the Table 4.

Table 4. Geophysical and hydrological parameters at 34 VES points for Quaternary
aquifer in the Khanasser valley, Syria.

Prock h K T
(€2.m) (m) (m/day) (m?/day)
Min 4.3 4.5 1.55 78.66
Max 43 59 54 814.2
Average 14.8 22 15.24 277.65
SD 8.5 15 10.97 143.58

The high transmissivity and yields is related directly to the high thickness
of alluvial gravels and sands, labelled as rammel aswad of the Quaternary
aquifer in the Khanasser valley. The large differences and the drastic change
in the productivity of wells is due to sharpen lateral and vertical variations
of rammel aswad from place to place even in very short distances.

The transmissivity distribution obtained geophysically by applying the
developed ANN approach for characterizing the Quaternary aquifer in the
Khanasser valley is in a good agreement with the field hydrogeological obser-
vations. This proves the possibility of applying this technique to characterize
the aquifer systems in the semi-arid regions worldwide.

7. Conclusion

A new alternative approach based on using both artificial neural network
ANN technique and Vertical electrical sounding (VES) techniques is pro-
posed to compute the hydraulic conductivity K and the transmissivity 71" of
an aquifer.

We train a neural network in the VES locations, where available wa-
ter samples exist to estimate the hydraulic conductivity and transmissivity.
This trained neural network is required to extrapolate the hydraulic con-
ductivity and transmissivity in the VES locations without water samples.

According to this ANN approach, the hydraulic conductivity and the
transmissivity of the Quaternary aquifer in the Khanasser valley, Northern
Syria are computed. We find an acceptable agreement between the hydraulic
conductivity values obtained by the ANN approach and the real hydrolog-
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ical situation, obtained by the pumping test, which range between 0.864
and 8.64 m/day. The main advantage of ANN approach is the possibility to
integrate VES measurements and pumping test, and no intermediate empir-
ical relations are needed. ANN approach can provide a greater accuracy in
predicting K and T if more pumping test were available, and it can be eas-
ily extended using additional input parameters as soil porosity and density
which could potentially further increase the performance. The easy ANN
approach is recommended to be extended for treating other hydrogeological
problems related to semi-arid regions worldwide.
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Abstract: This paper presents the role of impedance contrast (IC) at the base of 2D deep
elliptical basin (shape-ratio > 0.25) in the site-city-interaction (SCI) effects on both the
SH- and SV-wave responses of buildings and basin. The obtained SCI effects in the form of
reduction of fundamental frequencies of building (F32) and basin (F3p), corresponding
amplification and splitting of the bandwidth of fundamental mode of vibrations of both
the building and basin corroborates with the findings in the past SCI studies. The F&p,
of basin and Fgy% of building are unaffected by an increase of IC during site-city-inter-
action, even though, there is an increase of F3p of basin with an increase of IC in the
absence of city. A drastic increase of SCI effects on the basin response but only minor
increase of SCI effects on the building response with an increase of IC is observed for
both the polarizations of the S-wave. However, the rate of increase of SCI effects with IC
is more in the case of SV-wave responses of buildings and basin. The obtained larger %
reduction of F&,, and corresponding amplification in the case of SH-wave responses as
compared to those in the case of SV-wave responses may be due to the larger height of
B16-buildings compared to B12-buildings used in the SV-wave simulations or due to the
buildings behaving as a shear beam for the SH-wave or may be due to both.

Key words: SCI effects on building and basin responses, impedance contrast, free field
motion, double resonance condition and polarization of S-wave

1. Introduction

The concept of site-city-interaction (SCI) effects on the responses of build-
ing and basin was originated when the scientists were trying to find out
the reasons responsible for the observed beating phenomenon along with
longer duration of ground motion in the Mexico City during the 1985 Mex-
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ico earthquake (Chdvez-Garcia and Bard, 1994; Wirgin and Bard, 1996;
Stewart et al., 1999; Guéguen et al., 2002; Tsogka and Wirgin, 2003; Sahar
et al., 2015; Guéguen and Colombi, 2016). The SCI effects on both the
building and basin responses are due to the combined effects of kinematic
soil-structure interaction and inertial structure-soil interaction on a global
scale (Housner, 1954; Jennings, 1970; Wong and Trifunac, 1975; Kanamori
et al., 1991; Stewart et al., 1999; Bard et al., 2005; 2008). In most of the
past SCI studies, the cities were considered on a sediment layer (1D basin) or
in a 2D shallow basin (shape-ratio> 0.25) under double-resonance condition
and results were in the form of reduction of fundamental frequencies of build-
ing (Fn%) and basin (F5 ), spectral amplification factors (SAF) at Fi%
and FOB; p» as well as splitting of the bandwidth of the fundamental mode
of vibrations of buildings and basin (Guéguen and Bard, 2005; Kham et al.,
2006; Groby and Wirgin, 2008; Semblat et al., 2008; Sahar and Narayan,
2016; Kumar and Narayan, 2018). The shape-ratio of basin is the ratio of
its maximum depth to half-width and double resonance is the matching of
frequency of the incoming signal with the fundamental frequency of basin
(FB ;) and further matching with the fundamental frequency of building on
rock (F(;q2 p). Some researchers have also studied SCI effects theoretically
and have validated the outcomes with numerical and experimental results
(Schwan et al., 2016).

The response of 2D-shallow basin is dominated with basin generated
surface waves and there is a spatial variation of fundamental frequency of
sediment deposit in the basin (Narayan, 2005). On the other hand, the
response of 2D-deep basin (shape-ratio > 0.25) is dominated with a 2D-
resonance phenomenon and entire basin vibrates with a single fundamental
frequency (Bard and Bouchon, 1985; Kumar and Narayan, 2018). There
is an increase of fundamental frequency of deep-basin with an increase of
impedance contrast (IC) at its base (Zhu et al., 2019). The extensive lit-
erature review revealed that in most of the past SCI studies, the SH-wave
responses of 2D-shallow basins (Kham et al., 2006; Semblat et al., 2008;
Sahar and Narayan, 2016) and 2D-deep basins (Kumar and Narayan, 2018;
2019) are used. There are few studies in which SCI effects are studied using
SV-wave responses (Kumar and Narayan, 2018). As far as we know, nobody
has studied the role of impedance contrast (IC) in the SCI effects on the
responses of buildings and basin. Guéguen et al. (2019) reported that the
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fundamental frequency of the shear-beam buildings can be computed using
simple relation Fj,,, = Vg/4H (where ‘H’ is the height of building), but
not that of bending-beam buildings. In the case of bending-beam model,
the reduction of fundamental frequency with increase of height is non-linear
in nature due to the reduction of bending-stiffness of the building. Kumar
and Narayan (2018) stated that the computed fundamental frequency of
2D building block model (BBM) using SH- and SV-waves is like that of
shear-beam and bending-beam models, respectively. So, there is need of
quantification of polarization dependent role of IC at the base of deep-basin
in the SCI effects on the responses of buildings and basin.

In order to fulfill the above identified scientific gaps, the SH- and SV-
wave responses of the buildings of a city situated in a deep elliptical basin
and free field motion were simulated under double-resonance condition for
different IC at the base of basin. The IC has been increased by increas-
ing the impedance of rock. The dimension and rheological parameters of
the basin and building are same in all the considered site-city models for
a particular polarization of the S-wave. To quantify the role of IC in the
SCI effects on the responses of buildings of the city, the response of a stan-
dalone building at the centre of elliptical basin is considered as a reference
one. Similarly, the role of IC in the SCI effects on the response of basin
is quantified considering the response of basin in the absence of city as a
reference one. The SH- and SV-wave responses of the various considered
site-city models were simulated using recently developed fourth-order ac-
curate visco-elastic staggered-grid SH- and SV-wave finite-difference (FD)
programs by Narayan and Kumar (2013) and Narayan and Kumar (2014),
respectively.

2. Model parameters and salient features of FD programs

2.1. Parameters of building block model

In order to study the role of IC in the SCI effects on the SH- and SV-
wave responses of buildings and basin under double resonance condition,
homogenous cities made-up of 16-storey (B16) and 12-storey (B12) build-
ings, respectively, were considered. The height of one storey is taken as
3 m based on the prevailing Indian scenario of construction of buildings
(IS 1893-1, 2002). Presently, it is impossible to implement the buildings
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of the city in the numerical grid because of lack of computer memory and
computational speed. However, the buildings can be incorporated in the nu-
merical grid using BBM, as shown in Fig. 1, taking into account that the dif-
ferent modes of vibrations, dimensions, damping and weight of the BBM are
same as that of the real building (Wirgin and Bard, 1996; Bard at el., 2005;
2008; Sahar at el., 2015; Sahar and Narayan, 2016). Michel and Guéguen
(2018) stated that the equivalent S-wave velocity for the buildings fall in a
range of 100m/s to 500m /s depending on the design and material used based
seismic interferometry. The S-wave of the order of 120 m/s is taken for the
BBM in the present study (Sahar et al., 2015). The computed fundamen-
tal frequency of B16-BBM of height 48 m for the SH-wave (SHFg,.) is
0.625 Hz (Guéguen et al., 2019). The effective density of the BBM was ob-
tained as 350kg/m? for a particular design and material property, using the
weights of all the walls, beams, columns, slabs of building and the live load
(Sahar et al., 2015). The damping in the BBM for both the P-wave and
S-wave was taken as 5%. Table 1 depicts the rheological parameters for the
considered building/BBM, sediment in basin and underlying rock.

Table 1. Rheological parameters for the building block model, sediment of basin and rock.

Materials Seismic velocity (m/s) Quality factors | Poisson’s | Density ‘p’
S-wave P-wave Qs Qp ratio (v) (kg/m?)
Building 120.0 294.0 10 10.0 0.40 350
Basin 300.0 735.3 30 73.5 0.40 1800
Rock 1800.0 3117.7 180 311.0 0.25 2500

Fig. 1. Vertically exaggerated sketch for the various site-city models (Note: the considered
number of buildings are nine and five in the cases of SV- and SH-wave simulations,
respectively).
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2.2. Salient features of FD programs

A frequency dependent damping in the time-domain simulations of the SH-
and SV-wave responses of the site-city models is essential for the accurate
prediction of SCI effects on the building and basin responses (Emmerich
and Korn, 1987; Kristek and Moczo, 2003). A forth-order accurate time-
domain SH- and SV-wave viscoelastic finite-difference (FD) programs were
used for the simulations (Narayan and Kumar, 2013; 2014). These programs
were written for the simulations to be carried out in the XZ-plane of the
Cartesian coordinate system. The details of finalizing the input parameters
like relaxation frequencies and the computation of anelastic coefficients and
unrelaxed moduli are given in Narayan and Kumar (2013; 2014). The
centres of basin and city are collocated and are considered as a reference
point for all the horizontal distance measurements. An improved vacuum
formulation proposed by Zeng et al. (2012) is used as a free surface boundary
condition. In order to avoid the edge reflections, sponge-absorbing boundary
layers were used at the left, right and bottom edges of the model (Israeli
and Orszag 1981; Kumar and Narayan, 2008).

A plane SH- and SV-wave front propagating vertically towards the free
surface was generated at a desired depth in the respective FD program using
various point sources at every 3m distance along a horizontal line from left-
edge to right-edge of the model. The envelops of the wave fronts of the
individual point source generated a plane wave front propagating towards
the free surface. The downward propagating plane wave front was absorbed
by the implemented absorbing boundary condition at the bottom edge of
the model. The shear stress o,, and o,, in the form of Gabor wavelet
was used as a source time function (STF) to implement a point source in
the cases of SH- and SV-wave simulations, respectively. The mathematical
formulation for the Gabor wavelet is given below:

S(t) = exp(—a) cos|wp(t — ts) + ], (1)

wp(t —tg)7]”

where o = , wp is predominant frequency, v controls the os-

cillatory character, tg controls the duration and ¢ is phase shift. The value
of parameters fp = 3Hz, v = 1.5, tg = 0.33 s and ¢ = 0 was used.
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Fig. 2. The horizontal component of SV-wave responses (left) and spectral amplifications
(right) at the top of B4, B8 and B12-buildings.

3. Response of standalone building on rock

In this subsection, the fundamental frequency of standalone BBM on rock is
numerically computed for both the polarizations of S-wave and its variation
with IC between the base of BBM and the underlying rock.

3.1. The SVFOSZD of standalone BBM on rock

As discussed earlier, the fundamental frequency of BBM on rock for the SV-
wave (SVFg,p) cannot be computed using simple relation Fgy,, = Vs/4H
since BBM behaves like a bending beam (Kumar and Narayan, 2018). So,
to find out the SVF, 692 p of the BBM, the SV-wave responses of the consid-
ered standalone B4 (four-storey), B8 (eight-storey) and B12 (twelve-storey)
buildings on rock were computed and analysed. The dimensions of B4, B8,
B12-buildings are given in the Table 2. The left panel of Fig. 2 depicts the
horizontal components of the SV-wave responses at the top of B4, B8 and
B12-buildings. An increase of duration and decrease of amplitude of the
SV-wave at the top of building can be inferred with an increase of height of

Table 2. Dimension of considered buildings, SVFg of standalone BBM on rock, SVFg5,
of standalone BBM in basin and corresponding SAFS.

Buildings Height Width SVFSp SAF at SVFSE, SAF at
(m) (m) (Hz) SVF&p (Hz) SVF5%D
B12 36 60 0.66 9.18 0.64 67.27
B8 24 60 1.06 8.71 - -
B4 12 60 2.34 8.38 - -
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building. The right panel of Fig. 2 reveals the spectral amplification factors
(SAF) for the horizontal component of SV-wave at the top of B4, B8 and
B12-buildings. The SAFs were computed using simply the ratio of spectra
of the horizontal component of SV-wave at the top of building and that on
the exposed rock. Analysis of Fig. 2 revealed a decrease of value of SVF 052 D
of the BBM on rock with an increase of height for a fixed dimension of base
(Kumar and Narayan, 2018). The numerically obtained of the B12, B8 and
B4-buildings for the SV-wave were 0.66 Hz, 1.06 Hz and 2.34 Hz, respec-
tively (Table 2). The inferred increase of rate of decrease of of BBM with
height may be due to decrease of bending stiffness of building.

3.2. Effects of IC on the response of standalone BBM on rock

In order to study the role of IC at base of basin in the SCI effects on the
SH- and SV-wave responses of buildings and basin, four ICSH1-ICSH4 site-
city models for the SH-wave and four ICSV1-1CSV4 site-city models for the
SV-wave simulations were taken (Table 3). In all the IC models, only the
impedance of rock is varied and the rheological parameters of the basin and
buildings are same.

Table 3. The rheological parameters of rock for the ICSH1-ICSH4 and ICSV1-ICSV4
site-city models and impedance contrast at the base of basin and building situated on
rock (Note: basin and BBM parameters are given in Table 1).

Site-city Vs Vp | Density | Quality Quality |IC at base|IC at base

models (m/s) | (m/s) | (g/cm?) | factor (Qs)|factor (Qp)| of basin | of BBM
ICSH1/ICSV1| 1800 |3117.7| 2.50 180 311 8.33 107.14
ICSH2/ICSV2| 1600 |2771.3| 2.30 160 277 6.81 87.62
ICSH3/ICSV3| 1400 |2424.9| 2.10 140 242 5.44 70.00
ICSH4/ICSV4| 1200 (2078.5| 2.00 120 208 4.44 57.14

3.2.1. SH-wave responses

The SH-wave responses of the standalone B16-BBM on the rock were com-
puted using the rheological parameters of the rock of the ICSH1-ICSH4
site-city models (Table 3). The computed SAFs of the SH-wave at the top
of B16-BBM for different rock impedances are shown in the left panel of
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Fig. 3a. There is an excellent match of numerically obtained SHF 052 p of
building as 0.62 Hz with that computed using simple relationship FDSQD =
Vs/4H, since the BBM is behaving as a shear beam model (Guéguen et al.,
2019; Kumar and Narayan, 2018; 2019). The obtained SAFs at SHFDSQD of
the B16-BBM as 11.38, 11.33, 11.28 and 11.21 in the ICSH1-ICSH4 mod-
els, respectively revealed that SAF at SHF(%D was almost unaffected by
the change of IC at the base of building, although corresponding ICs were
107.14, 87.62, 70.0 and 57.14, respectively (Table 3).
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Fig. 3a-b. spectral amplifications at the top of standalone building on rock and free field
motion in basin in the absence of city with impedances in the rock corresponding to the
ICSH1/ICSV1-ICSH4/ICSV4, respectively.

3.2.2. SV-wave response

Similarly, the SV-wave responses of the standalone B12-BBM on the rock
were computed using the rheological parameters of the rock of the ICSV1-
ICSV4 site-city models (Table 3). The computed SAFs of the horizontal
component of SV-wave at the top of B12-BBM for different rock impedances
are shown in the right panel of Fig. 3a. A comparison of the numerically
obtained SVFg,,, of building (0.66 Hz) with that computed using simple
relationship F,,, = Vs/4H (0.83 Hz) reveals a drastic decrease of SVF);,
of the B12-BBM, since for the SV-wave, the BBM is behaving as a bending
beam model (Guéguen et al., 2019; Kumar and Narayan, 2018; 2019). The
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obtained SAF's at SVFOS2D of the B12 building as 9.18, 8.97, 8.76 and 8.61 in
the ICSV1-ICSV4 models, respectively revealed that SAF at SVF 692 p was
almost unaffected by the change of IC at the base of building (Table 3).
These findings depicted that the 5% damping in the BBM has controlled
the SAF at fundamental frequency and not the IC between the BBM and
the underlying rock. Further, the obtained fundamental frequency of the
BBM for the SH-wave (0.62Hz) and SV-wave (0.66 Hz) were same in all the
respective 1C models.

4. Response of elliptical basin

The computed SHF(;%D of the B16-BBM as 0.62Hz and SHF(;%D of B12-BBM
as 0.66 Hz in the case of all the IC models depict that the fundamental fre-
quency of elliptical basin for the SH-wave (SHF5 ) and SV-wave (SVFS )
should also be 0.62 Hz and 0.66 Hz, respectively to preserve the double reso-
nance condition. Bard and Bouchon (1985) reported that the fundamental
frequency of deep-elliptical basin for the SH-wave is lesser than for the SV-
wave for a particular dimension of basin. In case of deep-basin, the entire
basin vibrates with a single fundamental frequency and there is an increase
of Fo%D of basin with an increase of IC (Bard and Bouchon, 1985; Kumar
and Narayan, 2018; Zhu et al., 2019).

4.1. SH-wave response of basin

Kumar and Narayan (2018) have given an empirical relation to predict the
SHFZ |, of deep-basin in terms of lowest 1D fundamental frequency (F& )
and maximum depth ‘A’ for the SH-wave.

h 2
SHFB , = F5p1/1+ 1.6 <w> , (2)

where Flﬁ p = Vg/4h, ‘h’ and ‘w’ are the 1D lowest fundamental frequency,
maximum depth and half-width of the elliptical basin, respectively. The
estimated maximum depth and width (2w) of elliptical basin for SHFE , =
0.62 Hz are 150 m and 492 m, respectively, using Eq. (2). In order to find
out the variation of SHF 03; p of basin with IC, the SH-wave responses of
the elliptical basin with depth 150 m and width 492 m were computed for
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all the IC models. The left panel of Fig. 3b show the SAFs at a distance
of 39 m from the centre of elliptical basin with ICs corresponding to the
ICSH1-ICSH4 site-city models. An analysis of Fig. 3b revealed that there
is minor increase of SHF(ED of basin with an increase of IC at its base
(Zhu et al., 2019; Kumar and Narayan, 2018). For example, the obtained
SHFOIED of elliptical basin are 0.638Hz, 0.627Hz, 0.626Hz and 0.621Hz in the
ICSH1-ICSH4 models, respectively. There is minor mismatch of SHF 052 p of
building with SHFE |, of basin in the case of larger IC values.

4.2. SV-wave response of basin

Bard and Bouchon (1985) have given an empirical relation to predict the
SVFE, of deep-basin in terms of lowest 1D fundamental frequency (F& )
for the SV-wave (Zhu et al., 2019).

2.9h>2’ )

SVEB, = FEp /1 + ( "
e

where 2w’ is the effective width of basin (effective width is the span over
which the depth (h) is > h/2). The inferred depth, width and effective
width of the elliptical basin for SVF(gD = 0.66 Hz are 150 m, 660 m and
505m, respectively, using Eq. (3). To infer the variation of SVF&,, with IC,
the SV-wave responses of the elliptical basin with maximum depth 150 m
and width 660 m were computed for all the IC models. The right panel of
Fig. 3b shows the SAFs at a distance of 36 m from the centre of elliptical
basin with 1C corresponding to the ICSV1-ICSV4 site-city models. Fig. 3b
also revealed an increase of SVFE |, of the elliptical basin with an increase of
IC (Zhu et al., 2019; Kumar and Narayan, 2018). The numerically obtained
SVFOBQD of elliptical basin as 0.662 Hz, 0.658 Hz, 0.655 Hz and 0.651 Hz in
the ICSV1-ICSV4 models, respectively revealed a minor mismatch with the
SVES,p, of structure (0.66 Hz) in the case of lower IC models.

5. Role of IC in SCI effects on SH-wave responses

In all the considered ICSH1-ICSH4 site-city models, five-B16 buildings of
width 60 m are situated at an equal spacing of 15m in the elliptical basin.
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The centre of 3" building is at the centre of basin and the width of city
is 360 m. The SH-wave responses of a standalone building at the centre of
elliptical basin are used as a reference one to quantify the SCI effects on the
response of buildings of the city. Similarly, the response of basin at some
selected locations in the absence of city were considered as a reference one
to quantify the SCI effects on the response of basin.

5.1. Standalone building at the centre of elliptical basin

The left and right panels of Fig. 4a depict the SH-wave responses at the top of
standalone building situated at centre of elliptical basin and corresponding
spectral amplifications, respectively in the case of ICSH1-ICSH4 site-city
models. Analysis of Fig. 4a illustrated an increase of amplitude of the SH-
wave with a decrease of impedance in the rock. This may be due to use of
the same stress drop to generate point sources in all the IC models. The
computed fundamental frequency of standalone building in basin (SHFZ,)
as 0.61Hz in all the IC models depicts that SHF3?, of building is not affected
by IC. The achieved SAF at SHF(%% of building as 51.89, 48.92, 44.85 and
40.95 were 4.5, 4.3, 3.9 and 3.6 times larger than that on FOS2D of standalone
building on rock in the ICSH1-ICSH4 site-city models, respectively. The
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Fig. 4a-b. The SH-wave responses (left panels) and spectral amplifications (right panels)
at the top of standalone building situated at the centre of elliptical basin and at the top
of the building situated at the centre of city, respectively.
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observed very large amplification at the top of standalone building in basin
as compared to the standalone building on rock revealed effect of occurrence
of double resonance phenomenon.

5.2. City situated in the elliptical basin

In this numerical experiment, the SH-wave responses of buildings of the
ICSH1-ICSH4 site-city models as well as free field motion have been simu-
lated and analysed.

5.2.1. SCI effects on the response of buildings

The SH-wave responses and corresponding SAFs at the top of 3'¥ building
of the ICSH1-ICSH4 site-city models is shown in the left and right panels
of Fig. 4b. It is very much clear that the SCI has caused reduction of the
amplitude of SH-wave, particularly in the case of later phases as compared
to the respective response of standalone building in basin. The obtained
SHFOSQ% of the 3" building as 0.55 Hz in all the IC models revealed that
SHF@%% of building is almost not affected by IC. However, there is 9.8%
reduction of SHF, 052% due to the SCI effects. The obtained SAFs at SHF 052%
of 3" building as 33.23, 31.41, 28.85 and 26.67 in the case of ICSH1-ICSH4
site-city models, respectively, revealed an increase of SAFs at SHF) 052% of
building with an increase of IC. Table 4 reveals that SCI effects due to only 5-
buildings have caused 35.96%), 35.79%, 35.67% and 34.87% reduction of SAF
at SHF, 692% of building in the ICSH1-ICSH4 site-city models, respectively.

Similarly, the observed % reduction of SAF at F@% p of 3t building as
60.37%, 59.95%, 59.21% and 57.60% in the ICSH1-ICSH4 site-city models,
respectively revealed that the reduction of SAF at SHF,,, was larger than
that at SHFg? of the 3" building of the respective site-city model (Table
4). The larger % reduction of SAF at frequency SHF, [%D may be due to
the additional reduction of SAF at SHF, 052 p caused by the seismic waves
emanated by the buildings during their inertial vibrations. The emanated
seismic waves during inertial vibrations were out of phase to that of the
incident SH-wave. There is only minor increase in % reduction of SAFs at
SHFSB, and SHFg,,, with an increase of IC (Table 4). Further, the effects
of minor mismatch of SHF,,, with SHFE |, has no considerable effects on
the response of buildings.
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Table 4. A comparisons of SAFs at Fips and Fip in the case of standalone building and
3" building of city in basin and corresponding % reduction of SAFs at F% and Fyp
due to the SCI effects in the ICSH1-ICSH4 and ICSV1-ICSV4 site-city models.

Site-city models ICSH1 | ICSH2 | ICSH3 | ICSH4
SAF at SHF$E of standalone building in basin | 51.89 48.92 44.85 40.95
SAF at SHF$E of 3rd building of city 33.23 | 31.41 | 28.85 | 26.67

% reduction of SAF at SHF52 of 3rd building 35.96 35.79 35.69 34.87
SAF at SHF$,p of standalone building in basin | 51.78 48.64 44.37 40.38

SAF at SHFS,, of 3rd building of city 20.56 19.59 18.29 17.36
% reduction of SAF at SHF 5 of 3rd building 60.37 59.95 59.21 57.60
Site-city models ICSV1 | ICSV2 | ICSV3 | ICSV4
SAF at SVFSE standalone building in basin 67.27 59.69 50.61 41.82
SAF at SVFSE of 5th building of city 34.41 | 31.02 | 26.90 | 22.65
% reduction of SAF at SVFg5 of 5th building | 48.84 | 48.03 | 46.84 | 45.83
SAF at SVF§,p standalone building in basin 61.50 54.20 45.80 37.63
SAF at SVFS,p of 5th building of city 20.04 | 18.81 | 17.18 | 15.31

% reduction of SAF at SVF, of 5th building 67.41 65.29 62.48 59.31

The left and right panels of Fig. 5a-d depict the SH-wave responses and
the spectral amplifications at the top of 15, 2" and 34 buildings of the
ICSH1-ICSH4 site-city models, respectively. As expected, a decrease of
amplitude of the SH-wave at the top of 15, 24 and 3" buildings can be
inferred due to an increase of impedance in the rock. Relatively larger de-
crease of amplitude of the SH-wave at the top of buildings situated away
from the centre of city can be observed. This may be due to the decrease
of basin response at its fundamental frequency (Bard and Bouchon, 1985;
Kumar and Narayan, 2018). An increase of spectral amplifications at the
top of buildings with the increase of IC can be inferred. Fig. 5 also depicts
the decrease of SAF at SHF, (392% of building towards the edge of city. How-
ever, this decrease was very large in case of the 15 building. For example,
the largest SAF obtained at SHFOSQ% of building at the top of 15, 2" and
3' buildings of the ICSH3 site-city model as 12.31, 23.86 and 28.85, re-
spectively were 72.55%, 46.80 and 35.69% lesser as compared to the SAF
obtained at the top of standalone building at the centre of the ICB3 model.
Further, in the case of ICSH3 model, the obtained % reduction of SAF at
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Fig. 5a-d. The SH-wave responses at the top of 1°°, 2"4 and 3™ buildings of the ICSH1-
ICSH4 site-city models, respectively (left panels) and corresponding spectral amplifica-
tions (right panels).
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SHFOSQD at the top of 1%t, 2" and 3'4 buildings as 76.17%, 64.93 and 59.21%
were larger as compared to the % reduction of SAF at SHF 692% of the re-
spective building (Table 4). But, it may not be concluded that there were
larger SCI effects on the responses of 1%t and 2"¢ buildings as compared to
the 3' building. This was due to the computation of % reduction of SAF
at SHF5,E, with respect to the reference standalone building situated at the
centre of basin.

5.2.2. SCI effects on free field motion

To quantify the role of IC in the SCI effects on the response of basin, the
SH-wave responses at different locations in the elliptical basin for without
and with city in basin were computed for the ICSH1-ICSH4 site-city mod-
els. The selected locations in the basin were at a distance of 39 m, 114 m
and 189 m towards the right of centre of basin (third receiver point was 9m
away from the edge of city). Fig. 6a-d depicts the comparison of spectral
amplifications computed for with and without ICSH1-ICSH4 site-city mod-
els at different locations. Analysis of Fig. 6 revealed a decrease of spectral
amplifications due to the SCI effects. The basin was vibrating with a single
resonance frequency (0.53 Hz) in the presence of city in all the IC models.
In contrast to this, there was minor increase of SHF) OE’;D of basin with an
increase of IC in the absence of city. Further, the obtained decrease of SAF
at SHF(E p towards the edge of basin corroborates with the finding of Bard
and Bouchon (1985). Tt was interesting to note the decrease of SHF S, of
basin due to the SCI effects. The obtained SHFS , of basin (0.53 Hz) due
to SCI effects was somewhat lesser than SHF? of building (0.55 Hz) of
city.

Table 5 shows that the % age reduction of SAF at SHFE |, of basin as
compared to that in the absence of city is increasing with increase of IC.
Further, the % age reduction of SAF at SHF (g p of basin was decreasing to-
wards the edge of city. For example, the obtained SAF at SHF’ £ p as 7.31,
6.22, 2.30 at 39m, 114m and 189 m distance from the centre of basin in the
ICSH1 model was 50.40%, 35.27% and 33.90% lesser than that obtained in
the absence of city. The computed % reduction of average spectral ampli-
fication (ASA) at a distance of 39 m as 11.4%, 10.11%, 9.42% and 8.26%
as well as at a distance of 189 m (outside city) as 5.38%, 5.23%, 4.90%
and 4.00% in the ICSH1-ICSH4 site-city models, respectively was also an
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Fig. 6a-d. A comparison of spectral amplifications at different locations in the elliptical
basin corresponding to with and without city in basin in the ICSH1-ICSH4 site-city

models, respectively.

indicator that SCI effect was largest at the centre of city and decreasing
towards the edge or outside the city (ASA is simply the average of spectral
amplifications in the considered frequency bandwidth). The larger reduc-
tion of SAF at frequency SHF 052 p was responsible for the splitting of the
bandwidth of the fundamental mode of vibration of basin as was inferred in
the case of building’s response. The % reduction of SAF at SHF' 052 p is also
increasing with increase of IC.

6. Role of IC in SCI effects on SV-wave responses

To quantify the role of IC in the SCI effects on the SV-wave responses of
buildings and the basin, four ICSV1-1CSV4 site-city models were consid-
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Table 5. A comparison of SAFs at F3p of basin as well as ASA of free field motion for
without and with city in basin and corresponding % reductions due to the SCI effects in
the ICSH1-ICSH4 and ICSV1-1CSV4 site-city models.

Site-city models ICSH1 ICSH2 ICSH3 ICSH4
SAF at SHFS, for without city at 39 m 13.74 11.58 9.51 7.71
SAF at SHFZ,, for with city at 39 m 7.31 6.23 5.24 4.82
% reduction in SAF at SHF G, at 39 m 50.40 46.20 44.84 37.48
ASA at 39 m for without city 3.24 2.57 2.44 2.30
ASA at 39 m for with city 2.87 2.31 2.21 2.11
% Decrease in ASA at 39 m 11.40 10.11 9.42 8.26
Site-city models 1CSV1 1CSV2 1CSV3 ICSV4
SAF at SVFE |, for without city at 36 m 12.54 10.76 8.69 6.82
SAF at SVF5,, for with city at 36 m 7.62 7.44 6.46 5.45
% reduction in SAF at SVFS,, at 36 m 39.23 30.85 25.43 20.08
ASA at 36 m for without city 2.46 2.43 2.41 2.27
ASA at 36 m for with city 2.06 2.07 2.09 2.01
% Decrease in ASA at 36 m 16.26 14.81 13.27 11.45

ered (Tables 1-3). Fig. 1 illustrates the sketch for the vertically exaggerated
site-city model with nine B12-buildings situated in the elliptical basin. The
maximum depth and width of the elliptical basin were taken as 150 m and
660 m, respectively. The width of B12 buildings was taken as 60 m and
spacing between two consecutive buildings was 12 m. The buildings of the
city were numbered as 1%, 2°d and 9*" building from left to right edge of
the city. The centre of 5** building was at the centre of elliptical basin. The
free field motions were computed on a horizontal array with 14-equidistant
(72 m apart) receiver points, extending from 486 m left to 468 m right of
the centre of elliptical basin.

6.1. Standalone building at the centre of basin

To quantify the SCI effects on the response of B12-buildings of the city,
the SV-wave response of standalone B12-building at the centre of ellipti-
cal basin is considered as a reference one. Fig. 7a shows a comparison of
horizontal component of the SV-wave responses at the top of standalone
B12-building situated at the centre of basin (left panel) and corresponding
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SAFs (right panel) in the ICSV1-ICSV4 impedance models. The double
resonance phenomenon was responsible for many fold increase in spectral
amplifications. For example, the obtained SAFs at SVF 052% as 67.27, 59.69,
50.61 and 41.82 in the ICSV1-ICSV4 models were 7.32, 6.65, 5.77 and 4.91
times larger than those obtained at SVF 62 p of building on rock, respectively
(Table 4). Although, there was no increase of SVFg,E of building with an
increase of IC, but, the interaction of standalone building with basin has
caused a minor reduction of SVF 052% of building (0.64 Hz) as compared to
the SVFy,, of standalone building on rock (0.66 Hz). There is no splitting
of the spectral bandwidth of the fundamental mode of vibration of building.
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Fig. Ta-b. A comparison of the SV-wave responses (left) and spectral amplifications (right)
at the top of standalone building on the exposed rock, at the top of a standalone building
at the centre of basin and at the top of a building situated at the centre of ICSV1-1CSV4
site-city models, respectively.

6.2. SCI effects on building response

The left panel of Fig. 7b shows the SV-wave responses at the top of 5"
building of the ICSV1-ICSV4 site-city models. Fig. 7b revealed a decrease
of amplitude and duration of the SV-wave at the top of building with an
increase of IC. In contrast to this, the right panel of Fig. 7b showed that
the SAF's at the top of building were increasing with the increase of IC. The
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interaction of city with basin has further reduced the SVFg} of building
to 0.58 Hz, but, this reduction was not affected by the change of IC. The
obtained SAF at SVFy% of 5™ building as 34.41, 31.02, 26.90 and 22.65
in the ICSV1-ICSV4 site-city models, respectively were 48.84%, 48.03%,
46.84% and 45.43% lesser than those obtained in the respective case of the
standalone building (Table 4).

On the other hand, the observed reduction of SAF at SVF 0% p of building
as 67.41%, 65.29%, 62.48% and 59.31% in the ICSV1-1CSV4 site-city mod-
els, respectively revealed that reduction of SAF at SVF 692 p was larger than
that at SVFP (Table 4). There was also an increase of % reduction in
ASA in the horizontal component of SV-wave response of 5 building with
an increase of IC as compared to that in the case of standalone building.
So, it may be inferred that the role of IC in the SCI effects on the building
response is considerable but not on the reduction of SVF 052% of buildings.

The left and right panels of Fig. 8a-d depict a comparison of the SV-wave
responses and SAFs at the top of 5, 7" and 9*" buildings of the ICSV1-
ICSV4 site-city models, respectively. A decrease of the SV-wave amplitude
and duration at the top of buildings towards the edge of city can be inferred.
A decrease of SAFs at the top of building with the decrease of impedance
in rock as well as towards the edge of city can be seen in the right panels
of Fig. 8a-d. Fig. 8 also showed a decrease of SAF at frequency SVF 052%
towards the edge of city, but this decrease was very large in the case of 9
building. This may be due to decrease of SAF at towards the edge (Bard
and Bouchon, 1985; Kumar and Narayan, 2018).

6.3. SCI effects on basin response

The SV-wave responses of the ICSV1-ICSV4 site-city models for without
and with city in basin were computed on the horizontal array in between the
buildings to quantify the role of IC in SCI effects on the SV-wave response of
basin. A considerable decrease in the SV-wave response of basin was inferred
due to the presence of city (result not shown here). Fig. 9a-d depicts the
comparison of SAFs of the horizontal component of the SV-wave for without
and with city in the basin at a distance of 36 m (left panel), 108 m (middle
panel), and 252 m (right panel) from the centre of basin for the ICSV1-
ICSV4 site-city models, respectively. The analysis of Fig. 9 revealed that
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in the absence of city, the deep elliptical basin was vibrating with a single
fundamental frequency and the amplification at this frequency was largest
at the centre of basin and reduced to one towards the edge of basin, as
was observed in the case of SH-wave responses (Bard and Bouchon, 1985;
Kumar and Narayan, 2018).
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Fig. 8a-d. A comparison of the SV-wave responses (left) and spectral amplifications (right)
at the top of different buildings of the ICSV1-ICSV4 site-city models, respectively.
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Fig. 9a-d. A comparison of spectral amplifications of free field motion at different locations
in the absence and presence of city in the ICSV1-ICSV4 site-city models, respectively.

Minor increase of SVF, 052? p of basin with an increase of IC in the absence
of city can be inferred (Zhu et al., 2019). However, the interaction of city
with the basin has reduced the SVF, 052? p of basin to around 0.58 Hz in all the
IC model. This reduction of SVF, OB2 p of basin due to SCI was for the entire
elliptical basin and was not limited to the area covered by the city. It was
interesting to note that the fundamental frequency of buildings and the basin
were matching, even after interaction. Table 5 depicts that SCI has caused a
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reduction of SAF at SVFOBQD of basin of the order of 39.23%, 30.85%, 25.43%
and 20.08% in the ICSV1-ICSV4 site-city models, respectively, at a distance
of 36 m. But, the obtained % reduction of SAF at frequency SVF 052 p as
79.83%, 75.99%, 70.49% and 66.67% in the ICSV1-ICSV4 site-city models,
respectively, reveals that the % reduction of SAF at SVF 692 p is larger than
that at SVFyy5. Table 5 also revealed an increase of % reduction of ASA in
the free field motion with an increase of IC. The SCI effect on the free field
motion was largest at the centre of city and decreasing towards the edge of
city.

7. Discussion and conclusions

The analysis of simulated SH- and SV-wave responses of the various consid-
ered site-city models revealed that the obtained reduction of FOSQ% of build-
ing, FOB; p of basin, corresponding SAFs as well as splitting of bandwidth of
fundamental mode of vibrations of both the basin and buildings corroborate
with the findings in the past SCI studies (Guéguen and Bard, 2005; Kham et
al., 2006; Semblat et al., 2008; Kumar and Narayan, 2018). The observed
splitting of fundamental mode of vibrations of both the buildings and basin
is due to an additional drop of SAF at F@% p of building on rock since the
emanated seismic waves by the buildings at this frequency were out of phase
to that of the incident S-wave (Jennings, 1970; Kanamori et al., 1991). The
obtained larger % reduction of SHFE , of basin and corresponding SAF in
the case of SH-wave responses, even though the number of buildings were
lesser, may be due to larger height of B16-building as compared to B12-
building used in the SV-wave simulations or due to buildings behaving as a
shear beam for the SH-wave or may be due to both. The increase of Ff
of basin with an increase of IC in the absence of city corroborates with the
finding of Zhu et al. (2019). It was appealing to note that reduction of
Fﬁ%% of building and F3,, of basin due to SCI effects were unaffected by
the increase of IC for both the polarizations of S-wave. The drastic increase
of SCI effects on the responses of basin but only minor increase on response
of building were obtained with an increase of IC for both the polarizations
of S-wave. Although, the % reduction of SAF at SVF, OB2 p of basin was lesser
than that at SHFOB;D, but, the role of IC in the SCI effects on the responses
of buildings and basin was lager in the case of SV-wave responses.
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