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Abstract 

The oil separation behavior of emulsifiable oil was studied using barium salt of heavy alkyl benzene 

sulphonate as the frother and calcium salt of heavy alkyl benzene sulphonate as de- emulsifier. In this 
research, the application of separation column technique was studied. A synthetic oil emulsion was 
prepared with different percentage of oil. The stability rate constant was determined under different 
conditions. The study showed that the critical concentration of the surfactant affects oil recovery de-

pend on its critical micelle concentration CMC. The adsorption of the surfactant from the solution was 
investigated by measuring surface properties of the frother. The results were discussed in term of the 
adsorption isotherm and surface properties of the surfactant at the solution/oil/solid interfaces. The 
experimental data were analyzed as a first-order kinetic rate. The maximum oil removal obtained from 
the stable emulsion was 90% by weight. It can be enhanced by the addition 0.1% of barite. 
Also, this paper deals with the influence of various thermodynamic parameters on the adsorption sur-
factant on the solid barite particles and will be discussed this synergism between the surfactant and 

the barite particles according to its adsorption isotherms at solid / oil interface and surface properties 
of the collector. It can be concluded that the column technique seems to be important separation 
methods and need to be modified using electro separation in the next research. 

Keywords: Oil emulsion; frother; wastewater; barite. 

 

1. Introduction 

Microemulsion is formed when water is dispersed in a hydrocarbon-based continuous phase 

and is normally located towards the oil apex of an oil/surfactant. In this region, thermody-

namically driven surfactant self-assembly generates aggregates known as reverse or inverted 

micelles, which minimize surface energy, are the most common form. Added amphoteric sur-

factants will become compartmentalized into the central cores of these reversed micelles. The 

oil-water emulsions are found in the petroleum industry, such as producing, and refining. The 

microemulsion is harmful to the environment. It is very important to develop different meth-

ods for destruction of oil emulsion for oil removal. Flotation technique which is used for recov-

ering oil from clay and wastewater by Omar et al. [1]. The separation methods are developed, 

such as electroflotation and dissolved gas flotation [2-6]. The study of separation required 

preparation of the stable synthetic emulsion. Micelles in these systems can be described as 

“nanoreactors,” providing a suitable environment for controlled nucleation and growth. Also, 

at the latter stages of growth, steric stabilization provided by the surfactant layer prevents 

the nanoparticles from aggregating. Some amphoteric surfactants such as N-octyl-N-benzyl-

N-methyl glycine is used as oil separation. The physicochemical chemical characteristics were 

investigated. The adsorption behavior of these surfactants at oil/air interface was investigated 

by measuring the surface tension and interfacial tension as a function of concentration. Sur-

face properties, in particular, the critical micelle concentration (CMC), the maximum surface 

excess (ΓCMC) and the minimum surface area (Amin) were measured. It is found the surface, 

and thermodynamic properties of the prepared surfactants depend on its chemical structure. 
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Also, it is found that there is a good relationship between the surface properties of the surfac-

tant and their efficiency in depressing oil recovery.  The separation of waste oil from clay was 

studied using benzyl triethanol ammonium chloride as a phase transfer catalyst. The study 

showed that the surface tension affects oil recovery. The effects of various parameters includ-

ing the concentration of catalyst, collector, and contact angle, and zeta potential for oil ex-

traction were studied. The results depicted that, oil recovery increased with time of separation 

to a maximum and then levels off. The mechanism of oil separation was discussed according 

to micelle composition and the calculated oil recovery obtained was 87% [6]. 

This research aims to prepare stable oil emulsion at the optimum condition and studying 

the barium salt of heavy alkyl benzene sulphonate as anionic oil frother and its mixture with 

non ionic nonyl phenol ethoxylate at different mole fractions. Furthermore, at optimum con-

ditions, addition different percentage of clay to best collector dose. Also, this paper suggests 

the relationship between the efficiency of adsorption at oil phase and solid phase. The used 

oil was pretreated with local clay by the Elmehbad [7]. 

2. Experimental  

Triton x -100 is the nonylphenol ethoxylate with a mean of 10 ethoxy units per nonyl phenol 

was used and supplied from Aldrich. The barium and calcium salts of heavy alkyl benzene 

sulphonate as anionic oil collector and de-emulsifier were prepared and confirmed their struc-

tures. 

The surface tensions for various concentrations of the frother was measured using a Kruss 

type 8451 Duy Noy tensiometer at different temperatures with an accuracy of 0.2 mN/L [8]. 

Table 1 lists the physical properties of the oil uses in forming an emulsion. The oil content 

of each sample was determined gravimetrically to an accuracy of ± 10mg /L [9]. Separation 

experiments were conducted using a column. The samples were conditioned with de-emulsifier 

for 10 minutes before separation. At optimum conditions, the recovered oil was collected, and 

its weight determined [9]. 

Emulsions were prepared from base oil and water, the emulsifier (Triton x 100) was used 

with a concentration of 50 µmol/L according to its CMC. The physicochemical properties of the 

base oil are listed in table 1. The oil content of the sample was determined gravimetrically to 

an accuracy of ± 10 mg/L [9]. 

Table1. Physical properties of emulsified oil 

Properties Base oil Test ASTM 

Density ( g/mL) at 15.5oC 0.8951 D 1298 
Refractive index nD20

 1.4954 D 1218 
Kinematic viscosity cSt 

at 40oC 
at 100oC 

 

16.56 
27.15 

 

D 445 
 

Pour point, oC 14 D 97 
Carbon residue content, wt% 1.5 D524 
Ash content, wt% 0.0511 D482 

In the separation process using the separation column. The emulsion poured in the column, 

different concentration of demulsifier was added and stirred at 1200 rpm with the pulp pH was 

adjusted only by adding, HCl. Then frother and barite added for 5- 20 min nitrogen was intro-

duced. 

3. Results and discussions 

In the formation of emulsions, oil is broken up into particles that are dispersed into water. 

This emulsion is highly unstable according to the thermodynamic parameters. So addition 

Triton x-100 ethoxylate is to stabilize the emulsion for a definite time. 

Figure 1, shows the change in oil concentration with time by adding this emulsifying agent. 

This compound adsorbs at the interface between oil/w interfaces. As the results, the interfacial 
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tension between the two phases decreases. Furthermore,   agent forming a barrier film around 

oil droplets As the results, the dispersed particles do not coalesce forming microemulsions. 

Flocculation or coagulation depends on interfacial tension and temperature. At low tempera-

ture, ethoxylate forming its micelle (CMC), then oil particles can be solubilized inside the mi-

cells and forming o/w emulsions. As the temperature is increased, the solubilization of oil 

increases until 50 Co. Furthermore, as the temperature increases, the structure of the micelle 

change to a sandwich like by increasing temperature and the phase inverse and the micelle 

change from hydrophilic to oleophilic micelles (Figure 2). 

  
Figure 1. Effect different times on the oil concen-
tration in oil/water emulsion, c/Co 

Figure 2. Effect different temperatures on oil 
content c/Co in o/w emulsion 

At optimum conditions of formation emulsion o/w, the stable emulsion are conditioned with 

different concentration of demulsifier (calcium heavy alkylate sulphonate) for 10 min. and 

stirring rate 1200rpm. The results obtained are cleared in Figure 3.  

  
Figure 3. Effect of diferent concentration of the 

demulsifier calcium heavy alkylate sulphonate on 
oil separation 

Figure 4. Effect different concentrations of the de-

mulsifier in the presence of barite on oil content 
c/Co 

The percentage of oil separation versus the concentration of demulsifier is depicted in the 

above figure. The oil separation was improved as the concentration of the demulsifer increased 

to 0.005 mol/L. These results can be discussed according to the role of the additive. The 

demulsifier is hydrophobic in nature, lead to the emulsion invert direction of its adsorption.  

As results, oil particles coagulate. The trapped water is surrounding by an interfacial film of 

demulsifier. As the results an increase in the interfacial tension between two phases, due to 

the rupture of a thin film formed between adjacent droplets. At the same time, the demulsifier 

counter acts as the emulsifier and promotes the formation of the aggregates oil and facilitate 
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the rupture of the droplet interface film, lead to separation of oil from water.A sample of barite 

with size 150 mesh and its surface area 59.38 m2g-1.The addition of 10 g of barite enhances 

the role of demulsifier in oil separation as shown in Figure 4. 

The synergies between the demulsifier and the fine particles of barite are depicted in Figure 5. 

The author suggests the barite particles capable of forming oleophilic colloidal suspensions, 

as the results, the oil particles aggregate, and water separate from emulsifier micelle in the 

core. The interaction of barite at the emulsion interface and wettability of the barite. At the 

same time, the demulsifier adsorbs at the barite with oil phase indicated by formation the 

fragment number of particulates at the oil-water interface. As the results, demulsifier is effec-

tive in changing the wet ability of barite. 

  

Figure 5. Relation between concentration of the 
de emulsifier and % water separation 

Figure 6. Effect of the separation time on the per-
centage of oil recovery at 0.01mole/l of collector, 
with and without the demulsifier and 1% of barite 

At optimum conditions of demulsifying 1% of barite conditioned for 10 min. and stirring at 

1200rpm. The effect of dose of barium heavy alkylate sulphonate as oil frother with a velocity 

of nitrogen 5l/s is shown in Figure 6. The percentage of oil recovery increase with increasing 

time of separation. We notice sharply increase in oil recovery after 2 minutes. The rate of oil 

recovery can be correlated to fit the first order kinetic rates the following: 

dc/dt=-k 

where the c is the oil concentration; t is separation time; k is removal rate constant. 

Ln(c/co) = -kt 

From the above equation, k value = 2.5 min-1but by changing the dose of frother, the values 

of k increase as shown in Table 2 and Figure 7. The author calculates the degree of surface 

coverage of the additive on barite surface. It found that there is a good relationship between 

% of oil recovery and degree of surface coverage (Table 3).  

Table 2. Effect of the separation time on rate constant 

Dose of collector k 

0.0001 2 m-1 

0.001 2.2 m-1 
0.01 2.5 m-1 
0.1 3.1 m-1 

From the above equation, k value = 2.5 min-1but by changing the dose of the frother, the 

values of k increase as shown in Table 2 and Figure 7. 

The changes to the frother performance with an addition 1% of barite powder enhance 

separation and oil recovery as shown in figure 7. It found that, a significant increase in oil 

recovery and removal rate constants. The percentage of oil recovery changed from 45 to 73% 

for barite concentration 1%by weight and k changed from 3.1min -1 to 5.1 min-1 (Table 3). 

These results can be discussed according to the adsorption isotherm of barium sulphonate on 

barite surface. The author suggests a method for measuring of the degree of surface coverage 

of the collector on barite surface according to Frumkin adsorption isotherm, the results are 
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listed in Table 3. Which the oil recovery increases with increasing contact angle and degree of 

surface coverage. The author thinks the degree of surface coverage computable with a contact 

angle of oil barite surface. 

 
Figure 7. Effect of the frother concentration on % oil recovery in the presence demulsifier and with or without 
barite 

Table 3. Effect degree of surface coverage of the additive at barite surface on % oil recovery 

Dose of the frother 
Degree of surface barite 
converge by the additiveᴓ 

0.0001 0.0042 
0.001 0.00707 
0.01 0.01 

0.05 0.012 

4. Conclusion 

Further work will study removal oil without using additive by design electro separation 

column of the frother barium heavy alkylate sulphonate necessary to enhance of oil recovery 

by separation techniques. There is a good enhancement between addition fine powders of 

barite in the presence of the frother, where the yield of oil recovery increase. These results 

depend on the degree of surface coverage of collector on barite surface, which affect on the 

contact angle of oil. 
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Abstract 

Due to the rising need for alternative sources of energy, as a result of the challenges of fossil fuel, 

studies must forge on to explore other viable sources of clean and renewable energy like biogas.  Bio-
gas is a combustible mixture of bio-methane, carbon (IV) oxide, and other trace gases. It is produced 

as a result of anaerobic digestion of organic matter. This work develops a small-scale biogas plant with 

a smart system that was used to enhance the study of biogas production at the Department of Me-
chanical and Mechatronics Engineering, Afe Babalola University Ado-Ekiti (ABUAD). The plant was de-

signed using Autodesk Inventor and fabricated with Stainless steel due to its high resistance to biolog-

ical corrosion. An Arduino Uno Microcontroller was also connected to a pressure, pH and temperature 
sensors to monitor the process parameters of the developed biogas plant. Results obtained to validate 

the direct relationship between organic loading rate and biogas production. It also showed the inter-

action between temperature and pressure, temperature and pH, pH and pressure. Optimization of the 
process parameters was carried out using the central composite design model and response surface 

methodology. Taking the biogas yield as the response of the designed experiment, the data obtained 

were statistically analysed to obtain a suitable model for optimization of biogas yield as a function of 
the process parameters.  For a sample 24-hour period the optimum values of the process parameters 

for the optimum yield of biogas (23 litres) were found to be: Loading rate (0.75 kgVDM/m3), temper-

ature (25.34oC), pH (7.04) and pressure (4.84 kPa). The work has been able to lay a foundation for 
studies on biogas production using sensors and continuous parameter monitoring. It has also laid a 

foundation for research work by developing a small scale biogas plant for experimental purposes.   

Keywords: anaerobic digestion; biogas; organic matter; smart system; renewable energy. 

 

1. Introduction 

Biogas is a combustible mix of gases produced by the natural fermentation of wet biomass 
in an anaerobic process [1]. Biogas production technologies are highly beneficial to society as 
they transform waste into useful energy while reducing environmental pollution. Furthermore, 
the digestate (decomposed substrate) provides a source of potent fertilizer for improving plant 

yield. Biogas is a sustainable source of energy and can be explored to end the dependence on 
energy from fossil fuels.  

The average human being produces about 1.2 kg of waste each day [2]. In all parts of the 
world, increasing production and improper management of organic waste is a major environ-
mental problem [3]. Even more troubling, according to the World Energy Council [4], more than 
80% of the world’s energy need is currently being met from non-renewable energy sources. 

It is thus imperative for the engineering profession to develop waste-to-energy systems to 
help meet the energy demands of society. In domestic application, heat energy is required 
each day for warmth and cooking. This energy can be provided in a sustainable manner with 
the implementation of a waste-to-energy conversion system using anaerobic digestion of or-
ganic waste to yield biogas for cooking, space heating and even powering of combined heat 

and power (CHP) engines, and organic fertilizer for improving plant yield.  
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This work develops a small-scale biogas plant that converts food waste and animal excreta 
to biogas via anaerobic digestion. According to Ramatsa et al. [5], anaerobic digestion is a 
four-stage process brought about by the combined action of several species of bacteria. The 
first stage called hydrolysis where long chain substances like carbohydrates, proteins, and fats 
are broken down into smaller fragments such as simple sugars, glycerol, fatty acids and amino 

acids [6]. In the second stage called acidogenesis and acidification, fermentative microorgan-
isms convert these smaller fragments into short chain fatty acids such as acetic acid, propionic 
acid, and butyric acid [7]. In the third stage of acetic acid formation (acetogenesis), the prod-
ucts of the previous stage are the starting substrates. With these products, lactic acid, alco-
hols, and glycerol, these substances are converted by acetogenic microorganism into acetic 

acid, hydrogen and CO2. In the fourth and final stage, methane bacteria act on the acetic acid, 
hydrogen, and CO2 to produce methane [7-8]. This biogas typically contains 50 -70% of methane 
[9]. With the above process, it becomes evident that biogas production is a fairly complex 
process. According to Weise and Konig [9], without instrumentation and proper monitoring, 
biogas plants are often under-loaded i.e., the biomass feed rate (organic loading rate) are 
below required levels to make the process cost-effective. Thus, the biogas plant will also be 

incorporated with a monitoring system consisting of sensors and a microcontroller to contin-
uously monitor the process parameters- pH, temperature and pressure and indicate plant 
malfunction. 

The aim of this work is to develop and optimize a small-scale biogas plant with a smart 
system for use in small scale applications.  

Since conventional biogas plants are not monitored, they are plagued with various chal-
lenges including the aforementioned under-loading of organic material (low organic loading 
rate) and overloading (excessive organic loading rate). Overloading slows down or stops the 
anaerobic digestion process and may cause a total system breakdown. Another considerable chal-
lenge that arises from lack of monitoring is diges-ter instability which arises as a result of un-

suitable pH for biogas production. According to Weise and Konig [8], for the first and second 
stage of biogas production, the best pH is between 4.5 – 6.3. For the third and fourth stages 
where methane formation is evident, the optimal pH range is specified as 7.0 -7.7.  

The anaerobic digestion process, however, self-regulates to achieve such a pH level, but it 
is common to have biogas plants fed with substrates that will make achieving this range diffi-

cult. This greatly increases the time needed for biogas production to commence. Furthermore, 
another challenge that arises from inadequate or non-existent biogas plant monitoring is poor 
production due to excessive temperature fluctuations or improper temperature range for var-
ious types of methanogenic bacteria. Methanogenic bacteria can either be psychrophilic (op-
erating effectively between 12 to 24°C), mesophilic (operating optimally between 22-40°C) 

or thermophilic (thriving optimally between 50 – 60°C). All these points to a gap in cost-
effective and easily accessible monitoring systems for biogas plants especially in the conven-
tional pilot and small-scale biogas plants. With the recent national economic turbulence and a 
worldwide slump in oil prices, it has become evident that countries must look inward to re-
newable sources of wealth and energy that will be economical, socially and environmentally 
sustainable. According to Davidson [10], ‘sustainable energy’ is energy for ‘sustainable devel-

opment’. Hence, the development of this system that will minimize improper waste disposal 
in communities, while creating wealth from waste, reducing landfills and providing a potent 
organic fertilizer becomes not only attractive but needful. Since waste is generated on a daily 
basis in academic and industrial areas, the system becomes desirably sustainable to study the 
anaerobic digestion process continuously. The fertilizer output can then be used on farms to 

grow crops that will help meet the local nutritional needs of society. Incorporation of the 
monitoring system also becomes desirable in ensuring that the process is both safe and stable. 
The sensors can detect anomalies in operation, and warning alarms can be raised to prevent 
plant instability, accidents, and emergencies before they occur. 
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This research is limited to development of a small-scale biogas plant for studying biogas 
production using a variety of organic waste. The small-scale biogas plant is incorporated with 
a smart monitoring system that is limited to data acquisition and display.  

Anaerobic digestion requires a vessel with an enclosed (i.e., air-tight) environment in which 
diverse microbial consortium which degrade organic material to generate biogas. When or-

ganic material including animal manure, agricultural residues, sewage sludge and food waste 
among others, undergo anaerobic digestion by the action of anaerobic bacteria, biogas is pro-
duced. According to Al Seadi et al. [3] and Friehe et al. [9], this gas mixture called biogas 
consists primarily of methane (50-75 % vol.) and carbon dioxide (25- 50 % vol.). Biogas also 
contains small quantities of hydrogen, hydrogen sulphide, ammonia and other trace gases. 

The composition of the gas is essentially determined by the substrate supplied, the fermenta-
tion (digestion) process and the technical design of the plant. According to Friehe et al. [9], 
monitoring biological processes is challenging.  Despite this fact, however, a variety of options 
exist for monitoring of plants ranging from operating logs to fully automated data acquisition 
and control systems. In the small-scale application, however, complex systems are to be 
avoided due to cost implication. 

According to Weise and Konig [8], to achieve optimal control of the biogas plant, detailed 
knowledge of key chemical and physical properties including temperature, pH, organic acid 
and fatty acid concentration, ammonium concentration and acid capacity. The sensors re-
quired for monitoring key process parameters including pH, pressure, and temperature will be 
studied subsequently.  The process by which biogas is formed can be divided into four major 

steps as shown in Figure 1. These individual stages of decomposition (degradation) must be 
coordinated and harmonized with each other in the best way possible to ensure that the pro-
cess completes smoothly without impediment or instability [9]. 

During the first stage, complex compounds of the starting material including carbohydrates, 
proteins, fats, and oils are broken down into simple organic compounds such as amino acids, 

sugars and fatty acids/glycerol. The hydrolytic bacteria involved in this stage releases enzymes 
that decompose the material by biochemical means.  

During this acidification phase, the immediate products from hydrolysis are then further 
broken down by acid-forming (fermentative) bacteria to form lower fatty acids (acetic, propi-
onic and butyric acid) alongside carbon dioxide and hydrogen. Also, small quantities of lactic 

acid and alcohols are also formed. The nature of products formed during this stage is influ-
enced by the concentration of the intermediate hydrogen content. 

 

Figure 1. Schematic representation of anaerobic digestion (Source: Friehe et al. [9]) 
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In this stage, acetic acid forms. The products of the acidification phase (acidogenesis) are 
then converted by acetogenic bacteria into precursors of biogas (acetic acid, hydrogen, and 
carbon dioxide). The partial pressure of hydrogen is particularly important in this connection. 
Excessive partial pressure of hydrogen can prevent the conversion of the intermediate prod-
ucts of acidogenesis due to energy related reasons.  

As a consequence of this excessive partial pressure, organic acids such as propionic acid, 
isobutyric acid, isovaleric acid and hexanoic acid accumulate and inhibit the formation of me-
thane. For this reason, the hydrogen-forming (acetogenic) bacteria must co-exist in a close 
biotic community with the hydrogen-consuming methanogenic archaea, which consume hy-
drogen together with carbon dioxide during the formation of methane, thus ensuring an ac-

ceptable environment for the acetogenic bacteria.    
This is the final stage of biogas generation. Acetic acid, hydrogen and carbon dioxide are 

converted into methane by strictly anaerobic methanogenic archaea. The hydrogenotrophic 
methanogens produce methane from hydrogen and carbon dioxide, whereas the acetoclastic 
methane-forming bacteria produce methane by acetic acid cleavage. At higher organic loading 
rates (usually obtainable in agricultural biogas plants), methane is formed primarily via the 

reaction pathway utilizing hydrogen, while it is only at relatively low organic loading rates that 
methane is formed via the reaction pathway involving the cleavage of acetic acid [11].  

In an anaerobic digester or reactor, these four phases of anaerobic degradation take place 
simultaneously as a single-stage process. According to Vanek et al. [12], anaerobic digesters 
are open systems which means that diverse types of microbes can come in with the waste 

streams to circumvent the need to sterilize the inflow streams, and this eventually results in 
thousands of microbial species being present in a relat ively stable consortium. This suggests 
that within the anaerobic digester, microbes comprise a food web, which means that a product 
from one microbe is the substrate (food) for another one.  

According to Dobre et al. [13] and Friehe et al. [14], the following key factors affect the 

production of biogas via anaerobic digestion of organic waste. The hydraulic retention time 
(HRT) it is the mean range in which the substrate for anaerobic digestion process is retained 
in the digester, in contact with active bacterial mass. Substrates containing simple compounds 
are easily decomposed and require short HRT, while substrates containing complex com-
pounds are harder decomposed and require a longer HRT. The retention time of the solids 

(SRT) is the measure of the biologic system capability to reach certain standards concerning 
the effluents and/or to maintain a satisfactory rate of pollutants biodegradation. SRT controls 
the microbial mass in the reactor in order to obtain a degree of waste stabilization.  

Maintaining a high SRT translates to more stable running, better tolerance to toxic and 
shock loads and quick recovery after toxicity or instability. HRT is a key factor in the design 

process anaerobic digestion for digestible and hard complex organic pollutants, while SRT is 
the control parameter in the design process for readily digestible organic elements.  

HRT is determined by the volume of the digester and the amount of substrate loaded per 
unit of time, according to the equation .1.  

HRT =  
𝑉𝑑

𝑉𝑠
  [days],                                                                                                                           (1)  

where: HRT is the hydraulic retention time [days]; Vd is the digester volume [m3]; Vs is the 
amount of substrate loaded per time unit [m3/s].  

A short retention time determines a better flow rate of the raw material, but the low produc-
tivity of biogas.  

In the production process of biogas, the pressure is of great significance. The experiments 
have shown that when hydrostatic pressure prevailing on the methanogenic bacteria increases 
over the range, 400 - 500 mm H2O [13], biogas production ceases and is resumed when the 
hydrostatic pressure falls below that range. This is a critical component of the design work as 

it determines the height of fluid that the digester tank should operate with. For vertical di-
gesters where the height can reach tens of meters, biogas is produced only up to maximum 
depth 4 – 5 m and the rest of the area occupied by the substrate does not produce biogas, 
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which is why it is necessary to periodically bring to surface the material under the limit of 
reaction, by the stirring continued. The negative impact of this factor can also be avoided by 
using a horizontal tank whose height is typically below 3.5 m. 

In anaerobic digestion all biological processes are carried out at well-defined values of pH. 
The pH of the optimal hydrolytic stage is between 5 - 6, and for methane production (meth-

anogenesis) stage, the optimal pH value varies between 6.5 – 8. If the pH value decreases 
below 6, methane production is strongly inhibited.  In the hydrolytic stage, the acidogenic 
bacteria require a pH in the range 5.5 – 7.0, and in the final stages, methanogenic bacteria 
require a pH value ranging between 6.5 - 8.0.  

A major limitation to the processing of organic substrates through the process of anaerobic 

digestion in a single phase is a lower value of pH in the reactor due to rapid acidification by 
the production of volatile fatty acids. This effect hinders and inhibits the activity of methano-
genic bacteria. At digesters operating in a single phase with the full mixing of the substrate, 
the pH must meet the requirements of the populations of micro-organisms that coexist in the 
digester. The temperature of the reaction medium influences the pH value. While the temper-
ature is increasing, the carbon dioxide solubility decrease; this is why in the case of thermo-

philic digesters the pH value is higher than in the mesophilic ones where the carbon dioxide 
will dissolve easier and will produce carbonic acid in reaction with the water, increasing the 
acidity. During the digestion process, the pH value may increase because of the ammonia 
presence resulted either by the protein degradation or by its presence in the charging flux.  
The size of organic particles to be digested affects the rate of anaerobic digestion and thus 

the overall rate of biogas production. The smaller the particle size, the faster the rate of an-
aerobic digestion due to increasing in surface area. This smaller particle size inc reases biogas 
generation rate and reduces the amount of residue thus reducing digestion time overall. 
Smaller particles also mean shorter settling time since particles can be suspended in the fluid 
for greater digestion [15].  

To achieve steady and increased biogas production rate, the substrate to be digested and 
the anaerobic bacteria must have extensive contact. This contact can be achieved by proper 
mixing of the substrate in the digester tank. If there is insufficient mixing, layers of sediments 
begin to form in the digester tank, trapping bacteria beyond the reach of the undigested sub-
strate [14]. Due to differences in density, these various substrates form layers with the majority 

of the bacterial mass settling at the bottom of the tank out of reach of the majority of the 
substrates to be decomposed.  

Solids that can float then form a layer of scum at the top of the slurry making it difficult for 
gas to escape from lower levels. The result of these factors is a significantly lower biogas 
production rate. Thus, mixing is essential for proper biogas production. Excessive mixing must, 

however, be discouraged in biogas plants as the bacteria that help form acetic acid (during 
acidogenesis) and the archaea responsible for methanogenesis form a close biotic community 
that can be destroyed by excessive stirring. A compromise thus must be reached between 
stirring time and stirring intensity. 

Other factors that affect biogas production include mixing ratio, inoculums, loading rate, 
nitrogen inhibition, C/N ratio, agitation, toxicity, solid concentration, seeding, metal cations, 

additives, etc.  
A wide array of research work has been carried out on biogas production in Nigeria and in 

other parts of the world. Biogas production and science have steadily progressed in the last 
four decades. However there is much room for innovation and creative thinking. Otaraku and 
Ogedengbe [16] studied the effect of Sawdust concentration in the co-digestion of sawdust, 

cow dung, and water hyacinth. This was done over a period of 64 days, and it was observed 
that about 40% of Sawdust in the total solids yielded optimum biogas production. Increased 
Sawdust content lowered biogas productivity due to the high lignin content of the sawdust 
which is difficult to digest. 

Yavini et al. [17]studied the mesophilic biogas production potential of Groundnut shell, Maize 

cobs, Rice straw, and Bagasse. It was observed that the inoculation of these agricultural 
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wastes with methanogenic bacteria sources such as cattle dung and poultry droppings had an 
important role and positive impact on biogas generation quantity. Rajendran et al. [18] gave 
an insightful overview into the various designs and operation of household biogas digesters, 
noting that moderate mixing is essential in biogas reactors as too much mixing stresses the 
microorganisms and too little mixing encourages foaming and even formation of scales.  

Dahunsi and Oranusi [19]worked on co-digestion of food waste and human excreta for bio-
gas production. They provided relevant data on the pH regime in the mesophillic temperature 
range for co-digestion of food waste and human excreta. The limitation of their research lies 
in the fact that temperature and pH were not continuously monitored but taken daily and 
weekly respectively. Ezeokoye and Okeke [20] worked on the design, construction, and perfor-

mance evaluation of a Plastic Bio-digester and the Storage of Biogas. They Monitored param-
eters for biogas production from grains during batch digestion, but in their digesters, Practical 
digesters are mostly continuously fed, temperature monitored daily, pH monitored weekly. 
Dobre et al. [13] studied the overview of Main factors affecting biogas production. They high-
lighted lack of effective parameter monitoring to be a major cause of poor production and 
instability. Labatut and Gooch [21] monitored of anaerobic digestion process to optimize per-

formance and prevent system failure.  The work highlighted lack of process monitoring and 
operational management as a major cause of failure in most Biogas plants. They used analyt-
ical laboratories for onsite monitoring of large-scale plants which are too expensive for the 
domestic or small-scale application. 

Despite the many benefits of biogas digesters, there are also a number of drawbacks that 

can make the implementation of this technology difficult. These difficulties include: Methano-
gens have many specific parameters, such as temperature and pH, this hinders widespread 
commercialization of anaerobic digesters [22]. The hydraulic retention time (HRT) poses a chal-
lenge, HRT which is the average time that the input slurry spends in the digester before it is 
removed, in tropical countries is 30 to 50 days, whereas in colder climates, it can be as long 

as 100 days, which requires a larger digester volume and raises costs [23]. While digesters can 
provide energy savings or even income to small-scale owners at farms—by way of selling 
electricity produced back to the power company—finding the right economies of scale possess 
yet another challenge. While biogas digesters do indeed offer a valuable way to reduce food 
waste and to capture energy that would otherwise be squandered, the actual potential of 

anaerobic digestion to produce a great deal of electricity is fairly limited. Even if the energy-
producing capacity of biogas is small, given the waste-reducing benefits of anaerobic diges-
tion, combined with its ability to slow climate change, pursuing policies to make digesters 
more common makes a great deal of sense. The main challenge is finding the right scale in order 
to make biogas digesters more economically feasible. 

2. Materials and method 

The biogas plant was designed as a continuously stirred reactor type (CSTR) due to its 
smaller footprint, ease of maintenance and improved gas production over the plug-flow mix 
type. A fixed-dome configuration was also selected over the floating-dome type due to its 
stability and relative ease of operation. A grinder was added to the digester vessel to reduce 
the particle size for improved biogas production. A stirrer system with an electric motor was 

also added to introduce substrate mixing that would boost biogas yield. The monitoring system 
was identified as a major improvement based on the limitations of other work and was imple-
mented in the biogas plant. 

The methodology employed for the design and construction is elucidated subsequently.  

2.1. Materials  

The following materials were used for the construction of a biogas plant: 
i. Sparkless electric motor (1HP) 
ii. Stainless steel type 316 
iii.  Stirrer 
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iv. Waste grinder 
v. Hopper 
vi. Valves and fittings 
vii. Flashband sealing tape 
viii. Arduino Uno Microcontroller 

ix. pH Meter Kit 
x. Pressure transducer sensor 
xi. Temperature sensor 
The part list of the developed small-scale biogas plant is presented in Table 1. 

Table 1. Part list 

S/N Description Quantity Material Remarks 

1 Digestion tank 1 1 mm sheet metal Stainless steel 

2 Sparkless electric motor 1 Bought-out 0.35 kW  
3 Stirrer 1 20 mm ø shaft Stainless steel 

4 Waste grinder 1 1 mm sheet metal 

for mesh. 125 mm 
diameter grater. 

 

5 Valves and fitting 2 Bought-out ½’’ ball valve 

½’’ adapter 
¾” socket 

¾” X ½” bushing 

¼’’ gas outlet valve 
½” T-fitting 

½” PVC pipe 

6 Flashband sealing tape 2 Bought-out Aluminum faced, bitu-
men backed sealing 

tape 

7 Arduino Uno  1 Bought-out  
8 pH Meter Kit  Bought-out  

9 Pressure transducer sensor 1 Bought-out  

10 Temperature sensor 1 Bought-out  

2.1. Digestion tank 

The digestion tank is the main reactor chamber where anaerobic digestion takes place. The 
material for fabrication is selected as stainless steel due to its ability to combine high strength, 

good formability and good resistance to biological corrosion [24] that can result from the 
metabolic activity of anaerobic microorganisms. Painting with a chromium oxide based paint 
will also improve the surface thermal absorptivity from solar insolation. The following design 
calculations were evaluated for the overall reactor tank design. 
i. The volume of the reaction tank 

According to Bachmann [25], to ensure that micro-organisms have a balance between the 
time needed to breakdown waste substrates and the concentration or quantity of substrates 
available (to avoid overloading the micro-organisms and hence inhibiting biogas production), 
two factors must be considered in sizing of biogas plants. These include the organic loading 
rate (OLR) and the hydraulic retention time (HRT). 

The formula for calculating the volume of digester tank is given by equation 2. 

𝑉𝑑 =
𝐼𝑤 ×  𝐷𝑀 ×  𝑉𝐷𝑀

𝑂𝐿𝑅
                                                                                            (2)         

where: Vd is the reactor volume [m3]; Iw is the substrate input [kg/day]; DM is the dry matter 
content of the waste or total solids content expressed in %; VDM is the volatile dry matter 
content of the waste [% DM]; OLR is the theoretical organic loading rate [kgVDM/ m3day] 
OLR for a continuously stirred tank can be as high as 4 kgVDM/ m3day [25]. Assuming maxi-

mum substrate input (Iw) is 1.4 kg/day of food waste from home kitchens (small-scale appli-
cation). DM for food waste can be estimated at 20% and VDM as 85% [3,26]. Thus, 
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𝑉𝑑 =
1.4 ×  0.2 ×  0.85

4
              𝑉𝑑 ≈  0.06 𝑚3                                                                                                  

 
ii. Tank dimensions 

For minimal footprint and aesthetic consideration we take heuristics: 

 ℎ = 1.75𝑑 = 3.5𝑟                      (3)    but, 𝑉𝑑 =  𝜋𝑟2ℎ = .5𝜋𝑟3                                                             (4)  
Equating equations (3.2) and (3.3)     0.6 =  3.5𝜋𝑟3                                                                          
Hence 𝑟 ≈  0.175 𝑚 and ℎ ≈ 0.61 𝑚 

According to Moss [27], the thickness of the tank is estimated from equation 5.  

𝑡 =
𝑃. 𝑟

𝑆𝐸 − 0.6𝑃
                                                                                                         (5)   

where: t is the minimum thickness of the cylindrical reactor wall (mm); P is the maximum 
internal pressure (N/mm2); 𝑟 is the internal radius of the reactor tank (mm); S is the maxi-
mum allowable working stress of the component (N/mm2); and E is the joint efficiency. 

Anaerobic digestion is favored by near-atmospheric pressure condition, and anaerobic bac-
teria thrive best below 1.2 bar (120 kPa). Consequently, beyond the accepted range above, 
the anaerobic digestion process stalls and eventually biogas production ceases. Thus, the 
maximum pressure the tank should withstand should be within a safety limit of 1.2 bar. Using 
a Factor of Safety of 3, a maximum design pressure P calculated as 3.6 bar (360 kPa) is 

utilized. The internal radius of the tank, r is 0.175 m assuming a joint efficiency of the weld, 
E is 0.8. The maximum tensile strength of stainless steel is obtained as 520 MPa [28]. 
The permissible working stress is calculated as: 

𝑆 = 
𝑀𝑎𝑥𝑖𝑚𝑢𝑚  𝑇𝑒𝑛𝑠𝑖𝑙𝑒 𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ

𝐹𝑂𝑆
=

520𝑀𝑃𝑎

5
= 104 𝑀𝑃𝑎                                                      

𝑡 = 
360 × 103 × 0.175

(104 × 106 × 0.8) − 0.6(600 × 103)
= 0.000765 𝑚 𝑜𝑟 0.765 𝑚𝑚                                      

Thus, the thickness of plate was thus selected as 1 mm to the nearest mm. 
iii. Baffle design 

The digestion reaction tank (reactor tank) is equipped with baffles to prevent swirling and 
to induce turbulence required for mixing in the tank. According to James [29], the following 
heuristics apply: 3 to 4 baffles are sufficient for a cylindrical tank, and the geometry is shown 
in Figure 2. 

 

Figure 2. Baffle design for digester tank 
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The power requirement of the mixer was obtained using equation 6 according to Peters et al. [24]. 
𝑃 =  ∅𝑁𝑟

3𝐷𝑎
5𝜌                                                                                                                 (6) 

where: P is the power required for mixing (kW); ∅ is the power function;  𝑁𝑟 is the impeller 
rotation per unit time (rps); 𝐷𝑎 is the impeller diameter (m); 𝜌𝑠  is the density of slurry to be 
mixed (kg/m3) 

The power function can be estimated from charts using the Reynolds number and impeller 
characteristics. The Reynolds number for the flow is given by equation 7. 

𝑅𝑒 = 
𝐷𝑎

2𝑁𝑟 𝜌𝑠

𝜇
                                                                                                                          (7)    

The input waste is food waste of average density;  𝜌𝑓𝑤 = 360 kg/ m3 [2] and water of density 

𝜌𝑤= 1000kg/ m3. With a mixture ratio 1:1, 𝑐𝑓𝑤 = 𝑐𝑤, the slurry density is given from equation 

8. 

𝜌𝑠 = 
𝜌𝑤.𝜌𝑓𝑤(𝑐𝑓𝑤+ 𝑐𝑤) 

𝜌𝑓𝑤𝑐𝑓𝑤 + 𝜌𝑤𝑐𝑤

                                                                                                            (8)  

𝜌𝑠 = 
1000 × 360 (2)

360 + 1000
  = 530  kg/ 𝑚3                                                                                      

Slurry viscosity (𝜇) is approximately 650 cP or 0.65Ns/m2 [29]. Assuming the impeller 
speed 𝑁𝑟 𝑖𝑠 600 𝑟𝑝𝑚 (10 𝑟𝑝𝑠) and the diameter of impeller (𝐷𝑎𝑡ℎ𝑒 ) obtained from impeller sizing 

heuristics according to Peters et al. [24] is given as equation 9. 

𝐷𝑎 =
𝑇𝑎𝑛𝑘 𝐷𝑖𝑎𝑚𝑒𝑡𝑒𝑟 (𝐷𝑇 )

2.5
                                                                                                                (9) 

𝐷𝑎 =
𝑇𝑎𝑛𝑘 𝐷𝑖𝑎𝑚𝑒𝑡𝑒𝑟 (𝐷𝑇)

2.5
=

350

2.5
= 140 𝑚𝑚. Therefore, the Reynolds number is calculated from equation 

7 as:   𝑅𝑒 = 
0.142×10×530

0.65
= 160 

Since Froude’s number is not a factor (Re < 300), the relation between power function and 
the Reynolds number for a paddle mixer is shown in Figure A1 from Appendix A. Thus, the 
power function ∅ 𝑖𝑠 6 as obtained from the chart for Reynolds number Re of 54.  

Assuming 𝑁𝑟 = 600 𝑟𝑝𝑚 =
600

60
 𝑟𝑝𝑠 = 10 𝑟𝑝𝑠, 𝐷𝑎 = 0.14 𝑚, and 𝜌𝑠 = 530 𝑘g/𝑚3.   

Using equation 6, the power required for mixing is calculated as: 
𝑃 = 6 × 103 × 0.145 × 530 = 171 𝑊   

With loading of 80%, the motor power required will thus be: 

𝑃𝑚 =
171

0.8
=  250 W (to the nearest standard). Using a safety factor of 2.5, 𝑃𝑚 = 250 ×  2.5 =  625 W  

Due to availability, a 1 HP (750 W) motor is selected.  

2.2. Stirrer 

The stirrer consists of paddle-type impeller blades with a vertical shaft subjected to twisting 
moment only.  
i. The diameter of impeller (𝑫𝒂)  

According to Peters et al. [24] (2003), the diameter of imthe peller is obtained from impeller 
sizing heuristics as 140 mm by recalling equation 9. 

𝐷𝑎 =
𝑇𝑎𝑛𝑘 𝐷𝑖𝑎𝑚𝑒𝑡𝑒𝑟 (𝐷𝑇 )

2.5
                                                           (𝑅𝑒𝑐𝑎𝑙𝑙 𝑒𝑞𝑢𝑎𝑡𝑖𝑜𝑛 9) 

ii. Diameter of shaft 
As the weight of the shaft is negligible and as the shaft is vertically oriented for mixing, it 

is subjected majorly to twisting moment. From Khurmi and Gupta [30], shafts may be designed 
on the basis of rigidity and strength. When subjected to twisting moment only, the following 

relation holds true: 
𝑇

𝐽
=

𝜏

𝑟
                                                                                                                                 (10)         

with little mathematical consideration it can be shown that: 

𝑑 3 =
16𝑇

𝜋𝜏
                                                                                                                               (11)          
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where: T is the torque or twisting moment (Nm); 𝜏 is the allowable or permissible torsional 
shear stress (N/mm2); 𝐽  is the Polar moment of the shaft about its axis of rotation (mm4); 𝑟 
is the radius of the shaft (mm); and 𝑑 is the diameter of the shaft (mm). 

The twisting moment T is calculated from equation 11 as 

𝑇 = 
𝑃

2𝜋𝑁𝑟

                                                                                                                      (12) 

         

𝑇 =
750

2𝜋 ×  10
= 11.94 𝑁𝑚                                                                                       

The allowable shear stress for stainless steel can be obtained as  𝜏 = 0.18𝜎𝑢                          (13) 
where: 𝜎𝑢 is the ultimate tensile strength given as 520 MPa [28].  
𝜏 = 0.18 × 520 = 93.6 𝑀𝑃𝑎                                                                                          
Thus, the diameter of shaft the the for the mixer is calculated as: 

𝑑 3 =
16 × 11.94

𝜋 × 93.6 × 106
                          𝑑 =  𝟏𝟎 𝒎𝒎 (𝑛𝑒𝑎𝑟𝑒𝑠𝑡 𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝑠𝑖𝑧𝑒)                             

 Using a safety factor of 2, 𝑑 = 𝟐𝟎 𝒎𝒎 (𝑛𝑒𝑎𝑟𝑒𝑠𝑡 𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝑠𝑖𝑧𝑒) 

2.3. Water crusher 

Since food waste is to be used as a substrate, provision is made for the easy crushing of 

food remains including cooked food and spoiled fruits. The waste crusher will also aid in the 
particle size reduction of various grains and nuts that will be fed to the biogas reactor. The 
crusher consists of a roller with a shaft for power transmission. The power required to actuate 
the crusher depends on the torque needed to rotate the roller cylinder when loaded to maxi-
mum. As the digester will be loaded daily in batches of 1.4 kg; the force F on the crusher is 
given by equation 14. 

𝐹 = 𝑚. 𝑔        (14) 
𝐹 = 1.4 × 9.81 = 13.74 𝑁  

The torque T required is calculated from equation 15. 
𝑇 = 𝐹. 𝑟        (15) 
𝑇 = 13.74 × 0.1 = 1.374 𝑁𝑚  

Assuming a moderate speed of 40 rpm, hence the minimum power requirement for the 
crusher can be obtained as: 

𝑃 =
2𝜋𝑁𝑇

60
                                                                      (𝑅𝑒𝑐𝑎𝑙𝑙 𝑒𝑞𝑢𝑎𝑡𝑖𝑜𝑛 12)       

𝑃 =
2𝜋 × 40 × 1.374

60
= 5.8 𝑊                                                                                      

Hence, hand grinding was evaluated as an ecoeconomicaltion and thus selected. 

2.4. Valves 

Two ball valves are utilized for fluid control in the system. One ¾’’ valve serves as the drain 
or flush valve for emptying the contents of the tank after the design HRT is exceeded. A ¼’’ 
gas outlet valve serves for the feeding of gas to the plant outlet. 

2.5. Flashband sealing tape 

This is a self-adhesive, aluminum faced bitumen backed sealing tape. It is a quick, efficient 
and cost effective method of flashing, sealing and repair that produces lasting protection in all 
climates. It provides a watertight seal that improves over time [31].  

2.6. Arduino Uno microcontroller 

The Arduino Uno is a microcontroller board that provides a simple and modular way of 
interfacing the real world with the computer to handle basic processing tasks on a chip while 
working with hardware sensors. The Arduino Uno uses the ATmega328 chip that supports 14 
digital pins that can be configured as either input or output and 6 analog inputs [32]. Table 2 
shows the technical features of the Arduino Uno. 
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Table 2. Technical Specifications of the Arduino Uno 

S/N Item Value Remarks 

1 Micro-controller  8-bit Atmel ATmega328p 1 mm sheet metal 

2 Operational voltage 5V Input range: 7-12V 
3 Digital GPIO 14 6 capable of PWM 

4 Analog IO 6 10-bit 

5 Program memory Flash 32kb, EEPROM 1kb SRAM 2kb 
6 Clock speed 16MHz  

7 USB Type B socket  

8 Programmer In-system firmware USB-based 
9 Serial communications SPI, I2C Software UART 

10 Other RTC, watchdog, interrupts  

The Arduino is programmed using the Arduino IDE with source code written in C.  

2.7. Pressure transducer sensor 

This measures the pressure of the gas with a carbon steel alloy sensor material. It has a 
working pressure range of 0-1.2 MPa. The normal working temperature range is 0-85°C and 

the response time is approximately 2 ms. 
It consists of an elastic  material that deforms under the application of pressure and an 

electrical element which detects the deformation and transmits it as changes in voltage. 

2.8. pH Meter Kit 

This is a kit that measures pH of a substance. It is specially designed for the Arduino and 

has an accuracy of ± 0.1 𝑝𝐻 (at 25°C). The kit has a range of 0 – 14pH. The kit consists of a 
pH sensor probe, a BNC connector and a pH 2.0 interface.  

2.9. Temperature sensor 

This takes temperature readings for the plant to aid process insights. It has a temperature 

range of -40°C - 80°C.  

2.10. Construction of the biogas plant 

The volume of digester constructed is 0.06 m3. A 1 mm thick stainless steel sheet was used 
in the fabrication of the biogas reactor for the following reasons: 
i. It has high resistance to biological corrosion which can arise due to anaerobic digestion 

process; 

ii. It can withstand a wide range of temperatures and pressures. 
iii.  It also combines good strength with high formability. 

In constructing the small-scale biogas plant, the following stages were undergone: 
i. Construction of the cylindrical digester vessel of diameter 350 mm and height 610 mm; 
ii. Construction of the grinding unit; 

iii.  The connection of the plant monitoring system circuit; 
iv. Installation of the grinding unit on the digester vessel; 
v. Installation of the electric motor; 
vi. Installation of piping and fittings; 
vii. Installation of plant monitoring circuit on digester vessel. 

2.10.1. Construction of cylindrical vessel 

The following steps are taken to construct the cylindrical biogas digester vessel: 
i. The 1 mm stainless steel metal sheet was cut to size (1100 X 610 mm) using the Guil-

lotine machine. 
ii. The 1100 X 610 mm stainless steel sheet was rolled to shape using the metal rolling 

machine. 
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iii.  The metal sheet was welded to form the cylindrical shape of the body plate. 
iv. A separate stainless steel sheet was cut and welded into a conical shape for the bottom 

of the tank. 
v. The circular metal plate of diameter 350 mm was marked out and cut as the top plate 

of the cylindrical vessel. 

vi. Three stainless steel plates of dimension 94.5 X 580 mm were cut. These were rolled 
and welded into cylindrical baffles for the tank. 

vii. The three cylindrical baffles were welded to the internal surface of the tank. Baffles at 
90°, 180° and 270° relative to the circular top plate. 

viii. The conical bottom plate was then welded to the cylindrical body plate.  

ix. The stainless steel shaft was turned to 20 mm external diameter. 
x. Two 140mm paddle impellers were welded to the stainless steel shaft. 
xi. The mild steel square pipe was cut into three sections of length 300 mm These sections 

were then welded onto the cylinder as the vessel legs. 
xii.  A 20 mm bore was machined in the circular top plate for the stainless steel shaft. 
xiii. The circular top plate was welded onto the cylindrical vessel and installation of a bearing 

assembly for the machined shaft. 

2.10.2. Construction of the grinding unit 

The following steps are taken to construct the grinding unit: 
i. The side plates of the hopper were marked out with dimensions 70 X 65 mm for the 

square component and 130 X 70 X 110 mm for the trapezium component. 

ii. The marked out shape was cut to specifications. 
iii.  The face plates of the hopper were marked out and cut with dimensions 90 X 65 mm 

for the square component and 175 X 90 X 110 mm for the trapezium component.  
iv. The side plates were drilled to create a 25 mm bore for the shaft and cylindrical grinder 

mesh. 

v. The cylindrical grinder mesh was developed with recommended 1.5 mm mesh basic 
size and 3mm clearance.  

vi. The cylindrical mesh, shaft, and handle were assembled. 
vii. The four plates (two side plates and two face plates) were welded together to obtain 

the hopper unit. 

2.10.3. The connection of the biogas plant monitoring system circuit 

The biogas plant monitoring system was connected on a breadboard for prototyping using 
the circuit diagram shown in Figure 3. Figure 3 show the connection of the ATmega328 chip 
on the Arduino Uno with the pH, pressure and temperature sensor. 

 
Figure 3. Monitoring system circuit with Arduino Uno microcontroller 
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2.11. Performance evaluation of the developed biogas reactor 

This was done to evaluate the performance of the biogas plant in terms of effectiveness of 

the continuous monitoring system. Data were obtained from the pressure, pH and temperature 
sensors to determine their accuracy. The biogas yield is recorded to give daily and total biogas 
yield. The biogas yield is then evaluated with the pressure, pH and temperature variation per 
day. 

2.12. Leak and integrity testing 

After the electric motor, grinding unit and monitoring system are installed, the biogas plant 

is subjected to a leak and integrity test using the following steps: 
i. Close all valves were closed and tighten all fitting joints. 
ii. Introduce compressed air at a regulated pressure and inspect all fittings, valves, and 

joints for leakage. 
iii.  Mark out leaks if any. 

iv. Tighten all joints and carry out final inspection on the entire plant. 

2.13. Input Waste 

The developed biogas plant was fed with 3.55 kg of food waste (comprising egg shells, 
cooked rice, pounded yam, etc.) and 11.45 kg of cassava waste water. The total input waste 
thus is about 15 kg.  

2.14. Method 

The waste material was gathered from the ABUAD Cafeteria 1 and the cassava waste water 
from a neighboring village close to the ABUAD community. The waste was prepared by re-
moving foreign/non-organic materials and fed into the biogas plant and fed  

The food waste material was fed by mixing with water in a ratio 1:1. The waste material is 

allowed to decompose for 7-14 days before biogas yield is evaluated. Immediately the waste 
was fed into the system, the biogas plant monitoring system was initiated to allow for data 
acquisition.  

2.15. Determination of biogas yield 

Biogas yield is determined using the water-displacement method. A known volume of water 
is used as a barrier and biogas is collected over it, and its volume is recorded daily. The 

correlation, prediction, modelling, and optimization of optimum process parameters and yield 
of biogas produced from food waste was done using the central composite design and response 
surface methodology.  

The software employed was Design-Expert® (version 7) which is used for experiment de-
sign. A four-level-four factor central composite design model and response surface methodol-

ogy were used to study the effect of independent variables such as organic loading rate 
(kgVDM/m3), temperature (℃), pH and pressure (kPa) and on the biogas yield.  The input 
process parameters varied and their range includes; organic loading rate (0.6-0.9 kgVDM/m3); 
reaction temperature (24.27 – 26.42℃); pH (6.81-7.28) and pressure (4.20-5.48 kPa).  

It is also used to investigate the quadratic cross effect of the four input process parameters 
earlier mentioned on biogas yield. Table 3 shows the input values for process parameters 
denoted as numeric factors over 4 levels. This generated a run of 30 experiments and the 
data obtained were statistically analyzed with the Design-Expert® software to get a suitable 
model for biogas yield (litres) as a function of the four independent variables.  

The performance evaluation of the developed biogas plant was carried by introducing a 
total input waste of 15 kg. 3.55 kg of food waste material composing of 54% egg shells and 
46% leftovers were sourced from the ABUAD Cafeteria.  The food waste comprises egg shells, 
cooked rice, pounded yam, etc. 11.45 kg of cassava waste water was also fed into the plant.  
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3. Results and discussion 

The developed biogas system with its associated expert system is shown in Figure 4. 

 

Figure 4. Developed small-scale biogas plant 

The system pressure, pH of the substrate and corresponding temperature variation were 
determined. The biogas yield per day for the given substrate was then obtained via collection 

over water as shown in Table 3. 

Table 3. Methane yield per day 

S/N Time (days) Weigh of 

input 

waste 

(kg) 

Weight of 

consumed 

waste (kg) 

Volume of 

methane 

generated 

(m3) 

Weight of 

methane 

generated 

(kg) 

Amount of 

electricity 

generated 

(kWh) 

Methane 

yield (%) 

1 14 15 2.5 1.95 1.28 4.17 51.2 

2 28 15 2.6 2.01 1.32 4.30 50.7 

3 42 16 2.8 2.18 1.43 4.67 51.0 

4 56 18 3.2 2.60 1.70 5.57 53.3 

5 80 16 2.7 2.14 1.40 4.58 52.0 

6 94 18 3.0 2.45 1.60 5.24 54.0 

The volume of methane generated and the amount of electricity produced from 14-84 days 
is shown in Figure 5. High pressure favours the conversion of the substrate to methane gas. 
An optimum amount of 5.24 kWh of electricity was generated within 84 days which is sufficient 

for domestic applications. 

  

Figure 5. Volume of methane generated and 
amount of electricity produced 

Figure 6. Methane yield for waste consumed and 
methane produced 
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Also, Figure 6 show the methane yield for the input waste consumed as well as the corre-

sponding methane produced. The conversion efficiency of the consumed substrate to methane 
gas lies between 50-54%. This agrees with the findings of Banks [32] while evaluating the 
potential of anaerobic digestion to provide energy and soil amendment. 

The summary of the designed experiment to predict biogas production in terms of study 

type using central composite as initial design and a quadratic design model was also given in 
Table 4.  

Table 4. Numeric factors and levels 

   S/N Factor Name -alpha +alpha 

1. A Organic  

loading rate 
kg/VDM/m3 0.6 0.9 0.45 1.05 

2. B Temperature ℃ 24.27 26.42 23.195 27.495 

3. C pH  6.81 7.28 6.575 7.515 

4. D Pressure kPa 4.20 5.48 3.56 6.12 

The yield of the biogas from food waste was determined using equation 16. 

𝑌𝑖𝑒𝑙𝑑 =
𝑊𝑒𝑖𝑔ℎ𝑡 𝑜𝑓 𝑏𝑖𝑜𝑔𝑎𝑠

𝑊𝑒𝑖𝑔ℎ𝑡 𝑜𝑓 𝑖𝑛𝑝𝑢𝑡 𝑤𝑎𝑠𝑡𝑒
× 100%      (16) 

A predictive model for estimating the biogas yield in terms of the process parameters was 
obtained from Table 4 as given in equation 17. 
𝑌𝑖𝑒𝑙𝑑 = 18.27 + 0.000 ∗ 𝐴 + 0.28 ∗ 𝐵 + 0.50 ∗ 𝐶 + 0.000 ∗ 𝐷 − 0.81 ∗ 𝐴 ∗ 𝐵 + 1.19 ∗ 𝐴 ∗ 𝐶 + 0.69 ∗ 𝐴 ∗ 𝐷 +
0.44 ∗ 𝐵 ∗ 𝐶 − 3.06 ∗ 𝐵 ∗ 𝐷 − 0.063 ∗ 𝐶 ∗ 𝐷   (17) 
where: A denotes the organic loading rate (kgVDM/m3); B is the temperature (℃); C is the pH 

and D is the pressure (kPa). 
Figure 7 was a 3D response surface plot of the interaction effect loading rate and temper-

ature when pH and pressure were held constant at 7.04 and 4.84 kPa respectively. The opti-
mum yield of biogas was 23 litres. Increase in loading rate increases the temperature and 
increases the yield of the biogas. 

7

 
 

Figure 7. Effect of interaction of loading rate and 
temperature on biogas yield 

Figure 8. Effect of interaction of loading rate and 
pH on biogas yield 

Figure 8 studies the interaction effect of loading rate and pH when temperature and pres-

sure are held constant at 25.34oC and 4.84 kPa respectively. The optimum yield of biogas was 
23 litres. Increase in loading rate increases the pH and increases the yield of the biogas up to 
the optimum yield point after which there is a sharp decrease in the yield with an increase in 
the loading rate and pH. This may be due to the fact that when the biogas is loaded beyond 

the optimum, the rate of decomposition decreases resulting in a decreased yield of the biogas. 
Figure 9 is a 3D response surface plot of the interaction effect of the loading rate and 

pressure keeping temperature and pH constant at 25.34oC and 7.04 respectively. Increase in 
loading rate increases the pressure resulting in an optimum yield of biogas. Beyond the opti-
mum yield of 23 litres, the yield of the biogas decreases with increase in loading rate and 
pressure. 
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Figure 9. Effect of interaction of loading rate and 

pressure on biogas yield 

Figure 10. Effect of interaction of temperature 

and pH on biogas yield 

Figure 10 was a 3D response surface plot of the interaction effect of temperature and pH 

when loading rate and pressure were held constant at 0.75 and 4.84 respectively. The value 
of pH is likely to be unaffected with an increase in temperature. Further increase in tempera-

ture beyond the optimum may kill the decomposition of anaerobic bacteria which will, in turn, 
slow down the rate of decomposition resulting in a decrease in the yield of the biogas. 

Figure 11 is a 3D response surface plot of the interaction effect temperature and pressure 
on the yield of biogas when the loading rate and pH were held constant at 0.75 and 7.04 
respectively. The interaction between the temperature and pressure was observed to be in-

versely proportional as an increase in temperature reduces the pressure and vice versa. The 
optimum yield of biogas was found to be 23 litres. 

 
 

Figure 11. Effect of interaction of temperature and 

pressure on biogas yield 

Figure 12. Effect of interaction of pH and pres-

sure on biogas yield 

Figure 12 is a 3D response surface plot of the interaction effect of pH and pressure on the 
yield of biogas. The variation in pH is unlikely to affect the pressure variation. Hence the 

optimum yield of biogas was found to be 23 litres. 
From Figures 7-12, the optimum values of the process parameters for the optimum yield 

of biodiesel (23 litres) were found to be: loading rate (0.75 kgVDM/m3), temperature 
(25.34oC), pH (7.04) and pressure (4.84 kPa). 

4. Conclusion, recommendations, and contribution to knowledge 

4.1. Conclusion 

The successful completion of this work featured the design a biogas plant for use in ABUAD 
for studying biogas production, fabrication of the designed biogas plant, incorporation of a 

relatively low-cost continuous parameter monitoring system for the small-scale biogas plant 
and evaluation and optimization of the developed biogas plant. The optimum conversion of 
substrate to methane gas was 54% which generated 5.24 kWh of electricity within 84 days. 

4.2. Recommendations 

The following recommendations will be pivotal to further work on the development of bio-

gas plants with monitoring system: 
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i. A metering system should be added to measure the amount of biogas produced on the gas 
outlet line per day as water displacement method requires close human monitoring. 

ii. A wireless module should be added to the system to make the system fully smart and 
communicate to as an ‘Internet of Things’ device. 

iii.  A non-conventional heating system e.g., passive solar heating using water and solar inso-

lation should be considered to raise the temperature to the thermophilic range for faster 
biogas production.  

iv. Implementation of a packaging system that will enhance the value of the produced ferti-
lizer. 

4.3. Contribution to knowledge  

The work contributes to knowledge as follows:  
i. Improvement in process control and monitoring with the use of sensors and a micro-con-

troller. 
ii. Incorporation of a low-cost monitoring system for the small-scale biogas plant. 
iii.  Provision of a design framework for small-scale biogas plant for laboratory and experi-

mental purposes. 

References 

[1] Gerlach F, Grieb B and Zerger U. Sustainable Biogas Production: A handbook for Organic 

Farmers. Frankfurt: FiBL Projekte GmbH 2014.  

Available from: http://www.ecofys.com/files/files/ecofys-2014-sustaingas_handbook.pdf  
[Accessed 4 December 2016]. 

[2] Hoornweg D and Bhada-Tata P. What a Waste: A Global Review of Solid Waste Management. 

World Bank: Urban Development Series, Knowledge Papers 2012. [Online]. Available from: 
http://siteresources.worldbank.org/INTURBANDEVELOPMENT/Resources/336387-

1334852610766/What_a_Waste2012_Final.pdf  [Accessed: 25 November 2016]. 

[3] Al Seadi T, Rutz D, Prass, H, Kottner M, Finsterwalder T, Volk S and Janssen R. Biogas Hand-
book. Esbjerg: University of Southern Denmark 2008. [Online]. Available from: Lemvig Bio-

gas. http://www.lemvigbiogas.com/download.htm [Accessed 25 November 2016]. 

[4] World Energy Council. World Energy Resources: 2013 Survey. London: World Energy Council. 
[Online]. Available from: https://www.worldenergy.org/wp-content/uploads/2013/09/Com-

plete_WER_2013_Survey.pdf  [Accessed: 25 November 2016]. 

[5] Ramatasa IM, Akinlabi ET, Madyna DM, and Huberts R. Design of the Bio-digester for Biogas 

Production: A Review. Proceedings of the World Congress on Engineering and Computer Sci-
ence. Vol. II WCECS 2014 22-2, San Francisco USA. pp. 1-4. 

[6] Sharma D, and Samar K. Frequently Asked Questions on Biogas Technology. Department of 

Renewable Energy Engineering. Maharana Pratap University of Agriculture and Technology  
2016, Udaipur. pp. 1-62. 

[7] Lahlou Y. Design of a Biogas Pilot Unit for Al Akhawayn University 2017. pp. 1-65. 

[8] Wiese J, and Konig R. (2007). Monitoring of digesters in biogas plants. [Online]. Available from: 
https://uk.hach.com/asset-get.download.jsa?id=25593611187 [Accessed 2 March 2017].  

[9] Friehe J, Weiland P and Schaffer A. Guide to Biogas: From Production to use. Fachagentur 

Nachwachsende Rohstoffe e.V. (FNR) 2010, Gülzow.  
[10] Davidson O.  Sustainable energy and climate change: African perspectives. In: Davidson O., 

Sparks D. (eds.) Developing energy solutions for climate change: South African research at 

EDRC. Cape Town: Energy and Development Research Centre 2002. pp. 145–152.  
[11] Bauer, C., Korthals, M., Gronauer, A. & Lebuhn M (2008) Methanogens in biogas production 

from renewable resources - a novel molecular population analysis approach. Water Sci Technol 

58: 1433–1439. 
[13] Dobre P, Nicolae F and Matei F. Main factors affecting biogas production – an overview. Ro-

mainian Biotechnological Letters. 2014; 19(3), pp 9283 – 9296. 

[14] Friehe J, Weiland P. and Schreiber A. Guide to Biogas. Fachagentur Nachwachsende Rohstoffe 
e.V. (FNR) 2012, Gulzow 

[15] Perera KUC. Investigation of Operating Conditions for Optimum Biogas Production in Plug Flow 

Type Reactor. KTH Industrial Engineering and Management 2011, Stockholm, pp. 1-46 

820



Petroleum and Coal 

                         Pet Coal (2018); 60(5): 804-821 
ISSN 1337-7027 an open access journal 

[16] Otaraku IJ, and Ogedengbe EV. (2013) Biogas Production from Sawdust Waste, Cow Dung 
and Water Hyacinth – Effect of Sawdust concentration, International Journal of Application or 

Innovation in Engineering & Management. 2013; 2(6): 91-93.  

[17] Yavini TD, Taura WH, Mohammed N. and Namo JM. (2014). Comparative Study of Mesophillic 
Biogas Production Potential of Selected Agro-Wastes. The International Journal of Engineering 

and Science, 214; 3(2): 1-6.  

[18] Dahunsi SO, and Oranusi US. (2013). Co-digestion of Food Waste and Human Excreta for 
Biogas Production, British Biotechnology Journal,2013; 3(4). 485-499.  

[18] Rajendran K, Aslanzadeh S, and Taherzadeh MJ. (2012). Household Biogas Digesters – A 

Review. Energies, 2012; 5(1): 2911-2942.  
[19] Ezekoye VA, and Okeke CE. (2006) Design, Construction, and Performance Evaluation of Plas-

tic Biodigester and the Storage of Biogas. [Online]. Available from: http://www.akamaiuni-

versity.us/PJST7_2_176.pdf [Accessed 10 March 2017].   
[20] Labatut RA, and Gooch CA. (2014) Monitoring of Anaerobic Digestion Process to Optimize 

Performance and Prevent System Failure. [Online]. Available from: https://ecommons.cor-

nell.edu/bitstream/handle/1813/36531/21.Rodrigo.Labatut.pdf?sequence=1 [Accessed 9 
March 2017]. 

[22] Chen Y, Cheng JJ, and Creamer KS. Inhibition of Anaerobic Process: A review. Bioresource 

Technology,2018; 99(10): 4044-4064. 
[23] Yadvika S, Sreekrishnan TR, Kohli S, and Rana V. (2004) Enhancement of biogas production 

from solid substrates using different techniques – a review. Bioresource Technology, 2004; 

95: 1-10. 
[24] Peters MS, Timmerhaus KD, and West RF. Plant Design and Economics for Chemical Engineers. 

5th ed. New York 2003: Elsevier.  

[25] Bachmann N. Design and Engineering of Biogas Plants, in: Wellinger, A., Murphy, J., Baxter, 
D. (eds.) The biogas handbook: Science, production and applications. Cambridge  2013: Wood-

head Publishing.  

[26] SEAI: Sustainable Energy Authority Ireland. Energy in the Residential Sector: 2013 Report. 
September 2013. pp. 1-2. 

[27] Moss DR. Pressure Vessel Design Manual: Illustrated procedures for solving major pressure 

vessel design problems. 3rd ed. Oxford 2004: Elsevier.  
[28] James B. (2012). Mixing 101: Baffled by Baffles? How Baffle Configuration can Optimize In-

dustrial Mixing. [Online]. Available from: http://www.dynamixinc.com/baffled-by-baffles[Ac-

cessed 11 March 2017]. 
[28] Wendt U. Materials Science and Engineering: Materials in Mechanical Engineering, in Grote, 

K., Antonsson, E. K. (eds.) Springer Handbook of Mechanical Engineering. New York  2009: 

Springer.  

[29] ATS Rheosystems (2017). Viscosity Profile of Food Waste Slurry: Application Proof. [Online]. 
Available from: http://www.atsrheosystems.com/app_proofs/food/viscosity_pro-

file_of_a_food_waste_slurry.pdf  [Accessed 28 February 2017]. 

[30] Khurmi RS, and Gupta JK. A Textbook of Machine Design. New Delhi 2005: Eurasia Publishing 
House.   

[31] Andek Corporation. (2015). Flashband. [Online]. Available from: http://www.an-

dek.com/AProducts/flash.html [Accessed 14 April 2017]. 
[31] Goodwin S.  Smart Home Automation with Linux and Raspberry Pi. 2nd Ed. New York  2013: 

Apress. 

[32] Banks C. Optimising Anaerobic Digestion. University of Reading 2009, UK. pp. 1-39.  
 

 
To whom correspondence should be addressed: Dr. I. A. Daniyan, Department of Mechanical and Mechatronics Engi-
neering, Afe Babalola University Ado Ekiti 

821



Petroleum and Coal 
 

                         Pet Coal (2018); 60(5): 822-831 
ISSN 1337-7027 an open access journal 

Article                                                                  Open Access 
 

 

A STUDY ON THE DIFFERENT REFORMING TECHNIQUES IN GAS TO LIQUID TECHNOLOGY 
 

Mohamed A. Ayad*, Nour A. El-Emam, Tarek M. Aboul-Fotouh 
 
Mining and Petroleum Engineering Department, Faculty of Engineering, Al-Azhar University, Cairo, 
Egypt 

 
Received May 14, 2018; Accepted June 25, 2018 

 

 

Abstract 

Gas-to-liquid (GTL) is the chemical conversion of natural gas into high-quality liquid products. The 

most important reforming technologies used are autothermal reforming (ATR), Partial oxidation (POX), 
and Steam methane reforming (SMR). A process flowsheet based on each reforming technique is de-

signed with parameters and operating conditions obtained from the industry field data and simulated 
with ASPEN plus V8.6. A comparative analysis is mainly developed for assessing the different reforming 
technologies based on syngas ratio (H2/CO) that is a favorable value of 2, and the results are docu-
mented and provide that ATR and POX techniques have a value equal or close to 2, then an additional 
comparison between ATR and POX based on Amount of Syngas, amount of heat saving and greenhouse 
gas emissions. POX is the most influential technique that has a large amount of syngas and heat saving 

and low CO2 content and should be expanded use in industry.  

Keywords: Gas-to-liquid; Steam Methane Reforming; Partial Oxidation; Autothermal Reforming. 

 

1. Introduction 

The gas-to-liquid (GTL) technology, it chemically converts natural gas into clean-burning liquid 

products [1]. This chemical liquefaction technique produces sulfur-free transportation fuels with 

a high cetane number suitable for blending or as a direct fuel for combustion engines [2-4]. By 

converting natural gas into liquid fuels, the technology greatly reduces high transport costs 

which in the past prevented its access to distant markets. It also facilitates fuel tran-sport; 

thus benefits the environment in two ways. First, the resulting liquid hydrocarbons are pure 

and burn cleanly. Second, converting gas to liquid allows producers to transport and market 

associated gas that would otherwise be flared into the atmosphere [5]. Due to the removal of 

impurities before the gas is converted to liquid, GTL products have superior properties 

regarding combustion efficiency and emission of some pollutants [6]. 

A GTL process mainly comprises of three parts as shown in Figure 1. which are reforming 

of natural gas to syngas (CO and H2 mixture) by different technologies, subsequent Fischer-

Tropsch reaction of syngas to hydrocarbons (also called syncrude), conversion of syngas into 

chains of hydrocarbon products takes place on a catalyst surface, and upgrading of syncrude 

by fractionation, hydrotreating, hydro-cracking, and hydroisomerization to yield products that 

meet the market specifications Before these three steps of a GTL process, the acid gas removal 

unit is existed to turn the natural gas feedstock from sour gas to sweet gas.  A sulfur compound 

in sour gas will poison the active sites of catalyst used in the subsequent process [7-8].  

2. Syngas production for GTL 

The most important reforming technologies currently used for syngas production are Steam 

Methane Reforming (SMR), Partial Oxidation (POX) and Auto Thermal Reforming (ATR). These 

different technologies are employed by several industries such as Shell which uses POX [3], 

Rentech which uses SMR [9], and Sasol [10] and Exxon Mobil [4] which use ATR. 
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Figure 1. Gas-To-Liquids process diagram 

2.1. Autothermal reforming (ATR)  

During ATR, a mixture of steam, methane, and oxygen is reacted adiabatically over a fixed 

bed of nickel-based catalyst. ATR has a combination of reactions [2]. 

To avoid the potential problem that the ATR works as a steam cracker, which produces olefins 

from higher hydrocarbons in the feed, a pre-reformer is introduced.   

In the pre-reformer, all higher hydrocarbons (C2+) are converted into a mixture of methane, 

hydrogen, carbon monoxide and carbon dioxide according to the following reactions [11].   

CnHm + n H2O → n CO + (n + m/2) H2     for n ≥ 2          Eq. (1)  

Equilibrium reaction (exothermic):  

CO + 3 H2 ↔ CH4 + H2O                  ∆H = -210  kJ/mol       Eq. (2)  

CO + H2O ↔ CO2 + H2                     ∆H = -41.2 kJ/mol       Eq. (3)  

The key part of the syngas unit is the autothermal reformer [12-14]. The chemical reactions 

carried out in this option are below: 

CH4   +   ½ O2   → CO + 2H2O          ∆H = -519 kJ/mol        Eq. (4)  

CH4   +   H2O   → 2CO + 3H2            ∆H = 206  kJ/mol         Eq. (5)  

CO    +   H2O    → CO2 +   H2            ∆H = -41   kJ/mol     (WGS)   Eq. (6)  

2.2. Partial oxidation (POX)  

This reforming technique employs an air separation unit because nitrogen-free oxygen is 

required in the feed. The partial Oxidation can be catalytic or noncatalytic [15-16]. Efforts have 

been made to achieve the partial oxidation at low temperatures (for range between 300 and 

1000°C with a rhodium catalyst [16] or using platinum as catalyst with a temperature lower 

than 1200°C [17]) because the high reaction temperatures that are currently used (between 

1200 and 1500 °C) the operating cost is high and soot formation is observed [18].  

Syngas can be directly produced by the following exothermic reaction:  
CH4 + 0.5 O2   →   CO + 2 H2          ∆H = - 36 kJ/mol          Eq. (7)  

2.3. Steam Methane Reforming (SMR) 

SMR is a widely practiced technology for hydrogen-rich syngas production. This reaction is 

strongly endothermic. Thus the major challenge, and often the limiting factor in the selection 

of the SMR process, is providing sufficient heat into the reactor system to maintain the re-

quired reaction temperature [19].  This Reforming Technique is a catalytic process which carried 

out in a multitubular reactor commonly packed with a catalyst. Most commercial steam reforming 

catalysts are nickel-based and use carriers such as alumina, zirconia, etc. [18, 20]. The chemical 

reaction carried out in this option is below 
CH4   +   H2O   → CO + 3H2          ∆H = 206 kJ/mol         Eq. (8)  

CH4   +   CO2    → 2CO + 2H2        ∆H = - 41 kJ/mol        Eq. (9)  

CO    +   H2O    → CO2 + H2          ∆H = 247 kJ/mol   (WGS)     Eq. (10)  

A water-gas shift (WGS) reaction is part of this process [20].   
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3. Simulation and analysis 

3.1. Feed conditions and specifications  

The case study deals with a feedstock of natural gas. Table 1 lists the characteristics of the 

natural gas fed to the process. 

Table 1. Typical feed gas conditions for the case study [21] 

Flowrate (kmol/hr) 3 000 

Temperature (°C) 22 
Pressure (bar) 63 
Component Composition (mol %) 
Methane 92.4 

Ethane   3.6 
Propane  1.6 
N2 1.0 
CO2 1.3 
H2S 0.1 

3.2. Modeling environment 

The Aspen plus V 8.6. Simulation tool has been used to develop a process model to deter-

mine the best Reforming technique according to technicality analysis.      

Natural gas is sweetened for acid gas removal then preheated and sent into a reformer to 

react with steam and/or oxygen. 

3.3. Simulation of Acid Gas Removal Process 

The model consists of an absorber and a stripper. Moreover, a simulation of this unit is 

modeled by aspen technology and check for the model is achieved as shown in results which 

the sweet gas contains a traces of H2S and CO2 less than the standard requirements.  

Table 2. Key simulation results of acid gas removal 

Process stream CO2 mole fraction H2S mole fraction 

Gas in 0.013 0.001 

Gas out 164 ppm 1.25 ppm 
CO2 out 0.9 0.07 

3.4. Simulation of syngas production by different reforming routes 

As mentioned earlier, there are currently three reforming technologies used on a com-

mercial scale, namely SMR, POX, and ATR. 

3.4.1. Design basis and specifications 

Peng Robinson equation of state was used as the property method for the physical property 

calculations. The reformer is simulated with the ASPEN Plus REquil model which is an equilib-

rium-based calculation.  

3.4.2. Simulation of syngas production by ATR technology  

The process flow diagram for ATR (including the acid gas removal process) is shown in Figure 2. 

3.4.2.1.Process description  

The sweet gas leaves from the top of the absorber column with a temperature of 45ºC and 

pressure of 63 bar at the flowrate of 2 965 kmol/hr. After reducing the pressure to 30 bar through 

a valve and preheating the temperature to 455ºC, the sweet gas entered the pre-reformer 

with steam and recycled CO2 stream (both at 455ºC and 30 bar). All hydrocarbons heavier 

than methane are converted to CO and H2. 
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The exit temperature of pre-reformer is usually lower than the desired ATR inlet tempera-

ture. Thus a heater is needed to increase the outlet stream temperature to a desired level 

(655ºC in this work). The oxygen stream from the cryogenic air separation unit (ASU) section 

is blown to the burner of ATR reactor at a temperature of 200ºC. 

The ATR converts the methane into syngas by reacting with steam and oxygen; all the 

reactions reach equilibrium. Because of the large heat released by the partial oxidation reac-

tion, the overall reaction of ATR is exothermic, and the hot syngas leaves the reactor at 1300 K 

that is cooled to ambient temperature of 28°C for the removal of water and CO2 then the 

syngas is ready to enter the FT Reactor.  

 
Figure 2. Process flow diagram for ATR 

3.4.2. Simulation of syngas production by partial oxidation reformer (POX) Technology 

The process flow diagram for POX (including the acid gas removal process) is shown in Figure 3. 

 

Figure 3. Process flow diagram for POX 
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3.4.2.1. Process description 

The partial oxidation reformer is modeled similarly as in the ATR case with the REquil model, 

which is driven by an equilibrium-based calculation.  

Sweet gas is preheated to 455°C, while oxygen from the air separation unit (ASU) is 

compressed to the pressure of Reformer. Both components are sent to the partial oxidation 

reformer where an exothermic reaction takes place. The reformer pressure was set to 30 bar, 

which also corresponds to industrial practice. The POX converts the methane into syngas by 

reacting with oxygen. 

3.4.3. Simulation of syngas production by steam-methane reformer (SMR) technology 

The process flow diagram for SMR (including the acid gas removal process) is shown in Figure 4.  

 

Figure 4. Process flow diagram for SMR 

3.4.3.1 Process description 

The pre-reformer and steam reformer are modeled similarly as in the ATR case except that 

the reformer operates at a lower pressure 18 bar concerning the other two cases.  

4. Results and discussion 

4.1. Key simulation results  

The key simulation results are presented in Table 3.  

Table 3. The key simulation results of different reforming techniques 

Composition ATR Technique POX Technique SMR Technique 

 Mole flow 
(Kmol/hr) 

Mole per-
cent % 

Mole flow 
(Kmol/hr) 

Mole per-
cent % 

Mole flow 
(Kmol/hr) 

Mole per-
cent % 

H2 5 032 57.2 6 058 65.66 4 932 59.7 

CO 2 516 28.6 3 131 33.93 1 670 20.2 
CH4 457 5.3 - - 1 429 17.3 
CO2 166 1.9 - - 33 0.4 
O2 - - 1 0.01 - - 
H2O 579 6.6 7 0.08 164 2 
N2 30 0.4 30 0.32 30 0.4 
Total Flow 8 780 100 9 227 100 8 258 100 

826



Petroleum and Coal 

                         Pet Coal (2018); 60(5): 822-831 
ISSN 1337-7027 an open access journal 

The syngas ratio is adjusted to 2 which a low (H2O/CH4) ratio and (O2/CH4) ratio of 0.53 is 

adapted for the base case of ATR. The molar ratio of (O2/CH4) ratio is adapted to 0.66, and the 

syngas ratio is 1.93 for the base case of POX. The molar ratio of (H2O/CH4) is 0.68, and the 

syngas ratio is 2.93 for the base case of SMR so the treated gas must be taken for H2 removal 

to adjust the H2: CO ratio to 2; 31% of the H2 contained in the syngas is remo-ved, along with 

traces of water, CO2, and CH4. The adjusted syngas is heated to 227°C and fed to the FT 

reactor. 

4.2. Effect of parameters on syngas ratio 

4.2.1. Effect of temperature on syngas ratio 

It can be seen that a reduction of the H2/CO ratios with increasing temperatures reaching 

a favorable value of 2 for ATR, as expected, the conversion of the reactants also increased 

with temperature, with syngas ratio reaching a value of 2.91 for SMR as the temperature reaches 

1300 K. Hence, the temperature is an important parameter in determining the H2/CO ratio of 

the product gas. 

 

Figure 5. Effect of temperature on syngas ratio 

 

Figure 6. Effect of steam on syngas ratio 
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4.2.2. Effect of steam on syngas ratio 

It can be seen that increasing of the H2/CO ratios with increasing steam. The suitable syn-

gas ratio is 2.91 at a steam value of 1890 kmol/hr which represent H2O/CH4 of 0.68 for SMR 

technique. Hence, the steam is an important parameter in determining the H2/CO ratio of the 

product gas. 

4.2.3. Effect of oxygen on syngas ratio 

It can be seen that increasing of the H2/CO ratios with increasing oxygen values up to a 

certain value of oxygen which over this value a syngas ratio still constant for POX Technique. 

Hence, the oxygen value is an important parameter in determining the H2/CO ratio of the 

product gas. 

 

Figure 7. Effect of oxygen on syngas ratio 

4.3. Comparison and analysis of three syngas production techniques   

The choice of reforming technology is determined by balancing between the characteristics 

of each one. The product syngas composition from each reforming technologies can be ma-

nipulated by altering various process conditions and/or by means of additional process steps 

as shown in Table 4.  

Table 4. Simulation parameters for each syngas configuration 

Simulation parameter ATR POX SMR 

Operation conditions    
Operating pressure [bar] 30 30 18 
Operating Temperature [K] 1300 1300 1300 

Steam to carbon ratio 0.17 - 0.68 
Oxygen to carbon ratio 0.53 0.57 - 
Results    
Syngas ratio 2 1.93 2.91 

From Table 4, SMR Technique is not ideally suited to GTL plants. This is due to the fact that 

FT. Synthesis requires an H2/CO ratio of about 2, which is lower than that obtainable with SMR 

which has a value of 2.91. For a complete reaction of conversion of methane to syngas, it is 

needed to a large amount of steam, and the reaction is endothermic. POX Technique has a 

syngas ratio slightly lower than that is required for FT synthesis which has a value of 1.93. 

ATR Technique has a syngas ratio value of 2 which is typically suited to FT synthesis  
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4.4. The additional study focused on ATR and POX Techniques  

The most favorable syngas ratio for the cobalt-based catalyst is a value of 2. The additional 

study focused on ATR Technique is executed and also focused on POX which has a value of 

syngas ratio closed to the desired value.  

4.4.1. Greenhouse gas emissions 

Table 5. The CO2 emissions of feed and product streams 

Stream Type 
ATR Technique POX  Technique 

flow(kg/sec) CO2e (kg/sec) flow(kg/sec) CO2e (kg/sec) 

Total feed 18 0193.1 309 126 145.8 309 
Total product 18 0193.1 53.4 126 145.8 0.56 

4.4.2. Process heat duty  

There is a majority of heat was produced which may be used for power cogeneration. Also, 

when a simulation model completed the F-T reactor produces a higher amount of heat. The pro-

cess net heat that is excess in ATR Technique = 1.26E+08 Btu/hr and in POX = 1.56 E+08 

Btu/hr. 

Table 6. Heat duty for each unit  

ATR Technique POX  Technique 
Units Enthalpy (kJ/hr) Units Enthalpy (kJ/hr) 

Heat 1 6.36E+07 Heat 1 6.36E+07 
Heat 2 4.39E+07 Heat 2 5.371 E+07 
Heat 3 5.07E+07 Cool 1 -2.822E+08 
Heat 4 3.61E+04 - - 
Cool 1 -2.91E+08 - - 

4.4.3. Heating and cooling utilities 

As thermal pinch analysis is conducted to determine the potential heat that could be 

exchanged among the hot and cold streams. The grand composite curves for ATR and POX 

are shown in Figure 8, 9. 

 

Figure 8. The grand composite curve of ATR 

From ATR diagram it indicates that after heat integration, the minimum cooling utility is 

68.1million Btu/hr and the minimum heating utility is zero. From POX diagram the minimum 

cooling utility is zero, and the minimum heating utility is 1.49 million Btu/hr. The savings for 

heating and cooling utilities resulting from heat integration are listed in Table 7.  
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Figure 9. The grand composite curve of POX 

Table 7. Heating and cooling utility savings  

 ATR technique POX technique 

 Hot utilities 
(kJ/hr) 

Cold utilities 
(kJ/hr) 

Hot utilities 
(kJ/hr) 

Cold utilities 
(kJ/hr) 

Before integration 8.68E+07 3.13E+07 5.12E+07 10.31E+06 
After integration 0 7.18E+07 1.57E+06 0 

Savings ($/yr) 2,957,764 1,043,276 6,761,871 127,238 

5. Conclusion 

A gas to liquid process (GTL) based on different reforming techniques has been simulated 

and optimized by Aspen Plus. The parameter study conducted through the use of case studies 

was found to give the best one. The Results of The different reforming techniques are con-

ducted and compared, and the following is concluded: 

 The results for the SMR base case GTL process indicate that technologies for monetizing 

stranded natural gas via the SMR route would be intrinsically disadvantaged by the net 

requirement for Syngas ratio and the reaction is strongly endothermic.  

 POX Technique has the largest amount of syngas, a small content of CO2 emissions and a 

large amount of saving heat as compared with ATR Technique but syngas ratio is slightly 

smaller than the desired value. 

 ATR Technique needs to amounts of both steam and oxygen while POX needs to only oxy-

gen and total amounts ATR need are more than required for POX Technique.  

 The choice between ATR and POX Techniques is based on availability and flexibility and POX 
is the best reforming one and it has to be expanded. 
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Abstract 

Asphaltene precipitation problems cause millions $ of cost annually. Reservoir skin effect, Well inflow 

capacity decreasing, Oil flow decreasing, and well column blockage and production facilities break-out 
are examples of asphaltene related problems. The basic step to control and solve these problems is 

accurate prediction of asphaltene molecule precipitation. Asphaltene content oil is experience different 

thermodynamic conditions in the flow path from underground original reservoir zone to oil and gas 
separation facilities. It is obvious that thermodynamic instability of asphaltene is related to oil compo-

sition and its fraction entities. Although the direct effect of different fraction of crude oil (Saturate, 

Aromatics, Resins and Asphaltene (SARA)) may be unclear but by increasing the experimental data of 
precipitation an empirical model can be developed. The developed empirical model is the first model 

to predict the weight percent of asphaltene in a wide range of temperature and pressure (130-250 0F 

and 600-8600 Psi). The correlation is proposed based on 84 precipitation data point of 10 different 
crude oils. The least square of errors (R2) of correlation is more than 93% which is so accurate rather 

than common thermodynamic models of asphaltene precipitation.  

Keywords:  . 

 

1. Introduction 

Asphaltene related problems are going to increase every day, as the oil fields production 
life becomes more, and reservoirs become more depleted. The cost of wellbore tubing wash-
ing, oil production delay and environment damages are dramatic tragedies associated with 
asphaltene precipitations. So the best solution here is to avoid asphaltene precipitation and 
deposition rather than thinking of removal methods.  

There are different ways to avoid asphaltene precipitation such as inhibitor and solvent 
injection, thermal ways like heating and ultrasonic methods and finally making conditions out 
of Asphltane Deposition Envelope (ADE). In all of this ways, the knowledge of asphaltene 
thermodynamic behavior is essential. To optimize these processes, it is necessary to have 
accurate predictions of the amount of asphaltene precipitation as a function of the amount of 

solvent, temperature, and pressure [1].  
The thermodynamic behavior of asphaltene molecule is unique and vague from an oil field 

to another. The common trend is precipitating in a pressure above bubble point as onset 
pressure, increasing asphaltene precipitation to bubble point and deceasing after that. The 
temperature trend is vague and it is believed that in heavy crude oils by increasing the tem-

perature the asphaltene precipitation increased and in light crude oils the trend is contradict. 
Some different cases are reported in literature [2-3].  

To modeling and simulating asphaltene behavior some experiments are defined. Onset 
pressure of this molecule is detected by Near Infra-Red ray in solid detective suspended equip-
ment [4]. Additionally, asphaltene weight precipitation change by pressure is detected by High 
Pressure High Temperature (HPHT) Filtration device and associated IP143 tests [5] or by Visual 
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HPHT microscope [6]. All of these experiments are special, time consuming and done in high 
pressure and temperature conditions. The results of these Laboratory studies are used to 
modeling of molecule behavior. But the common models have failed to produce a consensus 
about the physical state of asphaltenes in crude oil. Most of these models need special prop-
erties such as molecular weight, enthalpy of fusion, volume shift and so on of asphaltene 

molecule which is not identical during precipitation, so it makes procedure more problematic  
[7-9]. The number of variables is another problem of common models of asphaltene behav-
ior[10]. A list of common models of asphaltene behavior is taken in table 1.  All together it 
can be said that estimates of models to asphaltene properties are more speculative than con-
clusive [9,11]. This is mainly due to the extreme chemical complexity of both the asphaltenes 

and crude oil [12-13]. 
So there are two problem in asphaltene modeling, the hardship of laboratory experiment 

and the ease of procedure and precise of thermodynamic model. 

Table 1. Asphaltene Mmain models, type, properties, advantages and disadvantages 

Model name Proposer Type Summary 

Hirschberg 
model 

[14] 

Based on Flory 
(1953) lattice 
theory. 

The parameters are mole fraction, molar volume, and solubil-
ity parameter for each individual component. The entropy of 
mixing of mono-disperse polymer-like molecules can be ac-
counted by using Flory (1953) lattice theory. He investigated 
the effect of temperature and pressure on the asphaltene color 
and precipitation. 

Micellization 
Models 

[10] 

Based on mini-
mum Gibbs En-
ergy theory. 

The liquid phase Consists of a mixture of monomer asphal-
tenes, monomer resins, asphalteneresin micelles, and Other 
oil species. Total Gibbs Energy of system is calculated by fu-
gacity calculation. a large number of parameters such as in-
teraction  parameters, the size of  the micellar core, the aver-
age  characteristic length of molecules, the interfacial tension, 
the thickness of micelle, and the adsorption energy, are 
needed in the model 

Statistical 
Thermody-

namic model 
[36] 

Based on Sta-
tistical Associ-
ating Fluid 
Theory (SAFT) 

Asphaltenes are assumed to be large spherical molecules with 
multiple association sites that can bind to other asphaltenes 
and resins. An advantage of the SAFT approach is that the 
complexity of the problem can be significantly reduced by for-
mulating molecular theory.  
Furthermore, the model can account for the effects of resins 
addition and asphaltene solvent addition on the solubility of 
asphaltenes. 

Oligimerization 
Model 

[37] 

Based on Col-
loidal theory. 

Asphaltene association was modeled analogous to linear 
polymerization. This model is very complex and need lots of 
parameters for modeling. It can fit the molar mass data and 
solubility so. 

Developed Oli-
gimerization 

Model 
[1] 

Based on Col-
loidal theory. 

This model requires two fit parameters (the association con-
stant and molar ratio of terminator to propagator) and two 
estimated parameters (the monomer molar masses of termi-
nators and propagators). The model can predict the effect of 
carbon number precipitant, temperature, solvent and resin 
concentrations. 

Micellar Models [38] 

Based on sur-
factant behav-
ior. 

Asphaltene is a very large structure that made of several mon-
omers it can act as a surfactant, this model explain micellar 
structure for asphaltene. Akbaezadeh 2005 showed neither 
molar mass nor IFT variation show the existence of CMC. 
Therefore, asphaltene cannot have the micellar structure. 

Regular Solu-
tion Model 

[8] 

Based on va-
por-liquid-liq-
uid equilib-
rium. 

The model uses the concept of material balance by coupling 
with thermodynamic model. The separate VLE and LLE can be 
used to find the composition of different fractions (vapor, as-
phaltene, crude oil). By some assumption the predict precipi-
tation of asphaltene in different pressure and temperature. 
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Our alternative way is modeling of asphaltene behavior by the results of concentration of 

Saturates, Aromatics, Resins and Asphaltene fraction of crude oil (SARA Test). This test is an 
easy handling experiment and is a standard of heaviness of crude oil. This experiment includes 
titration or addition of solvents and is a basic experiment that most of models about asphaltene 
precipitation are using. These tests are mostly conducted in atmospheric pressure or low pressures. 

In this work we present a correlation model based on results of SARA test of more than 10 
different crude oils. This model is a predictive empirical correlation on asphaltene precipitation 
behavior due to reduction or increase of pressure. The model has appropriate results for res-
ervoir natural depletion cases or in reverse during secondary recovery when trying to increase 
reservoir pressure for improves recovery without considerable change in temperature.  

Unfortunately in this study we could not do any predictions about onset of asphaltene pre-
cipitation due to lack of experimental data, however we believe that we can have a rough 
estimate which is not too bad to have an estimate of onset pressure. 

2. Thermodynamic modeling of asphaltene precipitation  

Today still there is not a unique predictive model that could describe asphaltene behavior 
at different conditions for different oil samples. This is due to complexity and nature of as-

phaltene and crude oils [12]. Different thermodynamic models have been proposed to predict 
asphaltene phase behavior. Precipitation is the formation of an asphaltene solid phase  (or 
possibly dense liquid) due to change in the thermodynamic equilibrium between the oil com-
ponents. Three general categories of thermodynamic models are 1-EOS approach, 2-Polymer 
solution models and 3-Colloidal models. As models become more complicated sometimes ac-

curacy improves, but generally new parameters introduced are not available in the literature 
and should be determined experimentally for each sample, and this will limit their application. 

An earlier model [14], which has been used for predicting asphaltene solution data by several 
investigators [15] employs the Flory - Huggins model of polymer solubility [16]:  

   2

max, 1/ln IaIaa VV   …              (1)  

where max,a the maximum volume fraction of asphaltene solute; 
aV  and IV are the molar volume 

of asphaltene and liquid solvent, respectively;  is the Flory interaction parameter and I is 

the solvent volume fraction. The Flory interaction parameter,  , can also be estimated from:  

 2/ Iaa RTV   ……                  (2)  

The two parameters which are essential in the performance of this model are the molar 

volume and solubility parameter of the asphaltene components. The molar volume is depend-
ent on the molecular weight and the density. Density is a measurable parameter whereas the 
molecular weight is much more difficult to measure with any degree of accuracy. Most meth-
ods for the determination of molecular weight produce data that show a dependence on the 
ability of the asphaltenes to aggregate [17]. The solubility parameter is depended to aggrega-

tion and this dependency makes the results of modeling inexact.  
The simplest model for precipitated asphaltene is the single-component solid model that 

was tried by [18] and [19]. The precipitated asphaltene is represented as a pure solid while the 
oil and gas phases are modeled with a cubic EOS [20]. The fugacity of the pure solid is given 
by:   

 
RT

PPv
ff

o

so

ss


 lnln ………                (3)  

where
o

sf is reference solid fugacity and sv is solid molar volume.  

The model basically uses the same calculation as vapor liquid equilibrium calculation, but 
here it uses another flash calculation between solid and liquid. It could be assumed that solid 
liquid has an effect on liquid vapor equilibrium or not. The method uses EOS parameters of 

heavy or plus fraction as tuning parameters to predict the experimental data. Large number 
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of tuning parameters limits the ability of the model to predict different condition. This model 
is not able to predict the effect of temperature on asphaltene precipitation. 

Colloidal model for prediction of asphaltene precipitation has been used as a model which 
has a focus on effect of resin on asphaltene precipitation and deposition. This model is pre-
sented by [21]. The model is based on the assumption that asphaltenes exist in the oil as solid 

particles in colloidal suspension, stabilized by resins adsorbed on their surface. It is also as-
sumed that the short range intermolecular repulsive forces between resin molecules adsorbed 
on different asphaltene particles keep them from flocculating. This repulsive force can be 
overcome or neutralized by mechanical (large pressure drop, agitation) or electrical (opposing 
streaming potential) means. 

The modeling of precipitation needs to calculate the concentration of the resins in the liquid 
phase. In the absence of the equilibrium constant data for resin adsorption on the surface of 
asphaltene particles for calculating the critical chemical potential of the oil mixture, implemen-
tation of the proposed model will require some experimental data of the onset of asphaltene 
deposition for fitting purposes. The model can then be used to predict the onset at different 
liquid compositions, provided that the resin and asphaltene fractions remain as they were 

when the fitting point was determined. 
All above models are consuming time, have try and error steps, needs expensive and time 

consuming experiments background and have many variables. 

3. Data gathering 

The SARA separation was originally designed for characterization of residuals [22]. The heavy 

end of a crude oil can be separated into four distinct fractions namely saturates, aromatics, resins, 
and asphaltenes using the experimental SARA procedure. SARA analysis separates the sample 
in saturated, aromatics, resins, and asphaltenes compounds through the action of n-alkane 
solvents, toluene and dichloromethane, and the interaction between the oil with a stationary 
phase. The SARA analysis starts with the precipitation of asphaltenes in n-alkane solvents such 

as pentane or heptane. Subsequently, the de-asphalted oil is separated by chromatography 
methods with the help of different stationary phases and solvents of varied polarity [23-25]. 

A crude oil usually contains a considerable amount of volatile material that must be re-
moved prior to performing SARA separation of the crude oil. Although there are different and 
accurate method to investigate the SARA weight fractions of crude oil [26-27], Vazquez and 

Mansoori [28], proposed a simple, inexpensive, forward standard method to separate SARA 
fractions based on liquid absorber chromatography. This is accomplished by performing a vac-
uum batch distillation at 10 mm Hg and room temperature until the weight of the residue 
reaches a constant value.  

The first fraction to be separated from the vacuum residue is the nC5-asphaltenes. The 0.2 

micro meter filtrate collected from the separation of the nC-5 asphaltenes is commonly known 
as maltenes. It contains the remaining three fractions, saturates, aromatics and resins. These 
three fractions are separated using open-column liquid chromatography. 

Saturate hydrocarbons in present of n-pentane as solvent phase, are not absorbed on ac-
tivated silica under the conditions specified. The saturate fraction of the oil is eluted from the 
column with 1/L of n-pentane volume at 5 mL/min. The solvent is removed using a rotary 

vacuum evaporator to recover saturates fraction. 
Aromatic hydrocarbons are adsorbed on activated silica in the presence of n-pentane, and 

desorbed by toluene after removal of the Saturates under the conditions specified. The aro-
matic fraction of the oil is eluted from the chromatographic column using toluene at 5 mL/min. 
The resin fraction of the oil is eluted from the chromatographic column using a 90/10 tolu-

ene/MeOH solution at 5 mL/min. This fraction is reported as wt.%. prepared Silica gel column 
and separation of maltene fractions during SARA test. 

This procedure is done for 10 crude oil sample before HPHT filtration to develop Asphaltene 
Deposition Envelope (ADE). The results of SARA test and specific properties of crude oils are 
presented in Table 2. 

835



Petroleum and Coal 

                         Pet Coal (2018); 60(5): 832-841 
ISSN 1337-7027 an open access journal 

Table 1. SARA test results of 10 crude sample and their specifications such as GOR, Ps and density 

Crude 

No 

Saturated 

wt.% 

Aromatic 

wt.% 

Resin 

wt.% 

Asphaltene 

wt.% 

GOR 

Scf/Stb 

Saturation 

pressure, psia 

Density, g/cc 

1 63.79 31.67 2.61 0.89 1300 4260 0.829 

2 60.49 33.84 3.23 2.11 1100 3290 0.865 

3 55.14 30.73 10.88 3.25 1120 2980 0.861 

4 54.67 28.89 12.66 3.8 1080 2513 0.857 

5 52.49 41.04 5.48 0.99 1037 6267 0.898 

6 52.07 35.87 8.93 3.17 900 3045 0.865 

7 50 25 21 3.9 654 1963 0.873 

8 44.84 34.83 12.21 8.10 240.43 1067 0.987 

9 30.1 42.1 13.36 13.75 450 1722 1.076 

10 26.82 67.69 4.47 0.66 540 1524 1.103 

After SARA test, the high pressure high temperature set up was prepared for measuring 
Asphaltene Precipitation in different thermodynamic conditions. The Whatman paper filter of 

0.2 micrometer diameter was pert by helium gas between two thick steal cylinders. After crude 
oil stabilization in specific thermodynamic condition, the crude oil is transported through paper 
filter and the asphaltene content of filtrated oil is measured by IP143 procedure. The difference 
of asphaltene contents before and after filtration is equal to asphaltene precipitation in specific 
temperature and pressure. This test is done and repeat for each crude oil in reservoir temper-

ature and 8 different pressures. At the final, 84 data point is resulted and reported in 8 series: 
temperature, pressure, saturates, aromatic, resins, asphaltenes content, and asphaltene pre-
cipitation wt% . 

4. Methodology 

Genetic programming (GP) [29] is an exciting method to model various petroleum engineer-

ing issues. The major benefit of the GP-based models against other intelligent based solutions 
like as artificial neural network, fuzzy logic and least square support vector machine (SVM) is 
their capability to create estimation correlations without presuming first form of the existing 
correlation like as previous work of the authors [30-31]. Gene expression programming (GEP) 
is a new division or branch of Genetic Programming which evolved by Ferreira [32]. This ap-

proach has capability to generate computer programs with various sizes and shapes while 
conventional Genetic Programming and other intelligent tools like as fuzzy logic are restricted 
to fewer engineering areas [30-31].  

Genetic Programming is a branch of genetic algorithms (GAs) which is a modern regression 
approach with a giant capability to automatically develop computer programs. It worth men-
tioning that, the evolutionary algorithm followed by the GP procedure is inspired from the 

Darwinian theory of natural collection [30]. 
Based on symbolic regression experiments by Koza in 1992, Genetic Programming (GP) 

was introduced and developed [29]. The major difference between the original Genetic Algo-
rithm (GA) and Genetic Programming (GP) methods is that the developing programs in Genetic 
Programming (GP) are parse trees rather than fixed-length binary strings in conventional Ge-

netic Algorithm (GA) [30]. A typical pc programme based on the Genetic Programming (GP) 
formula is demonstrated in Figure 1, [29,31] . 

Gene expression programming (GEP) is a new subarea of Genetic Programming (GP) was 
firstly introduced and evolved by Ferreira, [30,32]. Gene expression programming (GEP) consist 
Function set, terminal set, fitness function, control parameters, and termination condition 

which are the main parameters of the addressed method. The generated outcomes of Genetic 
Programming (GP) are depicted as tree topologies and presented in a functional programming 
language [29-30]. It should be noted that the genetic operators perform on the chromosome 
level in GEP approach which leads to an extreme simplification in the generation of genetic 
diversity [30]. As known Gene Expression Programming (GEP) has a multi-genic nature. There-
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fore; more complicated models with various sub-models can be created through the evolu-
tionary process. A gene in Gene Expression Programming (GEP) is comprised a list  of symbols 
while the addressed symbols are parameters of function or terminal sets. A typical GEP gene 
is illustrated as following as [30]: 
+./..√.^.5.X.Y    ………                (4)  

where X, Y and 5 are elements of the function set; +, /,√, and ^ are the terminal nodes, 
and ‘‘.’’ is the element separator for user friendly reading [30]. The above addressed expression 
is called Karva notation or K-expression [32]. A K-expression can be demonstrated by a dia-
gram as an Expression Tree (ET) while the first position in the K-expression stands for the 
root of the addressed Expression Tree (ET) [30]. i.e. example, the pure mathematical equation 

√
(𝑋×𝑌)

(𝑋𝑌)
 can be easily demonstrated as an expression tree (ET) which depicted in Figure 2, with 

the Karva language illustration of */Q ̂  X Y (Q represents the square root function). 
It worth mentioning that, the size of the relevant Expression Trees changes through the GEP 
evolutionary process while the valid length of each expression is same to or less than the 
length of the gene [30].  

  
Figure 1. A typical computer LISP program in the 
GP algorithm represented as a parse tree (expres-

sion tree), which stands for the algebraic expres-

sion [(X-Y)+(X*Y)] by a two-gene chromosome 

Figure 2. A typical Karva Language program in 
the GEP strategy, which represents the algebraic 

expression [ √
(𝑋×𝑌)

(𝑋𝑌)
 ] by a two-gene chromosome 

5. Results and discussion 

One of the exciting advantages of the GEP method [33] is that there is no need to take on 
special functional topologies to gain the best prediction/estimation of the real measured data. 
As a result, the most integrate and robust and effective correlation topologies consisting of 
the most efficient independent parameters are figured out through the evolutionary algorithm 
itself [34]. As illustrated earlier in this text, no accurate and integrate model or correlation exist 

for prediction of amount of asphaltene precipitation of crude oil samples. The majority of the 
amount of asphaltene precipitation of the crude oils can be correlated by the GEP principle 
parameters such as saturates, aromatics and resins. In this paper, it is firstly assumed that 
the RI can be formulated as the functions of the addressed parameters as follows: 

Amount of asphaltene precipitation =f(saturates, aromatics, resins, . . .  )   (5) 

Based on the above assumption and GEP procedure which demonstrated in Figure 3, the 
required correlation was developed. Results of the evolved correlation discussed in detail in 
next section.  

 

 

+ 

* - 

X Y X Y 

 

Q 

/ 

^ * 

X Y X Y 
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Figure 3. Chart box of the gene expression programming (GEP) 

The asphaltene weight percent for 9 crude oils in reservoir temperature and different pres-
sures have been resulted by HPHT filtration experiment. For crude oil number 10 the lower and 
upper onset pressures for 4 different temperatures have been got, and finally 84 different 
data point is developed for all 10 crudes. Each data point has 7 data includes Saturates wt%, 
Aromatic wt%, Resin wt%, Asphaltene wt%, Pressure, Temperature and finally precipitated 

Asphaltene wt%. The results of crudes oil are quantitatively follows known trend of pressure 
effect in literatures [35]. In high pressures by decreasing the pressure the asphaltene precipi-
tation increased to reach a summit on bubble point. After that the amount of precipitated 
asphaltene decreased to reach the lower onset pressure. As it is shown in figure 6 all crude 
oils except crude number 8 follow this trend so this exception may be because of laboratory 
errors and we can ignore this test.  

 

Figure 4. Asphaltene precipitation weight percent vs. pressure for different crude oils 

 

Introduce the population or 

generating, randomly  

Determination mean square error (MSE) 

value as an objective functions (OF) 

Implementation of the genetic operators 

such as replication, mutation, and 

inversion for gene reproduction 

Choice of the individuals to endure for 

suitable parents (the tournament 

approach has been implemented to 

facilitate an adequate variety of the 

population in each generation) 

Transposition and putting pattern 

assortments 

Stop Criteria (If yes then algorithm 

Stop) 

Recombination. This step, which is 

studied in three demeanors containing 

one-point recombination, two-point 

recombination, and gene recombination 

NO 
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The results of filtration and SARA tests are used for developing an algorithm to predict the 
asphaltene precipitation. The following correlation is the best match for the data points. In 
this correlation the input data are SARA fractions, temperature and pressure and in other hand 
Asphltene weight precipitation is the output. 

28
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which A, B, C, D, E, F and G are variable coefficients of S, Ar, R, As, P and T. S, Ar, R, As, P 
and T are Saturates, Aromatic, Resins, Asphaltenes, Pressure and Temperature respectively. 

The results of comparison between estimated and actual data are depicted in figure 5. The 
least square average of correlation is R2=0.9384. 

The deviation of correlation data and actual data is presented in figure 6. The figure shows 
there is an accurate prediction in correlation results.  

  
Figure 5. Comparison of correlation output vs. ex-

perimental data 

Figure 6. Predicted data and actual data of asphal-

tene precipitation 

Before this study the SARA fraction is routinely used for qualitative analysis of stability of 

asphaltene in crude oils at reservoir conditions. De-Boer, proposed 4 plots based on SARA 
results to predict stability of asphaltene molecules  [36]. But in this study it is proved that SARA 
results could predict asphaltene precipitation quantity rather than qualitatively analysis.  

6. Conclusion 

In this study a novel empirical correlation to model asphaltene precipitation based on 
SARA fraction test is developed. The developed empirical model is the first model to predict 
the weight percent of asphaltene in a wide range of temperature and pressure (130-2500F 
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and 600-8600 Psi). The correlation is proposed based on 84 precipitation data point of 10 
different crude oils. The least square of errors (R2) of correlation is more than 93% which is 
so accurate rather than common thermodynamic models of asphaltene precipitation. 
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Abstract 

Mercaptan removal from a gas stream using multi-walled carbon nanotubes (MWCNTs) supported co-

balt nanocatalyst in fix bed reactor is discussed in this paper. MWCNTs as support were first 

functionalized with carboxylic acid then cobalt particles that are supported by MWCNTs are prepared 
using impregnation technique.  

The nanocatalysts were characterized by Fourier transform infrared spectroscopy (FTIR), Raman spec-

troscopy, and X-ray diffraction (XRD) and transmission electron microscopy (TEM) analysis. The TEM 
analysis showed that functionalized MWCNTs were well covered with homogeneously distributed of 

cobalt particles. The influence of temperature and gas hour space velocity (GHSV) parameters on 

mercaptan removal under nanocatalysts was investigated. Moreover, the kinetic parameters related 
to catalytic reaction for mercaptan removal in present of Co-MWCNT nanocatalyst was reported. 

The results displayed the concentration of mercaptan from a gas stream is reduced from 16 800 ppm 

to less than 15 ppm by Co/MWCNTs in temperature of 100°C and GHSV of 1000 h-1. 

Keywords: nanocatalyst; removal of mercaptan; multi-walled carbon nanotubes; cobalt particles; kinetic study; het-

erogeneous catalyst. 

 

1. Introduction  

Mercaptans are sulfur-containing organic compounds with the general R-SH formula. They 

are relatively common in natural gas and petroleum systems as naturally occurring species in 
low concentrations. Mercaptans are also added to gas products as an odorants for leak exam-
ination [1]. Mercaptans a higher concentration become very toxic and may cause harmful health 
effects. There are difficult methods for removing of mercaptans like as: oxidation, chemical, 
and absorption. These methods have particular defect and disadvantages, therefore, in order 

to reduce mercaptans content of stream to desired value must use of the perfect process. 
Adsorption is one of the most widely applied control technologies for removal of volatile sulfur 
compounds. 

In adsorption procedures for mercaptans removal from gas stream many different catalysts 
have been applied. Carbon nanotubes as a new type of carbon material have interesting prop-

erties such as mesoporosity, high purities, high thermal stability, high surface areas and high 
pore volume [2-3]. Their morphology and structural characteristics are shown to be quite suitable 
for use as catalytic support materials and improve catalytic activity  and also are insoluble in 
most organic and aqueous solvents Thus, the surface of CNTs can be modified through different 
treatment to improve the compatibility and solubility and  make a good distribution of metals 

on their therein [4-5].  
In this paper, with an attempt to show the effects of different experimental condition in the 

removal of mercaptans from gas stream under performance of MWCNT-supported Co nanocat-
alyst, we functionalized MWCNT- COOH then prepared MWCNT- Co using the impregnation 
method for produce nanoparticle catalyst, finally used it as catalyst for the adsorption of mer-
captans in fix bed reactor. 
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2. Experimental 

In section experimental first, MWCNT-supported were prepared by impregnation synthesis 

method and used as catalysts for mercaptan removal in a fix bed reactor and concentration 
of mercaptans was measured with a potentiometer. All reagents including sulfuric acid 
(H2SO4) 96%, nitric acid (HNO3) 64%, cobalt nitrate Co(NO₃)₂·6H₂O, potassium hydroxide 
(KOH) were purchased from Merck Company. Aqueous solutions were prepared using Millipore 
water from Milli-Q water systems. MWNTs Multi-walled carbon nanotubes (MWNTs) with purity 

> 90%, (size 10 μm; diameter 10 –30 nm; specific surface area 270 m2/gr and thermal con-
ductivity 1500 w/mv) were prepared in Research Institute of Petroleum Industry of Iran (RIPI) 
were prepared and MWCNT-Co synthesized using the impregnation method.  

In a first step, the carbon nanotubes (CNTs) were synthesized using chemical vapor depo-

sition (CVD) method using (Co-Mo/Mg) catalyst and methane as carrier gas at temperature 900̊ C 
for 30 min. 

In the next step, carbon nanostructures were functionalized by using acid oxidation method. 
Carbon nanostructures were added to an aqueous acid solution of H2SO4/HNO3 mixture with 
the ratio of 1:3 by volume. The mixture is ultrasoniced at a temperature of 60°C for 1 hour 
then it is filtered and neutralized by being washed with distilled water. The product was dried 

in an oven at 90ºC for 12 h.  
For the synthesis of the metallic nanoparticle of cobalt supported on Multi-Wall Carbon 

Nanotubes (MWNTs) was used impregnation method. For this purpose, cobalt nitrate was dis-
solved in a certain volume of distilled water and stirred until a homogenous solution was created, 
then the resulting solution by the method of impregnation slowly was added to carbon nano-

tubes. Nanocatalysts was dried at a temperature of 120°C. The chemical structure of 
MWCNT/Co is shown in Scheme 1. 

 

Scheme 1. Schematic illustration of the synthesis of MWCNT/Co composites 

The morphology and structure characterizations of MWCNT, MWCNT-COOH, and MWCNT-
Co were performed using transmission electron microscopy (TEM), X-ray diffraction, Fourier 
transform infrared spectroscopy (FTIR). The tests for mercaptans removal from the gas stream 
has been accomplished in an operating condition like as reaction temperature and gas hour 

space velocity (GHSV h-1). The catalyst was loaded in a fixed-bed reactor that constructed 
from the stainless steel-314 tube. The reactor vertically takes placed in an electrical furnace. 
The temperature of the furnace was controlled by a thermal indicator controller (TIC). 

The gas stream was containing hydrocarbon mixture (98.29wt %) and mercaptan (0.0168 
wt %) with mercaptans content of 16 800 ppm. Gas flow to the reactor was regulated by the 

mass flow controller (MFC). The catalyst was heated from room temperature to the reaction 
temperature, and amount of GHSV was characterized regarding the volume (mL) of the cata-
lyst and inlet gas velocity (mL/min).   

Then the gas stream passes downwards through the catalytic bed. The product stream has 
been passed through KOH solution (20%) in different times each time for 20 min. The time of 

the process and operating pressures were 120 min and 1 bar, respectively. Mercaptan con-
centration is determined by KEM potentiometric (AT-500) titration method according to UOP 163 
method. The experimental setup for mercaptan adsorption shows in Fig1. 
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Figure 1. Experimental set-up 

3. Results and discussion 

The preparation of MWCNT-Co involves the introduction of the MWCNTs of acid groups through 
sulfuric acid treatment, the development of Co nanoparticles. CNTs are functionalized with 

functional groups to improve its dispersion into solvents. Acid treatment removes the impuri-
ties as amorphous carbon particles and also introduces the –COOH groups on the surface of 
MWCNTs. The crystallinity formation of Co nanoparticles on the MWCNTs surface is confirmed 
by X-ray powder diffraction (XRD) results. 

The XRD patterns of as-synthesized 

MWCNTs (a), MWCNT-COOH (b), MWCNT-Co 
(c) are displayed in Figure 2. The diffraction 
peaks at 2θ of 26.24° and 42.58° are due to 
the (002) and (110) planes of MWNTs. As 
shown in Figure 2(a), 2 (b) XRD patterns of 

functionalized MWNTs are similar to that of 
as-synthesized MWCNTs. The intensity of the 
diffraction peak at (002) in acid functionalized 
MWCNTs was increased as compared to the 
as-synthesized MWCNTs. [6-7] 

As shown in Figure (2c), two peaks 

2θ=26°, 44° is related to the structure of the 
carbon nanotube, and the rest of the peak is 
related to the different pages of crystalline 
Co3O4. Its dominant peak is in 2θ = 37°, and 
the other peaks at 45° and 51.5 ° is related 

to cubic cobalt structures [8-9]. 

 

Figure 2. XRD spectra of a) as- synthesized MW-
CNTs, b) MWCNT-COOH, c) MWCNT-Co 

 
The surface morphologies and composite properties of MWCNTs, MWCNT -COOH, and 

MWCNT-Co were investigated by transmission electron microscopy (TEM) measurement. The 
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multiwalled tubes range in length from a few tens of nanometers to several micrometers, and 
in outer diameter from about 2.5 to 30 nm. The flawless surface in purified condition was 
clearly observed in TEM image of Fig.3 (a), no destruction occurred on the side wall fig a. 
Based on the all morphological surface analysis Fig. 3( b), it is mentioned that nanotube func-
tionalization process functionalization leading to shortening and defect to create functional 

groups on the side wall and at the end of the tube. Fig. 3(c) shows the TEM image of the 
MWCNTs modified with Co particles. It can also be seen that the f-MWCNTs are well covered 
with homogeneously distributed of particles because the functional groups on the MWCNT 
surface cause a uniform distribution of cobalt particles. The average size of Co nanoparticles 
is within the range of (5-11 nm). Similar to previously reported work, the small particles 
interact with inside wall and larger particles with an outside wall [10-11].  

  

 

Fig 3.TEM micrograph for (a) as-synthesized, (b) 

functionalized MWCNTs, (c) Co–MWCNT 
 
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Figure 4 illustrates the IR spectra of raw, 
oxidized and Co- MWCNTs. The IR spectra of 
raw, oxidized MWCNTs showed similar char-
acteristic peaks, indicating the similarity in 
the structure of the MWCNTs. These results 

indicate that after the oxidation step, the ox-
ygen functional groups such as carboxylic 
and hydroxy acids are formed on the surface 
of purified MWCNTs.  

The FTIR spectra of the pristine MWNTs 

and after functionalization with carboxylic 
and MWCNT-Co are shown in Fig (4a-c). 
Concerning pristine and oxidized MWNTs as 
shown in Fig (4a, b), the peak at 1570 cm-1 

is associated with the graphitic structure of 
CNTs (C=C stretch). The peak at 3400 cm-1 

is attributed to OH group on the surfaces of 
pristine MWNTs.The presence of carboxylic 
C=O (1726 cm-1), C-O (1188 cm-1) and OH  

 

Fig.4. FT-IR spectra of a) MWCNT, b) MWCNT-
COOH, c) Co-MWCNT 

(2400-3400 cm-1) vibrations in the spectrum of oxidized MWNTs indicated carboxyl groups are 
formed to the tip and sidewalls of the MWNTs [12-13]. The spectrum of MWCNTs-Co nanocata-

lyst Fig. 4(C) exhibit the presence of bands at 506, 572 and 660 cm-1. These bands are the 
feature of a metal–oxygen bond in a spinel-type crystal structure [14]. 

In compared with MWCNT, there is a slight shift of the skeletal vibration of the graphite 
sheets for the Co/MWCNT nanocatalyst, which may be due to the introduction of cobalt. Also, 
the conformational changes observed by shifting of bands in MWCNTs-Co nanocatalyst indicate 

the formation of stable nanocatalysts by the deposition of Co nanoparticles on the surface of 
MWCNTs. 

The Raman spectra of pristine MWCNTs, MWCNT-
COOH, and MWCNT-Co is shown in Figure 5. As can 
be seen from the Figure 5a, the Raman spectra of 

the pristine MWCNTs show bands at about 1347, 
1573 and 2661 cm-1 are the D band, G band and 
2D band of MWCNTs, respectively. This strongly 
supports the fact that MWCNTs were produced. 
Furthermore, The MWCNT-COOH (Fig. 5b) showed 

bands at 1352, 1583 and 2750 cm–1. After the 
junction of cobalt nitrate with MWCNT, the Raman 
spectrum (Fig. 5c) shows characteristic peaks 
around 465,671,512 cm-1corresponding to differ-
ent vibrational modes of Co particles. All the 
aforementioned characterizations confirm the in-

teraction between Co and MWCNT and matches up 
well with the reported cobalt oxide spectrum. The 
relative intensity ratio of the D- and G-bands 
(ID/IG) is used to probe the effectiveness of func-
tionalization. The ID/IG band ratios as an indication 

of the quality of 

 

Fig. 5. Raman spectra of a) MWCNT, b) 
MWCNT-COOH, c) Co-MWCNT 

carbon nanotubes for catalyst supports increased with acid treatment. Acid treatment in-
creased the ID/IG from 0.11 to 0.19. This shows that the amount of defects on the MWCNT 
surface increases with acid treatment, which in turn leads to better metal dispersion on the 
acid-treated MWCNT surface and as well as higher catalyst activity. The formation of particles 

on the MWCNTs was achieved with some disruption of the graphitic CNTs, and the ID/IG varied 
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to 0.25 for the Co-MWCNT nanocatalyst. It is indicating that some additional disorder was 
introduced by a synthesis procedure [15-16]. 

Mercaptan removal from hydrocarbon mixture was carried out under the different operating 
conditions in the presence of heterogeneous catalyst of Co-MWCNT. The results of some ex-
periments have been shown in Fig.6.  

 

Fig 6. Variation of mercaptan concentration content in exit stream with time  

The process was carried out in the temperature of 50 to 100˚C and GHSV of 1 000 to 3 
000 hr -1

. In time 0 min mercaptan concentration in outlet stream was 16,800 ppm. At the 
beginning of the process, maximum adsorption of mercaptan occurs, while after passing time 

the adsorption process becomes less effective due to saturation of the catalyst surface with 
mercaptan and as a result mercaptan increases in the exit stream. According to the obtained 
results, increasing temperature and decreasing GHSV cause better contacting of the gas 
stream with catalyst and in the result of that better conversion of mercaptan to disulfide. Also, 
increasing temperature causes an increase in the reaction rate and by increasing the GHSV 

the residence time of the gas reduces. The maximum concentration of mercaptan in products 
can be reduced from 16 800ppm to less than 15 ppm under Co - MWCNT nanocatalyst in the 
best condition of temperature (100°C), and GHSV (1000 hr -1). 

Mechanism of the oxidation of mercaptan into disulfides in present of Co-MWCNT nanocatalyst 
are listed below: 

The general reaction:  

RSH 
         𝐶𝑎 ,𝑂2            
→             RSSR + H2O                  (1)  

Mechanism: 
RSH + OH− ↔ RS-   + HO2                      (2)  
RS- + Co (II) -MWCNT + O2 →RS- _ Co (III) –MWCNT_ O2 -      (3)  
RS-  _Co (III) –MWCNT _O2 - → RS0   + Co (II) – MWCNT _ O2 -     (4) 

2RS0 → R-S-S-R                       (5)  
In this mechanism, the formation of disulfide result from generat ion of free radicals (RS0) 

which formed from mercaptide ions (RS-) under Co -MWCNT nanocatalyst. Co (III) -MWCNT 
are generated by the oxidation of Co (II) -MWCNT by molecular oxygen then the reduction of 
mercaptide ions by Co (III) –MWCNT gives RS0 radicals. Finally, the production of disulfides 

former results in recombination of the RS0 radicals. 
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3.1. Estimation of kinetic parameters 

Kinetic study of the mercaptans removal lead to optimizing operating conditions, catalyst 

performance, and determine parameters for better removal of sulfur compounds. 
The integral method is a general and better manner for the determination of experimental 

rates and kinetic parameters of a reaction than the conventional methods. Four models were 
suggested for the estimation of the order of reaction in term of mercaptan concentration (Ta-
ble.1). 

Table 1. Integrated form of the rate law for rate equation 

Order Rate Law Integrated Rate Equation 

0 Rate= k [C0]-[Cmerc]=kt 

1 Rate= k[Cmerc] Ln([C0]/[Cmerc])= -kt 

2 Rate= k[Cmerc]2 (1/[Cmerc]) –(1/[C0]) = kt 
n Rate= k[Cmerc]n Cmerc

1−n - C0
1−n = (n-1) kt 

n-order, 0, 1 and 2 rate reaction is done using curve fitting then by plotting the power 

model and experimental data and compare two graphs. It is indicated that the reaction rate 
is a first-order equation Fig.7.  

 

Fig. 7. Comparison n – order equation with experimental data for Co-MWCNT nanocatalyst 

Using equations in (Table.1) the data was plotted for each model. The kinetic parameter in 
the term of R2 for zero, first and second order guesses are reported in Fig. 8. According to the 
results, the value of k, n with best-fitted results of R2 (0.99) for least square is reported for 

the first-order equation in the present of Co-MWCNT nanocatalyst. Also, it can be concluded 
that the rate of n, k, R2 obtained for n – order reaction extremely is similar to the value of n, 
k, R2 for first order reaction. 

According to Fig. 8, in the first-order reactions the slope is (–m.K1): 
Slope= -m × K1 = - 0.93 min-1  (6)  m = 10-3 kg / 4 × 10-3 m3 = 0.25      (7)  
K1 = 0.062 m3/Kg cat.sec     (8) 

Amount of the activation energy be calculated by Arrhenius’ law: 
K1 = K0 exp (-ER / T)      (9)  

So it’s logarithm can be written as:  
Ln (K1) = (-ER/T) + Ln (K0)    (10) 

By having all the other parameters fixed and testing experiments in various temperatures, 

the amount of the activation energy and the effect of temperature on the rate of reaction is 
obtained.  

Fig.9 indicates the experimental data and the best line that passes through Ln (K1) versus 
1/T for removal of mercaptan under Co – MWCNT nanocatalyst. In accordance with the ob-
tained results, the rate of mercaptan removal reaction intensifies with increasing the temperature. 
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Thus, the suggested kinetic model of K1 and the reaction rate equation is presented as 
follows: 
K1 =15.51 exp(- 2049/T)      (11) and, -r = 15.51 exp(- 2049 / T) [C merc] 0.99   (12) 

 

Fig. 8. Estimation of the rate constant of the catalytic reaction using an integral method under Co - 
MWCNT nanocatalyst for (i) zero-order reaction, (ii) first-order reaction, and (iii) second – order reaction 

 

Fig. 9.Arrhenius curve for mercaptan removal in present of Co-MWCNT nanocatalyst 
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4. Conclusions 

Cobalt nanocatalysts that are supported by carbon nanotubes (CNTs) are prepared using an 

impregnation technique, and their performance in mercaptan removal have been appraised.  
The results show that average size of Co nanoparticles is within the range of (5-11 nm) and 

the small particles interact with inside wall and larger particles with an outside wall. Catalytic 
test result show mercaptan was removed from a gas stream using Co- MWCNT nano-catalyst. 
Unreacted mercaptan is reduced with increasing temperature and decreasing GHSV. Decreas-
ing GHSV cause is increasing residence time of gas and better catalytic activity. Temperature 

has the most effects in mercaptan conversion, and Increasing of it causes an increase in ad-
sorption and reaction rate. In addition, the minimum unreacted mercaptan in outlet gas 
stream is obtained at a temperature of 100°C and GHSV of 1000 h-1 and the concentration of 
mercaptan under Co-MWCNT nanocatalyst reduced from 16 800ppm of the gas to less than 
15 ppm. On the other hand, the kinetic study of mercaptan removal in the present of Co-

MWCNT nanocatalyst was investigated, and kinetic parameters related to catalytic reaction for 
Co-MWCNT nanocatalyst was obtained. By comparing the obtained results for models of 0, 1, 
2 and n order of reaction, It was indicated first-order reactions, as the best result, for removal 
mercaptan in present of Co-MWCNT nanocatalyst in a fix bed reactor. 

Nomenclature 

E Activation energy    J. mol–1 

K Rate constant  mol. m3.Sec–1.Kg -1cat 
k  Arrhenius’ constant mol. m3. Sec–1.Kg -1cat 

r  Rate of reaction  mol. Kg cat. Sec–1. L-1 

R Universal gas constant  J. mol–1 K–1 
T Temperature    °C 

Time  Sec 

M catalyst weight  Kg 
V volume of  L 

M M.V-1  kg.m-3 

C Concentration of mercaptan mol.L-1 

C0 Initial concentration of mercaptan  mol.L-1 

Cat Catalyst  

GHSV Gas Hour Space Velocity mL.min-1 
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Abstract 

This study introduces the key facts on the current proven reserves, production, sources, and supply of 
coal. The research provides an overview of the energy situation in Thailand; how the demand for coal 
and the clean coal activities being undertaken in Thailand. Coal production is currently a large industrial 
of energy source. In recent years Thailand’s economy has grown rapidly, resulting in increased energy 
demand. This demand is met almost entirely by fossil fuels which provide 90% of the country’s supply; 

gas makes up 70%, coal 20%, and there are some oil-fired plants. The remaining 10% comes mainly 
from hydroelectricity and other renewables. Several international institutions operating in Southeast 
Asia play an important role in contributing to the long-term energy strategy in Thailand. However, their 
work on promoting the use of clean coal technologies is limited in Thailand. The use of coal in Thailand 
will increase if all the planned new coal-fired power stations are built. Therefore, it is important that 
information on, and research into, the use of clean coal technologies within Thailand are supported 
and increased to better inform the wider community 

Keywords: Coal; Energy Sources; Power Generation; Energy Policy. 

 

1. Introduction and overview 

1.1. Coal energy sources in Thailand 

Coal, which is primarily used for the generation of electricity. Thailand will look to develop 

new coal-fired power plants as gas reserves decrease in the country. According to a recent 

report from the Electricity Generating Authority of Thailand (EGAT), the country will consider 

clean coal technologies to help reduce carbon dioxide and other greenhouse gas emissions. 

using imported coal to fuel power plants is the best option for Thailand to provide reliable 

energy to the grid. Current drilling in the Gulf of Thailand was expected to be productive in a 

decade, as the gas reserves run dry. This will affect the security of our power supply [12-15]. 

Using imported liquefied natural gas, which costs double that of natural gas, will push power 

tariffs to rise. The most appropriate solution is to find other fuels such as coal as a substitute 

for gas. These fuels should make the power system more sustainable with low tariff rates. In 

addition to increasing its coal-fired power generation, Thailand hopes to use more renewable 

energy sources within the next decade [16]. The EGAT report stated the country has a goal to 

have 25 percent of its energy mix coming from renewable sources within the next 10 years. 

Coal was used for power generation for a century [17-22]. Currently, 70% of the electricity 

used in the world was from coal, and it tended to increase 5-7% annually as the world still 

had the abundant coal reserve, contrary to oil and natural gas which clearly decreased [23-27]. 

Thailand lost the chance in using the coal for power generation but let other countries con-

sumed it. Actually, coal was the cheap fuel, leading to the low price of electricity, but people 

were still concerned about the pollution [28-29]. However, presently there was the clean coal 

technology that could get rid of pollutant and heavy metal very well, which was different from 
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Mae Moh Power Plant case 40 years ago when the technology was not modern. EGAT did not 

use the good technology, scientist, would also protest. Anyway, for the Krabi Power Plant 

development, EGAT applied the clean technology, so it was the chance for Thailand to have 

the clean coal power plant enhancing the security of the southern Thailand power system. The 

example from Japan, in which the Government saw the importance of power. Japan needed 

to have sufficient power, while social and environmental care was also necessary.  

1.2. Energy policy of Thailand  

The government anticipated that energy prices would be one of the key concerns due to 

limited energy resources, environmental issues, global warming and climate change chal-

lenges which affect people’s quality of life and the country’s competitiveness [30-35]. Therefore, 

the 20-year Energy Efficiency Development Plan 2015-2036 (EEDP) was developed by the 

Energy Policy and Planning Office, Ministry of Energy (Thailand) to address the issues. The 

objectives of the EEDP are as follows: 

● To establish the energy conservation targets (heat and electricity) in the short term 5 years 

and long term 20 years where the aim is to reduce energy intensity (EI) by 30 percent in the 

year 2036 compared with that in the year 2010 for overall country and energy intensive sec-

tors such as industrial, business, and residential. 

● To define strategies and guidelines in the energy conservation promotion to achieve the 

aforementioned targets and to formulate operation plans of the relevant organizations. 

In order to formulate the 20-year Energy Efficiency Development Plan 2015-2036, the Min-

istry of Energy revised the 20-year Energy Efficiency Development Plan 2011-2030 by adjust-

ing the baseline data and assumptions. Therefore, the target of the EEDP 2015-2036 becomes 

to reduce energy intensity by 30 percent in the year 2036 compared with that in the year 

2010 or accounting for 56,142 kilo tons of oil equivalent (ktoe). However, energy savings esti-

mated by an energy intensity reduction during the year 2010-2013 was 4,442 ktoe. Thus, the 

energy conservation target would be achieved by measures and projects during the year 2015-

2036 accounting for 51,700 ktoe where around 15 percent or 7,641 ktoe (89,672 GWh) would 

be in electricity sectors and around 85 percent or 44,059 ktoe would be in thermal sectors 

(Table 1). 

Moreover, the energy conservation plans of 4 economic sectors; residential, industrial, 

business, and transportation were revised. Therefore, 6 guidelines were stated to encourage 

energy conservation as follows: 

1) Removing / Revising energy price subsidies to create the market price 

2) Introducing tax incentives / to encourage the use of efficient appliances 

3) Introducing monetary incentives / grants or soft loan along with energy management 

consulting to encourage the use of high-efficiency appliances 

4) Defining Industrial Factory and Building Energy Code to be under obligations 

5) Building public awareness of energy conservation 

6) Defining Energy Efficiency Resources Standard (EERS) for power producers and distribu-

tors 

1.3. Assumptions and frameworks of Thailand power development 

The National Energy Policy Council (NEPC) approved assumptions and frameworks to for-

mulate the Thailand Power Development Plan 2015-2036 (PDP2015) (Table 2). In addition, 

the Alternative Energy Development Plan (AEDP) and the Energy Efficiency Development Plan 

(EEDP) were also formulated along the timeframe between the year 2015 and 2036. The new 

Thailand’s load forecast was formulated in line with the potential and target of the AEDP and 

the EEDP, economic growth, changes in economic structure, infrastructure development pro-

jects, the performance of the EEDP measures and Very Small Power Producer (VSPP) power 

purchase plan. The power demand forecast was formulated as the business as usual case 

(BAU) according to the average forecasted GDP growth during the year 2014-2036. 
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Table 1. Energy conservation targets classified by economic sector (GWh) [37] 

Economic sector Energy conservation targets 
2016 2021 2026 2031 2036 

Industrial 2,174 9,420 17,497 22,845 31,843 
Business 853 5,156 12,687 22,406 36,052 
Residential and agricultural 395 1,914 4,877 8,760 13,633 
Government 302 1,713 2,960 4,683 7,144 

Total 3,724 18,203 38,021 58,694 89,672 

Table 2. Estimated energies requirement for the PDP2015 [37] 

Energies  Percentage in 
2014 

Percentage in 
2026 

Percentage in 
2036 

Imported hydropower 7 10-15 15-20 
Clean coal including lignite 20 20-25 20-25 
Renewable energy including hydro 8 10-20 15-20 

Natural gas 64 45-50 30-40 
Nuclear - - 0-5 

Diesel/Fuel oil 1 - - 

In addition, population growth, urbanization, and growth rate of electricity customers by 

economic sectors were also considered [38-42]. Consequently, End-use model and Econometrics 

model were used for the formulation of the power demand forecast development with the 

assumptions as follows:  

 The power demand forecast models for long-term energy efficiency were used to estimate 

the power demand of the Provincial Electricity Authority (PEA) distribution system and the 

Metropolitan Electricity Authority (MEA) distribution system. Assumptions required for the 

models are growth rates of Residential, Business, Industrial, and Other Customer in the 

distribution system which changes according to economic and population growth. 

 The estimated GDP growth during the year 2014-2036 in which the outcomes from the 

infrastructure development projects excluding high-speed train projects were included in 

the estimation. The estimated GDP growth during the year 2014-2036 expected to grow on 

the average of 3.94 % annually was used in the power demand forecast models. 

 The power demand from BTS sky train, MRT train, and 10 mass rapid transit projects in 

Bangkok were counted in the model except those of the unclear high-speed train projects. 

 The target of the EEDP is to reduce the energy intensity of the year 2036 by 30 % from 

that of the year 2010. Thus, the measures of the EEDP on electricity focus mainly on in-

dustrial, building, residential, and government sector 

2. Scenario and analyses 

Throughout history, coal has been used as an energy resource, primarily burned for the 

production of electricity and heat, and is also used for industrial purposes, such as refining 

metals [43-48]. Coal is the largest source of energy for the generation of electricity worldwide, 

as well as one of the largest worldwide anthropogenic sources of carbon dioxide releases [49-54]. 

In this study, fuel options for power generation are simulated using a scenario-based ap-

proach. The impact of major fuel options, e.g. natural gas, coal and nuclear, on the perspec-

tives of the overall generation cost, demand, and supply was considered [55-61]. For the appli-

cation of power generation, peak load requirement can be evaluated directly using the product 

of electricity demand and the assigned load duration curve. The additional capacity for power 

generation technology can be calculated based on the merit order with the constraint of plan-

ning reserve margins [62-63]. The primary resource is a withdrawal by the required feedstock 

during the transformation process. Moreover, targets of electricity import and export are also 

allowed for the target planning of power purchasing in the future [64-66]. As a result, total 

generation cost, demand, and supply can be calculated from the electricity generation process 
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using each individual technology. The deviation can be presumed by the averaged properties 

of power production by generation type. 

The scenario relies on the target-based future prospect. Ambitious macroeconomic growth 

causes a rise in electricity demand in the long-run. The needs of diversification on the supply 

side lead to a lower share of natural gas. The coal options are the considered to be the major 

alternative fuels in the plan. In this case, the peak power requirement relies on the recent 

official load forecast. The key assumptions of economic growth and overall energy elasticity 

for the moderate case and beyond the planning period of 2010 to 2020, it is assumed that the 

driver of electricity demand remains unchanged from the year 2010. 

Capacity expansion of the scenario is referred to in the existing power development plan of 

which the increase of base-load capacity is mainly from the natural gas combined cycle, coal-

fired power plant, expected to be commissioned in 2020. 

In this scenario, it is assumed that the coal option becomes favorable to reduce the portion 

of natural gas utilization in power generation in long-term. Only coal-fired power plants will 

be installed for the incremental capacity of baseload requirement after the year of 2010. All 

of the installed capacity and imported capacity during the period remain identical to the scenario. 

3. Goal target and the future 

3.1. Coal-fired power plant in Thailand 

Compared to Indonesia, a nation with approximately 70 coal-fired power plants, Thailand 

currently has five coal-fired power plants over 300 megawatts and nine smaller plants of 

around 100 megawatts or less (Table 3, 4). But like Indonesia, the Thai government has 

approved the new power development plan (PDP2015) to expand the use of coal power with 

large coal-fired power plants of 7,390 MW combined within the next 21 years. As has already 

been noted, these coal plants don’t just lead to the premature deaths of thousands of Thai 

people, they also foul the air, water and immediate surroundings, they displace entire com-

munities, destroy some of Thailand’s most renowned tourist destinations and contribute to 

global warming [67-68]. 

Table 3. Operating coal-fired power plants in Thailand [69] 

Power plant name Capacity, (MW) Power plant name Capacity, (MW) 

Mae Moh 2,400 Bangkok HSFC plant 50 
BLCP 1434 Kaeng Khoi factory 17 

Gheco one 700 Ban Pong spi 15 
Glow SPP phase 3-5 431 Amphar Sampran 15 
Tha Toom 300 Ban Pong ski 15 
Muang IRPC 108 Elite kraft factory 10 
Wang Sala mill 60 Prachin Buri IPC 10 
Ayuthaya mill 57 Prachin Buri UTP 8 

Table 4. New coal-fired power plant projects in Thailand [69] 

Project name Status Sum of capacity, MW 

Thap Sakae power station announced 2,800 
Thepa power station announced 2,000 
Krabi new Planning 800 
Mae Moh power station Pre-permit development 600 

Prachin Buri TCP Pre-permit development 600 

Prachin Buri electricity TCP Planning 20 
Grand total 5,020 

The mine mouth coal-fired power generation plant in Mae Moh region is the biggest thermal 

power generation plant in Thailand (Fig. 2), which has used coal-lignite as fuel. It has held the 

second share of utility power generation about 22.7% of all utility-produced electricity referred 

from EGAT.  

855



Petroleum and Coal 

                         Pet Coal (2018); 60(5): 852-871 
ISSN 1337-7027 an open access journal 

         
Figure 1. The coal-fired power plant in Thailand with a capacity of operating coal-fired power plants 
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In the year 2000, the gross electricity production by type of fuels used is approximately 

from natural gas, lignite, fuel oil, hydro, diesel oil and others about 52.5%, 22.7%, 16.8%, 

7.8%, 0.2% and 0.0026%, respectively. Due to the lignite fuel in Mae Moh region contains a 

high amount of sulphur about 3% therefore, in some year, the number of health complaints 

have increased during the cool season when high concentrations of SO2 has been emitted [70-74]. 

EGAT responded to this problem by gradually installing the flue gas desulphurization systems 

(FGD) (Fig. 3) in the power generation unit. Sulphur dioxide has been controlled by FGD and 

produced satisfactory results. On the other hand, Life cycle thinking point of view, it is im-

portant to study and understand about the environmental impacts of the power generation 

plant after installation of FGD in the whole life cycle (from cradle to grave) [75-78]. Moreover, 

when EGAT installed and operate the FGD, it has also required high investment budget, oper-

ation cost, maintenance cost and other cost. Therefore, the externality analysis of SO2 ought 

to be investigated for the whole life span of the FGD. This paper discussed about Life Cycle 

Assessment (LCA) and externality study, in which focus on Mae Moh lignite-fired power gen-

eration plant with the generated capacity of 2,625 MW and generated electricity 15,547.56 

GWh. 

  

Figure 2. Top 3 largest coal-fired power plant in Thailand  
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Figure 3. The flue gas desulphurization systems (FGD) in the power generation unit of Mae Moh 

The 2 x 700 MW power plant of BLCP (Fig. 2), that can produce approximately 10,000 giga-

watt hours (GWh), is designed to achieve the maximum efficiency consistent with reliability 

and cost factors [79-80], thereby, gaining the greatest possible economic utilization of the im-

ported coal [81-88]. 

The raw material for BLCP power plant will be bituminous coal imported from Australia and 

Indonesia. The coal will be transported by ships to the berth located at the southwest of the 

project by coal unloaders. It will be transported and separated into 3 piles at the coal yard. 

The total storage capacity will be 662,000 tons in which are sufficient for 60-days continuous 

electricity generation. From the coal yard, the coal will be transported via conveyors to bun-

kers and coal pulverizers where it will be ground to a suitable size for putting into boiler furna-

ce in suspension in transport air. Combustion of coal provides heat which is transferred to 

demineralized water in the tubes surrounding the furnace [89-92]. Boiling water and steam will 

be separated in the boiler drum located at the top of the boiler. 

BLCP Power Station controls the percentage of sulfur content on per shipment basis within 

the range of 0.27-0.70%, and the average limit of 0.45% on per year basis. Based upon the 

plant design and the technical calculation, it is estimated that the Station can outperform all 

key parameters or limits as stipulated by the EIAs as follows. 

 Dust at 43 mg/m3 against the regulatory limit of 120 mg/m3. Simply put, it is 64% better 

than the standard. 

 Oxide of sulfur (SO2) at 262 ppm. against the regulatory limit of 320 ppm. It is 18% bet-

ter than the standard. (However, the annual average is at 124 ppm., or 61% better than 

the standard). 

 Oxide of nitrogen (NOx) at 241 ppm against the regulatory limit of 350 ppm. It is 31% 

better than the standard. 

GHECO-One plant is designed and will be operated in line with international standards (Fig. 2), 

using high-quality coal and state of the art and environmentally friendly technology including 

NOx, SO2 and Dust emission reduction facilities and Supercritical Pulverized Coal Boiler Tech-

nology with high efficiency reducing consumption of fuel and all emissions (Fig. 4). The project 

has been granted the Environment Impact Assessment (EIA) approval and Environmental 
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Health Impact Assessment (EHIA) approval by the Office of Natural Resources and Environ-

mental Policy and Planning (ONEP). GHECO-One Co. Ltd (GHECO-One) is proceeding with 

construction activity of its coal-fired power station even though it is waiting for the opinion of 

the Council of State regarding which state agencies can grant permission for construction. To 

solve the issue GHECO-One sought authorization from the Industrial Estate Authority of Thai-

land (IEAT) or the National Energy Regulator agencies. The plant is located in Map Ta Put indus-

trial zone in Thailand. 

GHECO-One is the owner of the project, which will have a 660 megawatts (MW) generation 

capacity. GHECO-One is a joint venture company formed by Hemaraj Land and Development 

Public Company Limited and the Glow Group that own 35% and 65% of it respectively. GHECO-

One has already signed the power-purchase deal with EGAT for the supply of electricity. 

 

Figure. 4. Producing liquid fuels from coal – two approaches 

Coal unloading facility as a precautious measure, the station will engage an independent 

party to perform and check the quality of every shipment of imported bituminous coal. The 

objective is to ensure full compliance, particularly to the sulfur content limit, at the early stage 

of the electricity generation process [93-95]. During the unloading, water spray equipment is 

also installed at the unloaded hopper in order to prevent dust dispersal. 

All coal will be carefully unloaded and transported to the direction of the plant or the coal 

stockyard, by belt conveyor with wind protection sheet in order to prevent diffusion, spreading 

of dust, and falling of objects [96-97]. Water from spraying will be pumped back for treatment 

first before being recycled for future usage in order to save operating cost. As a result, water 

will be wisely used and conserved without the need for drainage into the sea. The station is 

also required to monitor and to check the quality of seawater around the unloading port on a 

regular basis. 

All power station is also required to keep and maintain coal stockyards at the appropriate 

volume to ensure continuity of electricity generation without interruption caused by shortage 

during the normal and abnormal time [98]. The coal stockyard is designed to consist of three 

piles; the first two piles will be actively used for generating electricity and the last pile to be 

pressed and covered by grasses, for the purpose of back up during the fuel shortage or emer-

gency. Water spray system is also installed with technical flexibility for constant adjustment 

to match with the wind speed. The 6-meter high wind protection wall is also constructed along 

the length of the stockyard in order to avoid dust dispersal or heat combustion [99-100]. 

3.2. Coal market policy 

Thailand has no explicit policy on coal production or imports, and no government depart-

ment is tasked with overseeing coal imports specifically [101-103]. Coal mining and transport 

regulations, however, are in place. As Thailand has very limited domestic coal resources, the 

planned increase in coal-fired generation will necessitate an increase in coal imports. Given 

 
              Coal        Oxygen/steam                      Iron catalyst 

 
 
                   H2 + CO                  CxHy 
                 Syngas           Liquds & wax 

 
          

   Steam      Tail gas 
     Sulfur           Water &       Ultra-clean 

  Mercury                     Oxygenates      liquid fuels 
      CO2 & Ash          Steam                 & chemical 

                   feedstocks 

            
              Electricity 

859



Petroleum and Coal 

                         Pet Coal (2018); 60(5): 852-871 
ISSN 1337-7027 an open access journal 

the fairly liquid global market for coal, this is unlikely to raise any supply concerns. There are, 

however, environmental concerns associated with coal, in particular the climate change im-

pacts of emissions. As the agreement signed at COP21 in Paris in December 2015 requires 

future climate change targets to be more stringent than current targets, any coal generation 

developed in Thailand will have to coexist with increasingly ambitious climate goals. Any new 

coal generation should be high efficiency, low-emissions (HELE), which, in addition to emitting 

significantly less CO2 emissions than subcritical units, could also potentially be retrofitted to 

include Carbon Capture and Storage (CCS) at some later stage. 

3.3. Coal-fired generation 

Coal-fired generation accounts for 19.9% of total power production in Thailand. In 2014, 

demand for coal amounted to 25.6 million tons of coal equivalent (Mtce), and was evenly split 

between industrial and power generation uses. Thailand expects demand for coal to increase 

at an average annual rate of 1.8% per year, reaching 36.1 Mtce by 2036. While increasing 

industrial demand accounts for some of this growth, the majority is due to increases in coal 

used for power generation.  

Thailand is in the process of replacing old and inefficient coal-fired generation units, such 

as the Khrabi power plant. This is being heavily opposed by the Thai public and non-govern-

mental organizations, which fear detrimental health and environmental impacts from coal-

fired generation [104-105]. PDP2015 calls for additional replacements and new coal-fired gen-

eration in Thailand up to 2036. In the face of domestic opposition, the government of Thailand 

and EGAT are building coal-fired generation units outside Thailand and importing the electricity 

generated via IPPs and PPAs. The first such plant is the mine-mouth Hongsa power station in 

Xaignabouri, Lao PDR, with another planned in Myanmar. Hongsa is being developed by 

Ratchaburi Electricity Generating Holding, Banpu Power and Lao Holding State Enterprise 

(LHSE), and will export 1,473 MW of power to Thailand with EGAT as the purchaser. A similar 

project is underway in Myanmar, where PTT Energy and Ratchaburi Electricity Generating 

Holding plan to invest in a 600 MW coal-fired power plant in Kyaing Tong, of which about 500 

MW would be exported to Thailand. 

The most common approach for studying the health impacts of coal-fired power plants is 

the “impact pathway” approach, which follows air pollution from emissions from the studied 

sources, to the dispersion and chemical transformation of emissions, to resulting pollution 

levels in different locations, to population exposure, resulting increase in health impacts, and 

finally to the total health impacts on the population-level [106-07]. The impact pathway ap-

proach with information sources used in the study.  

The national emission standards applied to each power plant were identified and were used 

to calculate air pollutant emissions as a first approximation. Indonesia’s state power company, 

PLN, has designed their power plants for 4,300 kcal coal with 0.35% sulfur, so emission rates 

for plants for which Plant reports compliance fuel as the SO2 control method were calculated 

on this basis. Non-PLN plants without SO2 controls were assumed to burn average Indonesian 

coal with 0.6% sulfur. 

4. Electricity transmission and distribution 

Electric power distribution is the final stage in the delivery of electric power; it carries 

electricity from the transmission system to individual consumers. Distribution substations con-

nect to the transmission system and lower the transmission voltage to medium voltage with 

the use of transformers [108]. Distribution transformers lower the voltage to the utilization 

voltage of household appliances and typically feed several customers through secondary dis-

tribution lines at this voltage. Commercial and residential customers are connected to the 

secondary distribution lines through service drops. Customers demanding a much larger amount 

of power may be connected directly to the primary distribution level.  

Once the power is generated, it is delivered over national and regional transmission sys-

tems to cooperative-owned substations. A number of partners are involved in this process and 
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a portion of what is collected in your monthly bill is returned to these partners for their role in 

service delivery. Transmission systems, like distribution systems, are comprised of poles, 

wires and other equipment that are vulnerable to environmental elements and failure due to 

age, technical or mechanical issues [109]. When transmission-related outages occur, the oper-

ative is dependent on the transmission provider for both information and restoration. Trans-

mission-related outages tend to be larger and more widespread than distribution system out-

ages (Fig. 4). 

This is our piece of the delivery pie. Transmission providers deliver power to our substa-

tions.  The power for ultimate delivery over our distribution system to individual homes or 

business [110]. A portion of your monthly payment, specifically the service charge and distri-

bution kWh charge, are used to cover the many expenses of daily operation of your coopera-

tive, including the cost of providing and maintaining our distribution system (Fig. 4). 

 

 

Figure 5. Coal and electricity transmission and distribution of Thailand 

EGAT is the country's system operator, managing and controlling, via the National Control 

Center and five regional control centers, the dispatch of power generation both from both 

EGAT's own power plants and from private power plants to meet the country's demand in the 

most efficient, reliable, and environmentally-responsible way.  It also owns and operates the 

national transmission network which includes transmission lines and substations of various 

high voltage levels which covers all parts of the country (Fig. 5). 

5. Energy efficiency demand and power demand forecast 

As an economy situated within ASEAN, the relative performance of Thailand compared to 

its neighbors is an important consideration with respect to the nature of domestic demand. 

Competition from countries such as Myanmar – which is relatively less developed but which is 

undergoing reforms that may increase economic development in the near term – may force 

Thailand to move up the economic value chain. If so, this could change the nature of electricity 

demand within the country, potentially reducing or even breaking the link between economic 

growth and growth in electricity consumption. Indeed, it is possible that the economy of Bang-

kok may have already experienced such a decoupling. Certain parts of Thailand, however, 

remain relatively underdeveloped. It is therefore possible that a decline in demand growth in 

some parts of Thailand could be offset by an increase in demand growth elsewhere (Fig. 6).  

The Thai government should therefore be commended for taking a strong and approach to 

energy efficiency. Energy efficiency combines all the guiding principles of PDP2015, and is a 

key component of improving Thailand’s electricity security. The EEP is ambitious and compre-

hensive and, implemented as planned, will decrease Thailand’s energy intensity and increase 

demand for energy-efficient products and services. Achieving the reduction targets outlined 

by the EEP would avoid the equivalent of 16 new coal plants, and decrease greenhouse gas 

and other environmentally destructive emissions. A number of factors continue to constrain 

the implementation of energy efficiency markets in Thailand. A lack of coordination between 
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government agencies could have an impact on the effectiveness of policies and programmes, 

as could a lack of energy efficiency finance, particularly for small and medium-sized enter-

prises [102-104]. 

 

Figure 6. Flow diagram of energy supply and consumption in Thailand 

Energy providers have taken an active role in demand-side energy efficiency, sustaining 

and expanding this role requires a system that would make reducing energy demand, and 

capturing the other benefits of energy efficiency, a viable business opportunity. Barriers to 

energy efficiency include a lack of manpower, lack of awareness on the part of the public, the 

relative expense of more efficient technologies, the length of payback periods and the oppor-

tunity cost of installing energy-efficient equipment versus avoiding associated downtime. Ex-

perts within Thailand have expressed concern that the easiest energy efficiency measures 

have already been exploited, and that it is becoming more difficult to find projects with a high 

enough internal rate of return to justify the investment. This is partly because the economics 

of energy efficiency program is undermined by Thailand’s relatively low electricity tariffs. The 

country’s tariff structure already differentiates between peak and off-peak periods. As a fur-

ther step, Thailand could move to provide more granular real-time pricing in particular to large 

consumers, who may be in a better position to react to real-time price changes than smaller 

consumers. Thailand should also work to ensure that tariffs are truly cost-reflective. 

Finally, with regard to demand forecasts, certain parties outside government are concerned 

that current projections overestimate long-term growth rates. If actual demand growth is 

lower than projections suggest, this could have a profound impact on the relevance of the PDP. 

World production and consumption of coal declined in 2015, by 4% and 1.8%, respectively. 

Production fell for the first time since 1998, with large declines in the Asia Pacific (-2.9%) and 

North America (-10.3%). China remained by far the world’s largest producer even though 

output fell by 2%. Coal consumption declined in all regions except South & Central America 

and the Asia Pacific [105-108]. The US and China accounted for all of the net declines in global 

consumption. 

World primary energy consumption grew by a below-average 1.0% in 2015, the slowest 

rate of growth since 1998. Growth was below average in all regions except Europe & Eurasia. 

All fuels except oil and nuclear power grew at below-average rates. Oil remained the world’s 

dominant fuel and gained global market share for the first time since 1999, while coal’s market 
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share fell to the lowest level since 2005. Renewables in power generation accounted for a 

record 2.8% of global primary energy consumption [109-110]. 

 

Figure 7. World consumptions of energy [3] 

Coal reserves are available in almost every country. The biggest reserves are in the Asia & 

Oceania region [3, 111-114]. 

In projecting the energy demand during 2010-2020, consideration is also given to key 

energy policy issues of the government, for example, the energy efficiency improvement, the 

promotion of new & renewable energy development, the assumption that after 2011 there 

would be more imports of electricity from neighboring countries and that the major fuels used 

by new Independent Power Producers (IPPs) would be natural gas at a share of 70% and coal 

at a share of 30% [4-5, 115]. 

The overall growth in primary energy demand in Thailand is projected to be at an average 

rate of 4.3% during the forecast period, with oil still accounting for the largest share up to the 

year 2010. Then, natural gas demand would surpass oil demand from the year 2010 onwards. 

The demand of lignite/coal would grow, but its share in the energy mix would be rather stable 

and would slightly increase to 15% by the year 2020, with an average growth rate of 6% 

during the forecast period [Fig. 8]. 

  
Figure 8. Projection of the share of primary energy demand during 2010-2020 

The cumulative average growth rate of the overall final energy demand during the forecast 

period is projected to be 4.5%. The growth rate of natural gas demand during the forecast 

period would be the largest, i.e. 13.7%, followed by that of electricity at 5.8% and lignite/coal 
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at 5.6%. Oil consumption would grow but its cumulative average growth rate would be only 

2.8% [Fig. 9]. 

  
Figure 9. Projection of the share of final energy demand during 2010-2020 

Using lignite & coal as fuel for power generation is a means to diversify fuel types to in-

crease the power system security with the minimum generating cost and to stabilize the power 

tariffs. However, the share of coal used in power generation is now still below 20%. In the 

future, coal will play a greater role in the power generation in Thailand. With the full steam 

operation of 1,400-MW BLCP coal-fired power plant this year, a demand of 3.5 million tons of 

imported coal is expected for the plant. The government will encourage EGAT and new IPPs 

to use imported coal for power generation to be supplied to the grid after 2011. Also, the use 

of clean coal technology will be required to enhance the operating efficiency while reducing 

the environmental impact. 

Given the forecast on energy demand and supply of Thailand, as mentioned earlier, to-

gether with the policy on the fuel mix of the government, it is expected that the use of coal & 

lignite for power generation will gradually increase in the near future. Especially for imported 

coal for use by IPPs, its share is projected to increase apparently from 7% in 2010 to 12% in 2020. 

Table. 5 as shown the forecasting on primary energy demand and coal demand outlook 

according to Consumption and Compound Annual Growth Rate in Thailand. The forecasting on 

final energy demand and coal demand outlook according to Consumption and Compound An-

nual Growth Rate in Thailand, the data shown in table 6. 

Table. 5. Forecast on primary energy demand 

Energy types Consumption (Ktoe) Compound Annual Growth Rate 

[CAGR (%)] 
2010 2015 2020 2010 2015 2020 

Oil 44,954 50,846 57,967 2.6 2.5 2.7 
Natural gas 45,852 59,145 66,955 10.1 5.2 2.5 
Coal 16,355 20,141 27,881 7.1 4.3 6.7 

Hydroelectric 1,510 4,061 6,835 -1.5 21.9 11.0 
Renewable 17,371 19,620 22,223 1.8 2.5 2.5 
Total 126,405 153,813 181,860 5.4 4.1 3.4 

Table. 6. Forecast on final energy demand 

Energy types Consumption (Ktoe) Compound Annual Growth Rate 
[CAGR (%)] 

2010 2015 2020 2010 2015 2020 

Oil 37,311 42,099 49,038 2.8 2.4 3.1 
Natural gas 8,905 14,204 19,169 26.9 9.8 6.2 
Coal 8,333 10,817 13,532 6.9 5.4 4.6 
Hydroelectric 14,186 18,930 24,474 6.3 5.9 5.3 
Renewable 10,917 11,832 12,838 1.6 1.6 1.6 
Total 79,652 97,882 119,051 5.2 4.2 4.0 
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In the industrial sector, the government targets to replace 5% of oil consumption by natural 

gas which can be produced domestically. The gas district cooling and cogeneration will be 

promoted in large industries and buildings and in the industrial estates. The use of renewable 

energy, especially biomass, is being promoted for heat generation [116-118]. Several measures 

are introduced, such as, the establishment of the minimum efficiency of the combined heat 

and power system, measures on biomass management in industrial factories, a tax incentive for 

industries using biomass fuel, and legal measures on wastewater treatment and waste dis-

posal [119-120]. Coal will be another fuel option in this sector. Imported coal of which the quality 

is better than domestically produced lignite has been widely used in various industries in Thai-

land. At present, the government has promoted greater use of clean coal technology to reduce 

the environmental impact resulting from the use of coal. 

6. Conclusions 

Thailand’s renewable energy framework is supply-side oriented. Policy measures have been 

designed to focus on incentivizing the increase in supply. The demand for increased renewable 

energy generation in Thailand has been limited to a small circle of investors. In this case, the 

role of consumers of electricity is merely as the bearers of costs of renewable energy invest-

ment. Hence continuous support for renewable in Thailand should include initiatives to call for 

more strategic planning, better regulatory support, better governance, and better public com-

munication. 

Thailand electricity generating development focuses on sustainability, the efficiency of sup-

ply and demand-side management, and public participation, with the aim to save the energy 

resources and reduce the effects on the environment that are accepted by the whole world as 

the most suitable way for the good life quality of global populations. 

Thailand’s renewable energy framework still needs improvement for the following:  

 Planning and strategy; the lack of strategic integration in Thailand’s energy policies and 

measures serve as an impediment to renewable energy growth in Thailand overall. In par-

ticular, major policies that affect the renewable power industry are not unified, including 

Thailand’s long-term power procurement plan.  

 Policy and regulatory framework; though Thailand has made advances in putting in place 

an attractive feed-in tariff measure. Unforeseen problems that arose during the implemen-

tation process included the problem of speculation. Ad hoc and non-transparent responses 

to these caused delays in the application process for adder support and led to public criti-

cism of poor governance.  

 Financing options; financial support does exist from both the private and public sector, both 

domestically and from international financiers. In order for the market to expand in a con-

tinuous and sustainable manner, there is a need for an increase in capacity building in 

private and public financial institutions to evaluate risks and opportunities in renewable 

energy. 
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Abstract 
Transformer oil is a very important component of the transformer. The oil acts as an insulator and heat 

exchanger. This paper compares and evaluates the analytical observations of two transformer oils. The 

two transformer oils taken as samples for the study are; one a non-used transformer oil of the make 
year 1997 and another a fresh transformer oil of 2017 make.  The transformer oil used in India is 

paraffin based having long chains of hydrocarbon, with general chemical formula, C nH2n+2. In the pre-

sent study, gas chromatography – mass spectrometry (GC-MS) technique was employed to determine 
the compositional constituents of both the oils. The Fourier transformed infrared (FTIR) and ultra violet 

– visible (UV-Vis) spectroscopy techniques were employed to characterize both the oils. Dissolved gas 

analysis (DGA) technique was employed to analyze the oils conditions. The obtained results for the old 
and new oils have been deliberated and compared in this paper. 

Keywords: Transformer oils; GC-MS; FTIR; UV-VIS spectroscopy; DGA. 

 

1. Introduction  

Transformer oils are highly refined mineral oil possessing excellent insulating properties. It 
also works as a coolant and as a heat exchanger when in operation in a transformer. The 

transformer oil is of two types, the naphthenic based and the paraffinic based oil. In India the 
transformer oil generally used is paraffin based and is labeled as IS-335:1993. The trans-
former oil contains long chains of hydrocarbons possessing general chemical formula as 
CnH2n+2, where n varies from 11 to 44. 

The working of transformer leads to degradation of the transformer oil. Due to degradation, 

it loses its insulating property. This degradation is due to hydrogenation and oxidization [1-2]. 
It has been observed that high voltage and temperature of operation hastens the deterioration 
of the transformer oil. This deterioration results into the change in the chemical composition 
of the oil which ultimately results into the generation of new degradation by-products such as 
carbon monoxide (CO), aldehydes, ketones, etc. [3]. As a result of the change in the chemical 
composition of the oil, the different gases are evolved and are responsible for the worsening 

of the insulating property of the oil [4-7]. There are also changes in the physical properties like 
the color of the oil, density, viscosity and flash point due to its aging process. Because of the 
changes in the chemical and physical composition of the insulating oil, there is furthermore a 
change in the electrical property of the insulating oil. These changes affect one of the im-
portant parameters, its break down voltage (BDV). Hence one can say owing to working of 

transformer there is an overall change in the physical, chemical and electrical properties of 
the insulating transformer oil. As the transformer oil properties change with the operation, 
there is always a possibility of the oil to alter its properties with the passage of time [8-9]. 
Sensing to the possibility of transformer oil properties modification with the passage of time 
the authors studied the properties of two transformer oils of different ages. 
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The authors were fortunate to have an unused transformer oil of the year 1997 make, 
which was used as one sample. The 20 years old t ransformer oil was compared with new 
transformer oil of 2017 make. Thus, the new transformer oil was the second sample.  

There are various techniques to analyse insulating oil, but the methods are costly, laborious 
and time-consuming. Therefore, the authors employed simple spectral analytical techniques 

like gas chromatography – mass spectrometry (GC-MS), Fourier transformed infra-red (FTIR) 
spectroscopy and UV-Vis spectroscopy to characterize the two transformer oil samples. 

This paper highlights the chromatographic, spectral and dissolved gas analysis data of the 
two transformer oils. The effort has been made to compare and analyse both the data.  

2. Experimental 

An old transformer oil of the year 1997 make was labeled as T1 and was used without any 
purification or treatment for analysis and study. Similarly, the fresh, pure transformer oil of 2017 
make was labeled as T2 and was procured from the local market; APAR Industries, Vadodara, 
Gujarat, India. Both are branded in India market as IS-335:1993. The photographs of both 
the samples are shown in Figure 1. 

 

Figure 1. Photography of transformer oils T1 and T2 

The photography of the oils, Figure 1, shows that the old oil T1 appears to be darker than 
the new oil T2. The visual observation seems to indicate that the old oil T1 has colloidal sus-
pension due to degradation. The new transformer oil T2 appeared colorless and transparent.  

The chemical composition determination of T1 and T2 oil samples were done by Gas-Chro-
matography attached with Mass Spectrometry (GC-MS) technique. In this GC-MS analysis, 

Perkin Elmer Auto system XL GC with Turbo mass was employed. Reason for selection of this 
technique was the ease and simplicity of analysis. The GC-MS analysis gives instantaneous-
ness, efficient identification, and quantification of oil components and compositions [10-11].  

The different chemical bonds present in the T1 and T2 samples were studied by Fourier 
transformed infra-red (FTIR) technique. The Shimadzu FTIR – 8400S was employed for the 

analysis of both the transformer oil T1 and T2 samples. 
The ultraviolet – visible (UV-Vis) spectroscopy was carried out on T1 and T2 oils using Sys-

tronics Double beam UV-Vis Spectrometer 2202. The UV-Vis Spectroscopy measurement was 
done in the wavelength range of 200nm to 600nm. In general practice, the UV-Vis spectroscopy is 
employed as an on-line diagnostic tool to detect early abnormalities in transformers [12-18]. 

The dissolved gas analysis (DGA) is one of the basic and best techniques to determine the 
degradation of the oil. The transformer oil composition undergoes lots of chemical changes 
under the influence of operating temperature and high voltage. Gases evolve due to excessive 
thermal or electrical stress. The generated dissolved gases are in low concentrations (ppm), 
and its proper analysis can allow the early intervention before the degradation of the oil sets 

in and lead to failure of the electrical apparatus. The level of these generated gases will decide 
the incipient fault [19]. The DGA for both the samples T1 and T2 was performed employing 
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Perkin Elmer, ARNEL CLARUS 580. The break down voltage (BDV) and moisture content of the 
oil samples were also determined. 

3. Results and discussion 

The obtained GC-MS spectra of both the transformer oil samples, T1 and T2, are shown in 
Figure 2(a, b). The analysis of the GC-MS spectra shows that the sample consists of hydro-

carbon with different units of carbon. The thorough analysis of the spectra showed that both 
the transformer oil samples are liquid paraffin based having chemical formula as CnH2n+2. The 
analysis showed that the value of n ranges from 11 to 45 for the analyzed sample T1 (old), 
whereas in the case of sample T2 (new) it ranges from 14 to 44. The mass spectroscopy of 
gas chromatography of the sample T1 showed a prominent peak having a retention time of 

10.23 minutes. This peak is due to the presence of sulfurous acid, 2-ethylhexyl nonyl ester 
having molecular formula C17H36O3S. The analysis by GC-MS corroborates the presence of 
sulphurous acid in T1. This proves that the sulphur content of T1 oil sample has converted to 
acid. While in the case of T2 no sulfurous compound was observed in the GC-MS analysis.  

  

Figure 2. The GC-MS spectra of (a) transformer oil T1 and (b) transformer oil T2 

The FTIR spectra recorded for transformer oil samples T1 and T2 are shown in Figure 3(a, 
b). The FTIR spectra give the qualitative measurement, and the peak sizes directly indicate 
the specific chemical bonds present in the sample.  

 

Figure 3. FTIR spectra for (a) transformer oil T1 and (b) transformer oil T2 

The observed peaks in recorded FTIR of T1 and T2 samples were assigned bonds [20]. The 

vibrational and stretching bonds assigned to the observed FTIR peaks of the samples T1 and 
T2 are tabulated in Table – 1(a, b) [21]. 
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Table 1(a). The FTIR peaks and assigned bonds of transformer oil sample T1 

FTIR peak position (cm-1) Assigned Bonds 

2955 =C-H stretching of the carbon-carbon double bonds 

2925 and 2859 CH stretching, CH3 methylene group 

1801 -C=O stretch 

1740 Oxidation of oil (carbonyl group, ketones) 
1469 C-H symmetric bend 

1373 CH3 bend 

1153 Sulphonation of the oil 
900 -680 Aromatic compounds. Shows the position of the benzene 

ring. 

Table 1(b) The FTIR peaks and assigned bonds of transformer oil sample T2 

FTIR peak position (cm-1) Assigned Bonds 

2955 =C-H stretching of the carbon-carbon double bond 
2924 and 2727 C-H stretching of the saturated carbon – carbon bonds 

1461 C-H symmetric bending (alkanes) methyl and methylene 

1377 C-H bending of the alkanes (iso-propyl split) 
733 C-H out of the plane stretching of the standard carbon – 

carbon bond. 

The analysis of Table 1(a, b) shows that many observed peaks remain common in both the 

samples T1 and T2. The common FTIR peaks of the samples T1 and T2 lies near to wave-
number positions 2955, 2924, 2727, 1461, 1373 cm-1. These peaks are present in the old 
sample T1 and new sample T2, stating them to be standard peaks arising due to a paraffinic 
compound of which the oils are composed. All these peaks have been assigned with various bonds.  

The table shows three extra peaks in the old transformer oil sample T1. They lie at the 

wave-number positions 1801, 1740 and 1153 cm-1. The peak at wave-number 1801 cm-1 is 
due to -C=O stretch, thus stating oxygen reacting with the oil and forming a bond. The peak 
observed at wave-number 1740 cm-1 is due to the oxidation caused by the carbonyl and car-
boxyl compound [22-24]. The transformer oil modification also leads to an increase in acidic and 
aromatic (pungent) content. This increase in acidic and aromatic content increases the C=O 

and C=C double bond. The thermal aging of a paraffinic compound of the transformer oil 
dehydrogenates and forms naphthenic compounds. These naphthenic compounds get further 
dehydrogenated and form conjugated C=C double bond [24-25]. 

The peak observed at wave-number 1153 cm-1 arises due to the sulphonation of the oil. 
The introduction of sulphur increases the sludge formation and leads to degradation of the oil. 
They reacted with water to produce powerful inorganic acids such as sulfuric acid (H2SO4) [21]. 

This states that water content in the oil has increased leading to the formation of sulphuric 
acid. The presence of the sulphuric acid compounds was also confirmed by the GC-MS analysis. 
The FTIR analysis substantiates that with the passage of time, the transformer oils undergo 
oxidation as well as sulphonation. The oxidation leads to an acid formation that can corrode 
the transformer. The sulphonation increases sludge formation which leads to sedimentation 

and degradation of transformer operation.  
Along with the FTIR spectroscopy, the UV-Vis spectroscopy is employed for the study of T1 

and T2 transformer oils. The obtained spectra for T1 and T2 oils are shown in Figure 4. 
The UV-Vis spectra show that T2 oil has lower absorbance compared to T1 oil. Lower ab-

sorbance in T2 oil means more transparency in T2 oil compared to T1 oil. The higher absorb-

ance in T1 clearly shows the oil is less transparent compared to T2. This UV-Vis spectra anal-
ysis of less transparency of T1 oil compared to T2 oil substantiates the visual observation of 
the oil, Figure 1. The decrease in transparency in T1 is due to sludge formation as observed 
in FTIR spectroscopy analysis. The UV-Vis spectra clearly corroborate the FTIR observations. 
The higher absorbance indicates the variation in the oil which is due to the increased dissolved 

decay products as well as the impurities in it due to its ageing [26-27]. 
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Figure 4 The UV-Vis NIR for the sample T1 and T2 

The obtained results of the DGA analysis of both the transformer oil samples T1 and T2 are 
tabulated in Table 2. 

Table 2. The DGA analysis data for T1 and T2 oil samples 

Sr. No. Name of the gas T1 (old) oil(ppm) T2 (new) oil(ppm) 

1 Hydrogen 5 Traces (<1) 

2 Methane (CH4) 8 Traces (<1) 

3 Ethylene (C2H4) Traces( <1) Nil 
4 Ethane (C2H6) Nil Nil 

5 Acetylene (C2H2) Nil Nil 

6 Carbon dioxide (CO2) 633 53 
7 Carbon monoxide (CO) 45 4 

8 Oxygen (O2) 7 774 6 893 

9 Nitrogen (N2) 24 091 18 350 

The analysis of DGA data, Table 2, firstly confirms the non use of both the oils. This is confirmed 
by the absence of ethylene, ethane, and acetylene in case of both the transformer oil samples. 

This ethylene, ethane and acetylene hydrocarbon compounds get formed due to the high tem-
perature of the transformer oil. Since the oils are non used samples, the temperature has 
never increased, and thus ethylene, ethane, and acetylene hydrocarbon compounds have not 
been formed.  

More amount of carbon dioxide (CO2) and carbon monoxide (CO) in old oil sample T1 com-
pared to new oil sample T2 is due to over exposure of T1 to the atmosphere. Due to the 

exposure to the atmosphere, the C-C single bond breaking in the hydrocarbon chains of the 
sample T1 takes place, which further leads to the formation of CO2 and CO. On the other side 
the sample T2 is fresh oil and is not exposed more to the atmosphere leading to less formation 
of CO2 and CO. The DGA analysis furthermore revealed that oxygen (O2) and nitrogen (N2) 
content is more in T1 oil compared to T2 oil. This further confirms over exposure of T1 oil 

sample to the atmosphere. The exposure leads to percolation of atmospheric oxygen and 
nitrogen into the oil. 

Other than the chemical constituents present in the oil samples, the standard basic data 
like break down voltage and moisture content of both the samples were evaluated and are 
tabulated in Table 3. 

Table 3. Basic data of T1 and T2 transformer oils 

Sr. No. Parameter Test method T1 (old) oil T2 (new) oil 

1 
Break down 

voltage (BDV) 
IS: 6792: 1992 28 kV 60 kV 

2 Water content IS: 13567: 1992 90ppm < 30ppm 
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The analysis of the data of Table 3 shows that the BDV value has decreased more than half 

in case of old transformer oil T1 compared to new oil T2. This corroborates the degradation of 
transformer oil over time. Similarly, the water content data shows nearly three times more 
water content in old transformer oil T1 compared to new transformer oil T2. This further con-
firms the degradation of transformer oil with the passage of time. The water content increase 

is due to long exposure of old transformer oil to the atmosphere leading to hydration of the oil. 

4. Conclusion 

Two paraffinic based transformer oils, one of make year 1997 that is 20 years old and 
another of make year 2017 that is a fresh oil were comprehensively characterized. The visual 
observation of the oil showed the old transformer oil to be yellowish brown colloidal compared 

to the new oil which was near colorless transparent. The GC-MS analysis showed the presence 
of the sulphurous complex in old oil, whereas in new oil no such amalgam was observed. The 
FTIR analysis further confirmed the presence of the sulphurous complex in the old oil. The old 
oil was found to be less transparent compared to the new oil analyzed by the transmission 
spectra analysis employing UV-Vis spectroscopy. The DGA analysis of the transformer oils 
showed the presence of atmospheric gases in the old oil. The DGA observations clearly stated 

over exposure of old oil to the atmosphere. The determined standard parameters of the stud-
ied transformer oil samples showed that water content has increased in the old oil compared 
to the new oil. Even the BDV has decreased to more than half in case of old transformer oil, 
whereas BDV of new transformer oil remained satisfactory. All these observations clearly state 
that the old transformer oil has degraded due to over exposure to the atmosphere. The deg-

radation is by the formation of different unwanted complexes, leading to colloidal oil and im-
poverished standard parameters.  

Acknowledgments 

The authors are grateful to the APAR Industries Ltd. Vadodara, Gujarat, India for providing 
the fresh transformer oil as sample; Sardar Vallabhbhai National Institute of Technology 

(SVNIT), Surat, Gujarat, India, Sophisticated Instrumentation Centre for Applied Research & 
Testing (SICART), Vallabh Vidyanagar, Anand, Gujarat, India and Electrical Research and De-
velopment Association (ERDA), Vadodara, Gujarat, India for the analytical measurements.  

References 

[1] Cackova V, Dedinska L, Kvakovsky M. Degradation mechanism in transformer oil. 9th 
Scientific Conference of Young Researchers, FEI Tu of Kosice (2010). 

[2] Wang M, V Andermaar AJ, Srivastava KD. Review of condition assessment of power 
transformer in service. Electrical Insulation Magazine, IEEE (2002) 12-25. 

[3] Chernozhukov NI, Krein SE, Losikov BV. Oxidizability of Mineral Oils. Gostoptekhizdat, 
Moscow (1955) 121–126. 

[4] Duval M. Dissolved gas analysis: It can save your transformer. Electrical Insulation 
Magazine IEEE 5 (1989):  22-27. 

[5] Pandey R, Deshpand MT. Dissolved gas analysis (DGA) of mineral oil used in trans-

former. Int. J. of Appl. or Innovation in Engg. & Management ;1: 208-212. 
[6] Kelly J. Transformer fault diagnosis by dissolved gas analysis. Transactions on Indus-

try Applications IEEE,1980; 16: 777-782.    
[7] Hussain K, Karmakar S. Dissolve gas analysis of aged transformer oil: a case study. 

J. of Elect. Engg., 2015: 1-10. 

[8] Missas S, Danikas MG, Liapis I. Factors affecting the ageing of transformer oil in 
150/20kV transformers. Int. Conf. on Dielectric Liq. IEEE (2011). 

[9] Liapis I, Danikas MG. A study of parameters affecting the ageing of the transformer 
oil in distribution transformer. Int. Conf. on Dielectric Liq. IEEE (2011). 

[10] Blomberga J, Schoenmakersb PJ, UA Th. Brinkmanc . Gas chromatographic methods 
for oil Analysis, J. of Chromatography A, 2002;972: 137-173. 

877



Petroleum and Coal 

                         Pet Coal (2018); 60(5): 872-878 
ISSN 1337-7027 an open access journal 

[11] Kaplan IR, Rasco J, Lu. Shan Tan. Chemical characterization of transformer mineral 
insulating oils. J. Environmental Forensics, 2010; 11: 117-145. 

[12] Palmer JA, Wang X, Shoueshi RA, Mander A, Torgerson DRC. Effect of aging on the 
spectral response of transformer oil. Electrical Insulation, Conference Record of the 
2000 IEEE International Symposium on Electrical Insulation. Anaheim, CA, USA 

(2002) 
[13] Siada AA, Lai Sin SP, Islam S. Remnant life estimation of power transformer oil using 

UV-Vis spectral response. Power Systems Conference and Exposition, IEEE/PE Con-
ference , Seattle, WA, USA (2009).   

[14] Lai SP, Siada AA, Islam SM., Lenc  G. Correlation between UV-Vis spectral response 

and furan measurement of transformer oil. International Conference on Condition 
Monitoring and Diagnosis, Beijing, 2008. 

[15] Karthik R, Raja T, Shunmugam S. Performance evaluation of transformer oil using 
UV-Vis spectrophotometer. Acta Scientiarum Technology, 2014; 36: 245-250. 

[16] Gafiyatullina LG. UV Spectroscopy of GK Transformer Oil. Opt. and Spect., 2010; 109: 
97–100. 

[17] Hussain K, Karmakar S. Condition assessment of transformer oil using UV-Visible 
spectroscopy. Power Systems Conference, IEEE, (2014) 1–5. 

[18] Malika H. UV/VIS response based fuzzy logic for health assessment of transformer 
oil. Procedia Engineering, 2002; 30: 905-912. 

[19] Duval M. A review of faults detectable by gas in oil analysis in transformers. electrical 

insulation magazine. IEEE, 2002; 18: 8-17. 
[20] Drago RS. Physical method in inorganic chemistry (Chapter 7). East-West Press Pvt. 

Ltd., New Delhi (1968). 
[21] http://machinerylubricationindia.com/magazine/108-2015/sep-oct/302-benefits-of-

ftir-oil-analysis” 

[22] Georgiev A, Karamancheva I, Topalova L. Determination of oxidation products in 
transformer oils using FT-IR spectroscopy. J. of Mol. Structure, 2008; 872: 18–23. 

[23] Mihalcova J. Study of degradation of mineral oils product by FTIR Method. Chem. 
pap.,2003; 57: 211-215. 

[24] Zakharich MP, Zaitsev II, Komar VP, Nikonovich FN, Ryzhkov MP, Skornyakov IV. 

Analysis of transformer oil using IR analyzers. J. of Applied Spectroscopy, 2001; 68: 
61-65. 

[25] Benounis M, Aka-Ngnui T, Jaffrezic N, Dutasta JP. NIR and optical fiber sensor for 
gases detection produced by transformation oil degradation. Sensors and Actua-
tors,2008; 141: 76–83. 

[26] Karmakar S, Roy NK, Kumbhakar P, Effect of ageing in transformer oil using UV-
visible spectrophotometeric technique, J. Optics, 2011; 40: 33-38. 

[27] Ghalkhani M, Fofana I, Bouaicha A, Hemmatjou H. Influence of aging by-products on 
the gassing tendency of transformer oils. Electrical Insulation and Dielectric Phenom-
ena, 2012: 870–873, DOI: 10.1109/CEIDP.2012.6378919. 

 

 
To whom correspondence should be addressed: Dr. Reena R. Meena, P.G. Department of Physics, Sardar Patel Uni-

versity, Vallabh Vidyanagar - 388 120, Gujarat, India, reenameena_001@yahoo.co.in  

878

mailto:reenameena_001@yahoo.co.in


Petroleum and Coal 
 

                         Pet Coal (2018); 60(5): 879-883 
ISSN 1337-7027 an open access journal 

Article                                                                  Open Access 
 

 

THE PROSPECTS OF OBTAINING PLASTIC GREASES FROM SECONDARY HYDRO-
CARBON RAW MATERIAL   
 

Andrey B. Grigorov1, Oleg I. Zelenskii2, Alexey V. Sytnik2 
 
1 National Technical University «Kharkov Polytechnic Institute», 61002, 2 Kirpichova str., Kharkov, 
Ukraine 
2 Ukrainian State Coal-Chemistry Institute, 61023, 7 Vesnina Str., Kharkov, Ukraine 

 
Received June 5, 2018; Accepted August 27, 2018 

 

 

Abstract 

The paper presents the results of producing lubricating grease from industrial and household waste in 

the laboratory. Partially prepared diesel engine oil SAE 10W-40 was used as a dispersion environment, 
and high and low pressure polyethylene (household polyethylene bags used) was used as thickener. 
It has been established that by using selected base oil, thickener and anti-wear additive DF-11, recy-
cling oils can be obtained, which will be classified according to DIN 51502 to K2PF-30 and K3PF-30. It 
is proposed to expand the raw material base for the production of recycling oils through the using of 
waste industrial, hydraulic, transmission oils, as well as high-boiling petroleum fractions extracted from 
oil sludge or acidic tar and selective waste distillate oils. On the basis of the analysis of the researching 

results, it was established that on the basis of exhausting motor oil and polyethylene with the addition 
of additives of different functional purpose, it is possible to obtain a number of antifriction plastic lub-
ricants used in swing bearings, railway and protective greases that can be used in the range of oper-
ating temperatures, on average up to 100ºC. 

Keywords: exhausting motor oil; thickener; plastic grease; polyethylene; additives; optical density; express analysis. 

 

1. Introduction  

With the modern development of the techno sphere, there is a tendency to increase the 

volume of industrial and domestic household waste. Their accumulation has a negative impact 

on the environment and directly on humans. However, these wastes can be considered as an 

alternative source of hydrocarbon raw material for many technological processes for the pro-

duction of various materials of the broad functional value. These materials can be realized in 

chemical industries. At the same time, waste processing improves the global environmental 

situation significantly and brings a significant revenue to the budget of the country developing 

this direction. 

2. The purpose and objectives of the research 

A very promising direction in the use of the secondary hydrocarbon raw material is the 

production of plastic greases, which in their properties are not inferior to products obtained 

during the oil processing. They also have a much lower cost of production. 

In general, any plastic grease contains in its composition 70-90 % (mass) of the base oil 

(mineral or synthetic nature), 5-15 % (mass) of the thickener (metallic soaps) and 1-5 % 

(mass) of various additives. In addition to these constituents, 3-10 % (mass) of other com-

ponents are present in oils. They are fillers that improve the performance properties of the 

final commercial product [1-2]. 

Drawing on long-term experience in the production and application of greases in various 

industries, it should be noted that the main components, of which today lubricants are pro-

duced, can be replaced by cheap analogs with storage of the required quality level. One of the 
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many-tonnage industrial wastes, which on the one hand is a rather dangerous waste, and on 

the other hand is a valuable resource for many manufacturing processes, is used lubrication 

oils [3]. These oils can be successfully used as a base oil (dispersion medium) in the technology 

of greases production. 

Thus, for example, it has been investigated the possibility of using used motor oils after 

regeneration and hydrocarbon distillation from the sludge of the purification unit for the pro-

duction of highly alkaline sulfonate additives as a dispersion medium of hydrocarbon and soap 

greases. Solid oil paraffin, petrolatum, and calcium stearate were used as a thickener [4]. 

Dry and calcium-rich and hydrocarbon preservative greases with enhanced protective prop-

erties are known in comparison with oils on base distillates based on the use of used motor 

oils as a dispersion medium. Obtained lubricants in terms of their bulk and surface properties 

are similar to the lubricants "EXXON Estan 1.2" and "SHELL Ossagl V (00)" [5]. 

In work [6], it is proposed to obtain preservative lubricants for the protection of agricultural 

machinery with the use of purified waste motor oils and thickeners – stillage bottoms from 

the production of synthetic fatty acids and metallic soaps Ca, Li. The proposed lubricants in-

hibit the anodic dissolution of the steel due to both the oil itself and the action of antioxidant, 

anticorrosive additives, and are similar in properties to commercial greases "AGIP Grease CC 

2.3", "Texas Hytex EP-2". 

Based on purified waste motor oils, thickener, graphite and complex antiwear additive the 

authors of the work [7] obtained greases in appearance and basic properties similar to general-

purpose commercial lubricants. 

For thickening by greasing of threaded joints, in particular for conical threaded connections 

of pipes and equipment used in wells, a lubricant containing the oil base and a powder filler 

(graphite, zinc, lead, aluminum, etc.) is used [8]. 

Today used polyethylene products are the most common solid domestic waste that 

accumulates in the countries of the European Union and is a cheap source of hydrocarbon raw 

materials. Taken into consideration some properties of polyethylene itself (resistance to or-

ganic and inorganic solvents, the melting point is 103-140°C), these products can be used as 

a thickener in the grease production. 

It is shown that the addition of recycled polymers (polyethylene, polypropylene and EVA 

copolymer) to lithium grease improves its rheological properties significantly [9]. Based on the 

mixture of paraffinic mineral oils of Group I and II (kinematic viscosity at 40 °C is equal to 

160 mm2/s), they are produced by Indian Oil Corporation Ltd. (Faridabad, India) and blends 

of polypropylene and high-density polyethylene, greases with high rheological properties were 

obtained [10].  

Also, in work [11] plastic greases were synthesized, they correspond to the classification 

DIN 51502, K5S-60 according to their properties, and contain low molecular weight polyeth-

ylene and up to 30 % (mass) oils (dewaxed oil, residual extract of selective oil purification 

and used oils ).  

In the field of railway transport, namely, for lubricating rails on the curved sections of the 

track, a composition consisting of low molecular weight polyethylene is used – a waste product 

for the production of high-density polyethylene 15-25 % (mass) of hydrolytic lignin, 10-25 % 

(mass) of the spent diesel oil are added to this waste [12]. 

3. Results and discussion 

Having analyzed the information given above, it is possible to propose a conditional tech-

nological classification of plastic greases according to the main components from which it was 

obtained, namely, base oil and thickener: 

Group I plastic greases – classic greases obtained from distillate petroleum or synthetic 

oils, which as a thickener contain metallic soaps, solid hydrocarbons, and inorganic sub-

stances; 

Group II plastic greases – combined greases in which the base oil and thickener can be 

partially replaced by industrial waste, by-products, and substances found in other industries; 
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Group III plastic greases – recycling greases, in which the base oil and thickener can be 

completely replaced with industrial and household waste. 

The share of recycling greases in the total volume of production and consumption of lubri-

cants is very small, but at the moment the certain conditions have already been created under 

which this direction is a priority in scientific research of the countries of the European Union.  

Considering this, it is possible to propose a scheme for the grease production (Fig. 1), in 

which the base oil is the partially prepared semisynthetic motor oil SAE10W-40 API SL/CF, 

and the thickener is high pressure polyethylene or low pressure polyethylene, or their mixture. 

Base oil 

treatment

Thickener 

treatment
Additive

Mixing and homogenization

Used motor oil
Used polymeric 

products

Heat treatment of the mixture

Cooling and structure formation

 

Fig. 1. The structural scheme for obtaining recycling grease 

First, the dispersion medium – used motor oil SAE10W-40 API SL/CF, undergoes a prepar-

atory stage, including the removal of water and mechanical impurities from its composition by 

settling and centrifuging the oil. At this stage, also used polyethylene products – packaging 

film, bags, etc., are crushed. 

Further, the prepared components (base, thickener, and complex additive) are fed into 

mixing and homogenization, where the thermal dissolution of the thickener with a certain 

concentration of polyethylene occurs at a temperature of at least 110 °C. Then the reaction 

mixture undergoes heat treatment at a higher temperature. The final stage in the scheme is 

cooling and forming the final structure of the grease with the properties given in Table. 1. 

Table 1 Quality indicators of obtained plastic greases 

Indicator name 
Numerical values of indicators for grease composi-

tions 

Thickener mark Polyethylene of high 
pressure 

Polyethylene of low pres-
sure 

Concentration of thickener, % (mass) 7 5 
External view Homogeneous ointment, 

black 
Homogeneous ointment, 

black 
Penetration at 25 ºС, mm·10-10 273 235 

Droplet temperature, ºС 95 110 

Corrosion effect on metals (carbon steel) Withstands, 
no traces of corrosion 

Withstands, 
no traces of corrosion 

Evaporation at 120 ºС 0,72 0,43 
Content, % (mass): 
free alkalis 
water 
mechanical impurities 

water-soluble acids and alkalis  

 
0,04 

not available 
0,10 

not available 

 
0,04 

not available 
0,10 

not available 

Colloidal stability, % 6,34 3,67 
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It should be noted that in the grease production with the use of polyethylene as a thickener, 

unlike lubricants where metal soaps are used [13], it is not necessary to conduct a deep prep-

aration (cleaning) of the dispersion medium. It is enough to remove only water and mechanical 

impurities. 

Polar tar-asphaltene substances, which are the products of oxidation of hydrocarbon crude, 

they also have a positive effect on the properties of the grease, since they cause high adhesion 

to metal surfaces. Another oxidation product is carboxylic acids. They are corrosion inhibitors 
[14], and these acids improve the volumetric properties of lubricants [15]. Also, the grease has 

good low-temperature properties due to the depressant additives that make up the base oil. 

The results of the laboratory tests show that a lubricant thickened with 7 % by weight of 

high pressure polyethylene and 4.0 % of an antiwear additive according to DIN 51502 refers 

to K2PF-30, and a lubricant with 5 % by weight of low pressure polyethylene and 4.0 % of an 

antiwear additive can be attributed to K3PF-30. 

Also, compared «EXXON Estan 1.2» this lubricant has a higher value of the dropping point 

(at 15°C), which extends the upper temperature limits of its application. Also, the greases 

obtained have a lower value of colloidal stability (by 3.66-9.33 % of the removed oil) than 

"EXXON Estan 1.2". According to other indicators, the obtained greases have values close to 

those of "EXXON Estan 1.2".  

The adhesive properties of the obtained lubricants were tested by applying the grease to a 

degreased metal plate, followed by testing it in a laboratory centrifuge for discharge at 3000 

rpm. within 3 minutes. The undertaken study has shown that the grease layer is completely 

preserved on the metal plates. Hence the lubricants withstand the tests. 

It is possible to expand the raw material base for the production of recycled oils of thickened 

high pressure polyethylene and low pressure polyethylene by using other raw materials (used 

industrial, hydraulic, transmission oils, as well as high boiling petroleum fractions isolated from 

oil sludge or acid sludge, and wastes of selective purification of distillate oils), but, this requires 

additional research. 

4. Conclusion 

The development and introduction of recycling grease production technologies in the indus-

try will allow reducing the harmful impact on the environment from the accumulation of in-

dustrial and domestic waste, using them as raw materials in manufacturing processes aimed 

at obtaining fuels and lubricants. 

It is possible to get a number of antifriction plastic greases on the basis of large-tonnage 

waste, used motor oil and used polyethylene products, which are a valuable source of second-

ary hydrocarbon raw materials, including the additives of various functional purposes. These 

lubricants are used in rolling bearings, as rail and protective lubricants, which can be used in 

the range of operating temperatures to an average of 100°C. Due to the low cost and simpli-

fication of the raw material preparation technology, the obtained greases will be much cheaper 

compared to analogues made from oil according to the classical technology. 
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Abstract 

The paper shows the development and application of a general algorithm for efficiency evaluation (AEE) 

of distillation sequences. The algorithm provided consideration of energy efficiency, flowsheet struc-
ture, and product specifications. In Aspen HYSYSTM, we developed two “first principle” models of crude 
oil distillation units with and without heat integration. We have applied the AEE to compare the 
effectiveness of their performance for different types of oil. The effectiveness was higher for heat inte-

grated unit, so its model was adopted as basic. Six alternative retrofit flowsheet models were devel-
oped for the purposes of preliminary optimization. Preliminary optimization was a combination of pre-
design optimization of unit flowsheet structure and apparatus design to create the optimal crude oil 
distillation unit and to provide the process flexibility in respect of feed flowrate and oil quality. Para-
metrical optimization was performed for all configurations of flowsheet structure. Maximum feed 
flowrates and the product yields were defined for all flowsheet structures. Relative total investments 
for retrofits of the basic flowsheet were estimated. They consider the cost of distillation columns, the 

internal device, pumps, heat exchangers, piping. AEE application to all retrofit flowsheets allows de-
signing effective and relatively inexpensive refinery unit. 

Keywords: crude oil distillation unit; multi-column distillation sequences; general algorithm for efficiency evaluation; 
preliminary optimization; parametrical optimization; thermodynamic efficiency. 

 

1. Introduction  

Distillation technologies and oil fractionation is not an exception. Energy consumption in 

the fractionation units determines the energy efficiency of a refinery in whole. The feed rate 

of the refineries, as a rule, exceeds one million ton per year. According to the data [1] average 

feed rate of a refinery in the Russian Federation is 8.72 million tons per year. 

Numerous studies are conducted in order to increase the energy efficiency of oil fractiona-

tion since the even slight reduction in energy consumption delivers sufficient benefits. Increase 

in efficiency of the fractionation units executes both in the way of efficient utilization of exter-

nal heat and in high recovery of light oil distillates. 

Complex oil composition and complexity of a flowsheet structure along with heat integration 

and recovery require both preliminary optimization on the design stage and optimization dur-

ing a unit performance [2].  

Optimization based on the simulation is executed with the use of technologic, thermody-

namic or economic criteria. The aim of thermodynamic analysis is to minimize energy con-

sumption by means of optimal flowsheet development. 

The authors [3] noted that the energy consumption for the distillation column is proportional 

to the minimum number of transfer units and the minimal reboiler duty. They proposed the 

original methods to calculate these values based on thermodynamic analysis for the initial 

design stage. The authors [4] performed an algorithm for the optimal design of thermally cou-

pled distillation sequences. The criterion of optimality was the minimal reboiler duty 

corresponding to maximal thermodynamic efficiency.  
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A thermodynamic analysis is widely used to evaluate and minimize irreversibility in the 

distillation systems, for the decrease in the operation costs and ecological expenses. In paper 
[5], the author has reviewed conventional methods and case studies of thermodynamic anal-

ysis for binary and multicomponent systems and for refinery as well. Authors [6] performed 

the exergy analysis of single- and two-stage crude oil distillations, showed the sufficiently 

lower exergy lost for the two-stage flowsheet.  

However, the energy efficiency of a unit performance depends considerably on a heat re-

covery for which rigorous simulation of the whole flowsheet is required. Economic criteria are 

formulated in terms of investments and operation cost.  

In the paper [7], alternatives of representation were examined for economic optimization of 

a single distillation column. The objective function – the total annualized cost (TAC) was the 

sum of equipment and heat transfer fluid costs. The algorithm requires sufficient CPU time 

and faces a convergent problem. Authors [8] performed the hybrid algorithm, which used the 

results of simulation the distillation flowsheets in Aspen HYSYSTM to minimize TAC. TAC is the 

sum of investments and operation costs. Investments are the sum of vessels cost, reboilers 

and condensers cost. Operation costs are the sum of the energy dependent of condensers’ 

and reboilers’ load. The algorithm allows optimizing the flowsheets of simple structure with a 

limited set of equipment neglecting heat recovery and column piping.  

The main drawback of the approaches mentioned above is neglect of heat recovery and 

column piping that limits the ability to calculate the effectiveness of the whole unit. Techno-

logic criteria, as a rule, are expressed by the product specifications and recovery efficiency. 

In this paper, we developed the general algorithm for efficiency evaluation and showed its 

application to choose an optimal mode and flowsheet structure of oil fractionation unit. 

2. Thermodynamic efficiency of oil fractionation units  

Thermodynamic efficiency criteria reflect the relation between external and utilized heat 

flow. Thermodynamic efficiency can be calculated as:  

0

0

*100%k
T

q q

q


                     (1), 

Thermodynamic efficiency criterion reflects both heats utilized for distillation and heat re-

covery rate in a unit. Consequently, the criterion implies the flowsheet structure. 

Product specifications and recovery affect the criterion value as well, since the increase in 

recovery requires an increase in reflux flow, hence increase in condensers and reboilers loads. 

The part of recovered heat decreases that results in a decrease in the thermodynamic effi-

ciency criterion. 

In Aspen HYSYSTM, we developed two “first principle” models of crude oil distillation units 

with and without heat integration in order to find optimal flowsheet structure. 

Simplified flowsheet structure without heat integration is shown in Fig. 1. Optimization of 

operation mode was carried out for different types of crude oil.  

Thermodynamic efficiency of the flowsheet without heat integration does not exceed 50% 

because of low heat recovery. 

The fractionation unit shown in Fig. 2 is of the more complex structure with an atmospheric 

column equipped with two stripping and two intermediate pump rounds. The heat of all inter-

mediate and product flows is utilized in heat recovery. The model was verified for all types of 

oil, for different product specifications and meteorological conditions [9]. Average thermody-

namic efficiency was about 70%, for this reason, this structure was taken as basic. Developed 

“first principle” model of the unit includes all equipment, e.g. columns, separators, vessels, 

heat exchangers, pumps. The sizing and hydraulic calculation for internals (valve trays) of the 

columns were carried out as well. The possibility to set the value of ambient temperature on 

the air coolers’ inlet was included into the model as far as the temperature affects substantially 

over vapor loads, separators’ performance and heat exchange. A detailed description of the 

flowsheet and product set are performed in [2].  
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Fig. 1. Structure of crude oil distillation unit without heat integration 
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Fig. 2. Basic distillation unit with heat integration 

3. Alternatives for retrofit  

Performance of the basic unit was studied on the model in a wide range of feed load be-

tween 500 000 and 900 000 tons per year. Stage increase in load was used along with detec-

tion of “pinch points” and parametrical (technologic) optimization on each stage. 
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Based on the obtained results, we proposed six alternatives to retrofit: 

1. The process flow diagram (PFD) equipped with an additional tray column, working in par-

allel with the main column K2 (Fig.3). 

2. The PFD equipped with an additional packing column, working in parallel with the main 

column K2. 

3. The PFD equipped with a main tray column K2 of a greater diameter.  

4. The PFD equipped with a main packing column K2 of a greater diameter. 

5. The PFD with an additional side-draw from the main tray column K2 equipped with a 

stripping (Fig.4). 

6. The PFD with an additional side-draw from the main packing column K2 equipped with a 

stripping. 
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Fig. 3. The PFD equipped with an additional tray column, working in parallel with the main column K2 
Alternatives of retrofit number 1, 2 

4. Algorithm implementation  

4.1. Parametrical optimization 

The aim of parametrical optimization was a maximum yield of light distillates under sus-

tainable operating and facing product specification. The conditions of overheated steam to 

columns and stripping were considered during optimization [10]. We used the algorithms 

previously tested and performed in [2, 9, 10]. 

4.2. Economic and thermodynamic optimization  

For economic optimization, we estimated the sums of relative capital investments and op-

erating costs above the basic flowsheet costs. Investments included the cost of additional 

equipment, cost of the unit construction and installation. Additionally, the annual operation 

cost and increase in the value of the product were calculated. Calculations were referred to 

the economic performance of the basic flowsheet.  
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The surface of the thermodynamic efficiency criterion in the space of economic parameters 

is shown in Fig. 5. Maximum of the criterion corresponds to the most effective alternative. 

Flowsheet numbering in Fig. 5 corresponds to the mentioned above numbering (Chapter 3). 
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Fig. 5. Thermodynamic efficiency criterion in the space of economic parameters 

5. Conclusion 

The general algorithm for efficiency evaluation of multi-column distillation flowsheets was 

developed on the basis of designed thermodynamic, economic, technological optimization cri-

teria using the results of the simulation. This hybrid algorithm for efficiency evaluation (AEE) 

was applied to select the optimal distillation sequence with heat integration and recuperative 
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heat exchange from the proposed alternative flowsheets. The alternatives for retrofit were 

selected to provide the process flexibility in respect of flowrate of crude oil (load) and oil 

quality. The optimal operation modes were defined with consideration of the product quality. 

The best distillation sequence for the design is characterized by relatively low total cost 

with maximum light product yields. Operating mode optimization of this flowsheet makes it 

possible to obtain energy efficiency higher than 90% without loss of product quality. 

Symbols 

T  thermodynamic efficiency, %; 

0q  total external heat flow, kWt; 

kq  heat flow withdrawn by heat exchangers and air coolers and unutilized for heating feed or 
intermediate streams, kWt. 

References 

[1] http://bcs-express.ru/show_res_ru.asp?id=5230. Rossijskie NPZ. Equity Research. 

[2] Samborskaya MA, Gryaznova IA, Volf AV. Procedia Chemistry, 2015; 15: 134–142. 
[3] Pleşu V, Bonet Ruiz AE, Bonet J, Llorens J, Iancu P. Minimum number of transfer units and 

reboiler duty for multicomponent distillation columns. University Politehnica of Bucharest, 
Centre for Technology Transfer in Process Industries (CTTPI). 

[4] Calzon-McConville CJ, Rosales-Zamora MB, Segovia-Hernández JG, Hernández S, Rico-
Ramírez V. Design and Optimization of Thermally Coupled Distillation Schemes for the 
Separation of Multicomponent Mixtures. Ind. Eng. Chem. Res.,2006; 45 (2): 724–732. 

[5] Demirel DY. Thermodynamic Analysis of Separation Systems (2004). Papers in Thermal 
Mechanics. Paper 2. http://digitalcommons.unl.edu/chemengthermalmech/2. 

[6] Al-Muslim H, Dincer I, Zubair SM. Exergy analysis of single-and two-stage crude oil distil-
lation units. J. Energy Resour. Technol., 2003; 125(3):199-207. 

[7] Barttfeld M, Aguirre PA, Grossmann IE. Alternative Representations and Formulations for 
the Economic Optimization of Multicomponent Distillation Columns, Computers & Chemical 
Engineering, 2003; 27(3): Pages 363-383. 

[8] Caballero JA. Logic hybrid simulation-optimization algorithm for distillation design // Com-
puters & Chemical Engineering, 2015; 72: 284-299. 

[9] Samborskaya MA, Volf AV, Gryaznova IA, Vdovushkina NS. Parametricheskaya optimi-

zatsiya integrirovannyih shem fraktsionirovaniya nefti. Fundamentalnyie issledovaniya, 

2013; (8-3): 714-719. 
[10] Samborskaya MA, Gusev VP, Gryaznova IA, Vdovushkina NS, Volf AV. Crude oil distillation 

with superheated water steam: parametrical sensitivity and optimization. Procedia Chemistry, 
2014; (10): 337 – 342. 

 

 
To whom correspondence should be addressed: Dr. Marina A. Samborskaya, Division for Chemical Engineering, 
School of Earth Science & Engineering, Tomsk Polytechnic University, 43a, Lenin Avenue, Tomsk, 634050, 
Russia; tel.: +7-903-954-683-6; e-mail: sma@tpu.ru   

mailto:sma@tpu.ru


Petroleum and Coal 
 

                         Pet Coal (2018); 60(5): 890-902 
ISSN 1337-7027 an open access journal 

Article                                                                  Open Access 
 

 

ASSESSMENT OF LEACHATE CONTAMINATION OF GROUNDWATER AROUND THE IGBENRE EKOTEDO 

DUMPSITE, OTA, SOUTHWEST NIGERIA 
 

Anthony Aduojo Ameloko1, Elijah Adebowale Ayolabi2, Efeoghene Enaworu1, Eniola Bolujo1 

 
1 Department of Petroleum Engineering, Covenant University Ota, Nigeria 
2 Department of Geosciences, University of Lagos, Nigeria 

 
Received May 31, 2018; Accepted August 27, 2018 

 

 

Abstract 

The study was initiated at the instance of the Local Authority, to evaluate the physico-chemical param-
eters (quality) of groundwater used by residence living around the Igbenre Ekotedo dumpsite. Nine 
(9) groundwater samples were collected randomly from boreholes around the dumpsite and were an-
alysed for heavy metals including Fe, Pb, Mn, Cu, Cr, and Zn, using Atomic Absorption Spectroscopy.  
Other elements analysed for include Mg2+, Na+, K+, Ca2+, and anions such as  PO4

3− ,  SO4
2− , NO3

− , 

and Cl−.The physical properties tested for are their total dissolved solid (TDS), pH values, tempera-

tures, hardness and electrical conductivity (EC). The results showed that the TDS,  NO3
−, hardness and 

EC concentrations of the water samples fell below the permissible limits set by the WHO standards for 
drinking water quality for the area except at location BH 3, BH 4 and BH 5. The concentrations of Ca2+, 
Na+, Cl−,  SO4

2−, Zn and Cr are found to be below the WHO standard for all locations, but with relatively 

higher concentration values of Ca2+, and, Cl− at locations BH 3, BH 4 and BH 5. Also, the concentrations 

of  PO4
3−, Mg2+, K+ and Fe are significantly higher than the prescribed WHO standard but with relatively 

higher values of Mg2+ and Fe associated with locations BH 3, BH 4 and BH 5. The spatial distribution 
maps of the examined parameters show a general increase in concentration towards the Southwest 
and Southern directions of the study area. This implies the likely direction of groundwater flow around 
the area since contaminants are usually mobilised and moved in the direction of groundwater flow. At 

the moment, the contamination is localised and limited to the South-western part of the study area 
and boreholes can safely be located at the North-Western and South-Eastern parts of the surveyed 
area. 

Keywords: Contamination; groundwater; metal; dumpsite; concentration. 

 

1. Introduction  

The Igbenre Ekotedo dumpsite in Ota, Ogun State is an open dumpsite and currently re-

ceives industrial, institutional and domestic wastes from communities, industries and institu-

tions located around the area. The landfill is improperly designed and therefore not protected 

by either impermeable soil or polyethylene geomembrane liner, thus allowing for environmen-

tal pollution around the vicinity where the site is located. Public concerns regarding the con-

tamination of soil and ground water by leachates emanating from the dumpsite has recently 

increased in the area and this drew the attention of the Local Authorities. To address the issue, 

there is therefore the need for constant information on the status of groundwater quality 

around the dumpsite. In dumpsites that are not constructed according to international stand-

ard (without liners), leachates that are formed within the waste materials eventually find their 

way into the subsurface environment, where they contaminate groundwater bodies Municipal 

landfill leachates are highly concentrated complex effluents which contain dissolved organic 

matters; inorganic compounds, such as ammonium, calcium, magnesium, sodium, potassium, 

iron, sulphates, chlorides and heavy metals such as cadmium, chromium, copper, lead, nickel, 

zinc among others [1-3]. The greatest contamination threat to groundwater comes from the 

leachate generated from the materials which most often contain toxic substances especially 
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when wastes of industrial origins are land filled [4]. However, it has been widely reported that 

leachates from landfills for non-hazardous waste could as well contain complex organic com-

pound, chlorinated hydrocarbons and metals at concentrations which pose a threat to both 

surface and groundwater. The produced leachate is normally composed of organic and inor-

ganic compositions. In addition, with increase in time, the produced leachate permeates into 

ground systems leading to change of physical and chemical properties of groundwater. Lee et 

al. [5], stated that heavy metals such as cadmium, arsenic, chromium have been reported at 

excessive level in groundwater due to landfills operation. With respect to Longe et al. [4], the 

volume of leachate depends principally on the area of the landfill, the meteorological and 

hydrogeological factors and effectiveness of capping. According to Kostova [6], concentration 

(mg/L) of leachate constituent are in phases namely transition (0-5years), acid-formation (5-

10years), methane fermentation (10-20years) and final maturity (>20years). The age of a 

landfill also significantly affects the quantity of leachate formed. The ageing of a landfill is 

accompanied by increased quantity of leachate. Leachates generated in the initial period of 

waste deposition (up to 5 years) in landfills have pH-value range of 3.7 to 6.5 indicating the 

presence of carboxylic acids and bicarbonate ions. With time, pH of leachate becomes neutral 

or weakly alkaline ranging between 7.0 and 7.6. Landfills exploited for long period of time give 

rise to alkaline leachate with pH range of 8.0 to 8.55 [7-8]. Excessive content of these chemical 

compounds may be associated with contaminants around the Igbenre Eotedo dumpsite and 

so, this study was initiated at the instance of the Local Authorities to determine the physico-

chemical parameters (quality) of groundwater used by residence living around the dumpsite. 

They intend to rely on the results from this study and other geophysical investigation around 

the area to determine appropriate locations to provide boreholes as a way of intervention. [] 

1.1. Study area 

The Igbenre Oke-tedo Landfill is located in Ota along the Sango-Idiroko road (Figs. 1 and 2). 

It is about 800 m away from the major express road by the High Court, opposite Nestle Com-

pany. The landfill is bounded by residential buildings and a very deep gulley. Currently, waste 

is indiscriminately being dumped on the ground surface without any compaction effort in the 

site, and most often the waste materials are constantly being burnt by fire. Geologically, the 

study area falls within the sedimentary basin of southwestern Nigeria popularly called the 

Dahomey Basin. The Dahomey Basin constitutes part of the system of West African precratonic 

(marginal sag) basin developed during the commencement of rifting, associated with the 

opening of the Gulf of Guinea in the early Cretaceous to late Jurassic. The Basin is very ex-

tensive and consists of Cretaceous Tertiary sedimentary sequence that thin out on the east 

and are partially cut off from the sediment of the Niger Delta Basin by the Okitipupa ridge. In 

general, rocky outcrops are poor due to the thick vegetation and soil cover. The knowledge of 

the geology of this basin had been improved through the availability of boreholes and recent 

road cuts. Major lithological sequences associated with the Basin are Abeokuta Formations 

(Ise, Afowo and Araromi Formations), and Ewekoro, Akinbo, Oshoshun, Ilaro and Benin For-

mations. The lithology is composed of loose sediment ranging from silt, clay and fine to coarse 

grained sand, called coastal plain sand. The exposed surface consists of poorly sorted sands 

with lenses of clays. The sands are in part cross-bedded and show transitional to continental 

characteristics [9-13].          

2. Materials and methods 

Groundwater samples were collected at about 50 to 600 m radius (Figure 1) from the landfill 

under study during the month of August, 2014. Nine (9) groundwater samples were collected 

randomly around the study area. Some of the sampling points were located far away from the 

sites to possibly determine the lateral extent of the spread and also to serve as control. The 

water samples were analysed to determine their heavy metal contents such as iron, lead, 

manganese, copper, chromium, cadmium, and zinc, according to international standards for 

the examination of water and wastewater quality [14]. 

891



Petroleum and Coal 

                         Pet Coal (2018); 60(5): 890-902 
ISSN 1337-7027 an open access journal 

 

Figure 1. Data acquisition map showing location of dumpsite 

 

Figure 2. Pictorial view of Igbere Eko-tedo dumpsite, Ota 
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Other elements analysed for include Mg2+, Na+, K+, Ca2+, hardness, and anions such as 
 PO4

3−,  SO4
2−, NO3

−, Cl−. The physical properties obtained in-situ were their TDS, pH values, tem-

peratures, and EC. Samples were collected in a 7.5 litre polyethylene bottles after rinsing with 

the water being sampled and were properly sealed. Samples were labelled and stored until 

they were eventually transferred to the Chemistry Department, University of Lagos, Akoka for 

laboratory analysis. Global Positioning System (Garmin GPS Channel 76 model) was used to 

measure the coordinates of the sampling points. The field data were later interpolated using 

Kriging technique to produce the elemental distribution maps of the area using ArcGIS software. 

3. Results and discussion 

Tables 1, 2 and 3 present the results and descriptive statistics of the physico-chemical pro-

perties of water samples collected from the boreholes around the dumpsite.  

Table 1. Hydrophysical analysis of water samples from boreholes around Igbenre Ekotedo landfill 

Sample Location Coordinate pH 
Temp 
(°C) 

EC 
(μS/cm) 

TDS 
(ppm/mg/L) 

Hardness 
(mg/L) 

BH 1  Progress Lane 060 41′ 17.14″N 0030 
12′ 01.15″E   

5.47 
 

25.2 60 29 85.0 
 

BH 2  Samsom Abayomi 
Close 

060 41′ 20.91″N 0030 
12′ 04.56″E  

5.18 
 

25.2 
 

23 
 

11 
 

75.0 

BH 3  Adeyemo Street 060 41′ 26.48″N 0030 
11′ 56.22″E   

4.52 
 

26.1 
 

1385 
 

692 
 

212.0 
 

BH 4  Adeyemo Street 
(by sch.) 

060 41′ 28.96″N 0030 
11′ 55.25″E  

6.01 
 

25.6 
 

1053 
 

575 175.0 
 

BH 5  Quarter Street 060 41′ 31.48″N 0030 
11′ 58.90″E  

5.79 
 

25.0 
 

1272 
 

836 
 

155.0 
 

BH 6  Owolabi Street 
(Hill top) 

060 41′ 34.31″N 0030 
12′ 04.36″E   

5.53 
 

26.1 
 

30 
 

15 
 

90.0 
 

BH 7  Anuoluwapo 
Street 

060 41′ 32.24″N 0030 
12′ 07.58″E  

5.27 
 

24.4 
 

15 
 

8 
 

10.0 
 

BH 8  Igbenre Rd Oni-
pan 

060 41′ 23.38″N 0030 
11′ 55.87″E    

5.65 
 

24.8 
 

50 
 

25 
 

40.0 
 

BH 9  Igbenre Rd Oni-
pan 

060 41′ 24.00″N 0030 
11′ 54.60″E       

5.95 
 

24.0 
 

83 
 

42 
 

40.0 
 

Mean   5.48  474.55 248.11 99.67 
Range   4.52-6.01  15-1572 8-836 10-212 
SD   0.46  441.36 220.51 56.72 
CV   8.39  174.91 175.16 73.24 
WHO/SON standard  6.5-8.5 - 1000 500 150 

SD- standard deviation; CV-coefficient of variation, % 

Table 2. Macro elements and anions content of water samples obtained from boreholes around Igbenre 
Ekotedo dumpsite 

Samples 
Ca2+ 

(mg/L) 
Mg 

 (mg/L) 
K  

(mg/L) 
Na 

(mg/L) 
Cl-  

(mg/L) 
SO4 

(mg/L) 
PO4 

(mg/L) 
NO3 

(mg/L) 

BH 1  34.72 12.38 2.67 7.04 159.53 38.0 40.6 2.2 
BH 2  30.06 10.19 2.81 5.91 106.35 26.0 39.2 5.9 
BH 3  89.97 13.11 2.57 7.02 159.53 45.0 10.8 14.9 
BH 4  30.06 10.92 2.71 7.08 186.58 27.0 11.10 11.8 
BH 5  28.07 10.19 2.31 6.04 106.35 11.0 32.40 16.7 
BH 6  36.07 13.11 2.07 7.11 70.90 278.0 10.3 3.4 
BH 7  4.01 1.46 2.94 5.82 88.63 125.0 22.4 6.2 
BH 8  16.03 5.83 2.82 5.89 88.63 33.0 42.3 1.3 
BH 9  16.03 5.83 2.56 6.71 159.53 22.0 38.5 2.8 
Mean 31.67 9.22 2.61 6.51 125.11 67.22 27.51 7.58 
Range 4.01-89.97 1.46-13.11 2.1-2.94 5.82-7.1 70.9-186.58 11-278 10.3-42 1.3-16.7 
St. Dev. 24.23 4.00 0.27 0.58 41.28 85.74 13.88 2.36 
CV 7 43 10 9 33 128 21 57 
WHO* 50 2.0 1.0-2.0 200 250 200/100 5.0 10 

SD- standard deviation; CV-coefficient of variation, %; *WHO/SON standard 
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Table 3. Heavy metal contents of water sample obtained from boreholes around Igbenre Ekotedo 

dumpsite  

Samples Fe 
(mg/L) 

Zn 
(mg/L) 

Mn 
(mg/L) 

Cu 
(mg/L) 

Pb 
(mg/L) 

Ni 
(mg/L) 

Cr 
(mg/L) 

BH 1  3.91 2.30 0.71 0.52 0.01 0.02 0.02 
BH 2  3.34 2.02 0.92 0.67 ND 0.02 0.01 
BH 3  4.50 2.07 0.84 0.44 ND 0.02 0.02 
BH 4  3.02 2.11 0.98 0.36 ND 0.02 0.02 
BH 5  2.91 2.01 0.72 0.29 0.01 0.01 0.03 
BH 6  2.39 3.11 0.91 0.57 0.02 0.01 0.01 
BH 7  2.56 2.91 0.77 0.32 0.01 0.02 0.01 
BH 8  3.11 3.08 0.78 0.58 0.02 0.03 0.01 
BH 9  3.49 2.07 0.87 0.53 0.03 0.03 0.02 
Mean 3.25 2.41 0.83 0.48 0.01 0.02 0.02 
Range 2.39-4.5 2.01-3.11 0.71-0.98 0.29-0.67 0-0.03 0.01-0.03 0.01-0.03 
SD 0.66 0.48 0.09 0.13 0.01 0.007 0.005 
CV 20 20 11 27 1.0 35 5 
WHO* 0.3 5.0 0.5 0.5 0.01 0.02 0.05 

SD- standard deviation; CV-coefficient of variation, %; *WHO/SON standard; ND -Not Detected 

The results show that the water samples collected around the waste dumpsite have higher 

concentrations of most of the analysed parameters. From Table 1, the temperature of the ground-

water samples ranged from 240C to 26.1oC. The pH values of the groundwater samples are all 

acidic and ranging from 4.52 to 6.01. The effects of acidic waters on human health and the 

environment have been widely reported. For example, acidic waters have been known to be 

aggressive and enhance the dissolution of iron and manganese causing unpleasant taste in 

water [15]. The EC is a function of the degree of dissolved matters in water. Chemically pure 

water has a very low EC. The EC of water around the dumpsite ranged between 15 and 1385 

µS/cm, and except at BH 3, BH 4 and BH 5, all other values are found to be below the per-

missible standard of 1000 µS/cm, set by WHO (Fig. 3). The TDS concentration showed strong 

positive linear relationship with the EC (suggesting common source) and was found to be low 

at all the locations also and less than standard limit of 500 ppm/mg/L except at location BH 

3, BH 4 and BH 5 (Fig. 3). The high concentration of TDS and EC at locations BH 3, BH 4 and 

BH 5 may be an indication of contamination due to high content of inorganic salts such as; 

calcium, magnesium, potassium, sodium, bicarbonates, chlorides, and sulphates in the 

groundwater. It also implies likely westward direction of groundwater flow around the area 

since contaminants are usually mobilised and move in the direction of groundwater flow. This 

was also inferred from the geophysical study around the site (Not shown). Hardness is nor-

mally expressed as the total concentration of Ca2+ and Mg2+ in mg/L, equivalent CaCO3. Hard-

ness ranged from 10 to 212 mg/L and all values are below the standard limit of 150 mg/L 

except also at BH 3, BH 4 and BH 5 (Fig. 3). Strong linear relationship exists between the 

observed hardness of water and the TDS and EC concentration from all the locations. 

Table 2 provides the major elemental compositions and anion contents of water from the 

boreholes. Ca2+ and Mg2+ concentrations in groundwater samples from all the sampling points 

have mean values of 31.67 mg/L and 9.22 mg/L respectively. The Mg2+ content of all the 

water samples have elevated values above the standard limit of 2.0 mg/L in about 88.8% of 

the locations except at location BH 7 (fig. 3), while Ca2+ concentration exceeded the standard 

limit at location BH 3 (Fig. 3). Ca2+ and Mg2+ do not pose potential adverse health effects in 

drinking water. The presence of both ions in water increases its hardness, which results in the 

use of more soaps than what is necessary for bathing and washing [16]. Both Ca2+ and Mg2+ 

are beneficial to human health. Past epidemiological studies have supported the hypothesis 

that extra magnesium and or calcium in drinking water can contribute to reduced cardiovas-

cular disease and other health benefits in populations [16]. K+ values are higher than the 

standard limit for all the locations. Na+ and  Cl−concentrations in all sampled locations are all 

below the WHO minimum requirement of 200 mg/L and 250 mg/L (Fig. 3) respectively.  
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Figure 3. Concentration of other physicochemical properties of water samples versus WHO standard 
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Figure 4. Concentration of EC and hardness in borehole water sample versus WHO standard 

 

Figure 5. EC concentration distribution map around the Igbenre Ekotedo dumpsite 
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Figure 6. Zn concentration distribution map around the Igbenre Ekotedo dumpsite 

 

 

Figure 7. Cr concentration distribution map around the Igbenre Ekotedo dumpsite 

Excess NO3
− concentration in water samples are key indicators of contamination. Their val-

ues in all the locations are below the WHO limit but are elevated at locations BH 3, BH 4 and 

BH 5 (i.e. about 33.3% of the locations) beyond the standard limit (Fig. 3). The measured 
 SO4

2− ion exceeded the prescribed standard limits of (100-200 mg/L) set by WHO (2007) in 

about 11.11 % (BH 6) from the investigation. 
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Figure 8. Cu concentration distribution map around the Igbenre Ekotedo dumpsite 

 

Figure 9. Fe concentration distribution map around the Igbenre Ekotedo dumpsite 

Table 3 presents the descriptive statistics and standard values of heavy metals in ground-

water around the site. Among the examined variables, Fe has the highest mean (3.25 mg L-1), 

followed by Zn (2.41 mg L-1) while Pb and Cr remained the least (0.01 mg L-1). Also, Fe recorded 

the highest standard deviation (0.66 mg L-1) followed by Zn (0.48 mg L-1). Cr and Ni recorded 

the least values of standard deviation (0.005 mg L-1 and 0.007 mg L-1 respectively). 
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Figure 10. Mn concentration distribution map around the Igbenre Ekotedo dumpsite 

 

Figure 11. Ni concentration distribution map around the Igbenre Ekotedo dumpsite 

Furthermore, on the pattern of relative variation, the result of the coefficient of variation 

shows that all the examined variables are heterogeneous. Ni and Cu for example top the list 

with values of 35 % and 27 % respectively. The WHO permissible level of Chromium (0.05 

mg L-1) is not exceeded in all the sampled boreholes in the study area, while that of Ni was 

below the standard limit for all locations except at BH 8 and BH 9 (Fig. 4). The spatial distri-

bution map of Cr is presented in figure 7 with a general increase towards the Southern and 

Southwest parts of the study area while that of Ni indicates more concentration towards the 
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Southwest (Fig. 11). The concentration of Pb exceeded the WHO permissible limit (0.01 mg L-1) 

at locations BH 6, BH 8 and BH 9, but within limit at about 33.33 % of the locations (BH 1, BH 

5 and BH 7), and not detectable in the remaining locations (Table 3). Toxic concentration of Pb 

(≥ 0.01mg/L) in human beings has been implicated for causing anaemia, kidney damage and 

cerebral oedema [17-18]. The mean concentration of Cu exceeded the WHO permissible level 

of 0.5 mg L-1 for all samples at the site except at BH 3, BH 4, BH 5 and BH 7 (Fig. 3). The 

spatial distribution map of Cu indicates an increase towards the South-eastern part of the 

study area (Fig. 8). The WHO permissible level of Fe (0.3 mg L-1) was exceeded in all the 

sampled borehole water around the study area with values ranging from 2.39-4.5 (Fig. 4). 

Presence of Fe in water can lead to change of colour of groundwater [20]. These high values 

of Fe also support the results of previous research that concluded that water in Nigeria gen-

erally has high Fe content. The spatial distribution map of Fe in figure 9 shows more of the 

concentration towards the Southern and Southwest parts of the study area. The WHO permis-

sible level of Zn (5.0 mg L-1) is not exceeded in sampled groundwater in all the locations while 

that of Mn (0.5 mg L-1) is exceeded in all sampled borehole in the study area (Figs. 3 and 4). 

Concentrations of Mn in excess of 0.2 mg L-1 make water distasteful to drinking with no specific 

toxic effects [4]. The spatial distribution map of Zn is shown in figure 6 with a general increase 

towards the Southwest and Northeast directions of the study area while that of Mn indicates 

a Southeast and Northeast distributions (Fig. 10). Very low correlations exist between Cu, Zn, 
 Cl−and EC, TDS and SO4

, indicating multiple anthropogenic source, while moderate correla-

tions exist between hardness and Mg2+, Na and Cl (Fig. 12). 

 
 

 
 

  

Figure 12. Scatter plot for the correlation between EC and Cu (a), Cl (b) Zn (c) and between TDS 
and SO4 (d), hardness and Mg (e), Cl and Na (f) 
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4. Conclusion 

The borehole water from all the dumpsites have been analysed and the various elemental 

compositions determined. The physical properties of water obtained around the dumpsite 

showed TDS, hardness, NO3
−, and EC values greater than the standard limit at BH 3, BH 4 and 

BH 5. There is a corresponding increase in value for Ca2+, Mg2+, Cl− and  SO4
2− for these same 

locations. The high values of most of the physicochemical properties at BH 3, BH 4 and BH 5 

locations is not unconnected with contamination arising from the release of leachate generated 

at the dumpsite. It also implies likely Southwest direction of groundwater flow around the area 

since contaminants are usually mobilised and move in the direction of groundwater flow. At 

the moment, the contamination is localised and limited to the Southwestern part of the study 

area and boreholes can be safely located at the North-eastern and South-eastern parts of the 

surveyed area. Public complaints regarding the colour and taste of water from their borehole 

confirms the results around this area. The pH values obtained from water samples indicates 

high acidic content. The heavy metals analysis and subsequent evaluation revealed that Fe 

and Mn concentration from all the water samples have exceeded their background levels. This 

further supports the report of high iron concentrations in groundwater in Nigeria according to 

WHO and UNICEF, 2006. The spatial distribution of all the examined parameters shows a 

Southwest/Southern increase around this waste site. The proximity of the dumpsite to resi-

dential areas is a potential danger and proactive measures must be put in place by the appro-

priate authorities to avoid epidemic outbreak that might result from the consumption of the 

contaminated groundwater around this area.  
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Abstract 

Assessment of sanding tendency during field development planning and completion design of oil and gas 
wells is very paramount because sanding tendency significantly impact on well completion choices and 
overall field development economics. Production of sand occurs in zones of failure creating perforation 
cavity and wellbore instabilities. The starting point of most predictive tool is identifying the stres-ses 
at the perforation cavity, failure prediction around such cavity and applying appropriate failure crite-
rion. Most of the existing sand predictive tools are anchored on Mohr-Coulomb failure criterion which 
assumes a linear failure envelope but does not represent the response of reservoir rocks to induced 

stress.  
Therefore, this work presents the results of a study investigating the potential of sand production in a 
Niger Delta field using modified Hoek-Brown failure criterion in developing a new geomechanical sand-
ing predictive model that describes the non-linear increase in peak strength of isotropic rocks with 
increase in confining stress. The condition for sanding was formulated to be minimum well pressure 
at/below which sanding is to be expected. Based on Hoek-Brown material constant (a) which describes 

the rock mass quality, three (3) sanding criteria were developed and verified by comparing the results 
with existing numerical the model result and field scenario. 
From the comparison with numerical model result, the three (3) sanding criteria gave the same result 

when Biot’s constant is taken to be one (unity) but generally close to the numerical result. The results 
from the field case study, for the two wells evaluated indicates field well pressures that fall below the 
minimum well pressure at sanding predicted by the sanding criteria developed. This shows why they 
were both sand producers and this was in agreement with the production data from both wells. How-

ever, the model with exponent (a = 0.5) gave the closest to the field well pressure. The good agree-
ment between the results from numerical/field case study and current work augurs well for its appli-
cation when Hoek-Brown material constants can be accurately predicted. 

Keywords: Sand Production; Modified Hoek-Brown; Minimum well pressure; Wellbore Stability. 

 

1. Introduction  

Every year, the upstream petroleum industry spends in excess of $6 billion US dollars on 

wellbore stability issues [10]. Many rock stability issues, some of which are sand production, 

borehole collapse otherwise called breakout, casing shear, rock compaction, and so on., are to be 

expected starting from the beginning of oil exploration operations such as; drilling and com-

pletion operations down to workover operations. Sand production is a usual production chal-

lenge observed in weakly consolidated and unconsolidated formation which play host to around 

70 percent of global oil production [2].  

Sand production arises when reservoir fluid flowing under high velocity removes a quota of 

the reservoir rocks creating continuous influx of formation materials. Production of sand occurs 

in zones of failure creating perforation cavity and wellbore instabilities. Sand production tendency 

over the life of the well has significant impact on completion choices. As we work in more 

challenging environments such as deep water, heavy oil, and high-pressure high-temperature 
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wells, reservoirs are more complex and costlier to drill and complete. Downhole sand control 

methods significantly increase the complexity and cost of the completion and challenge the 

economics of the field development. This poses questions like do we need downhole sand 

control on all wells that have potential to produce sand? When the produced sand volume is 

not significant can the sand be managed at surface? Completions and workovers would be 

much simpler and cheaper without downhole sand control. Well production would also increase 

without downhole sand control, however, sand production could increase the risk of sanding 

up in wells [13]. It also increases the risk of eroding chokes, surface flow-lines, and equipment. 

Operational costs would increase due to sand transportation and disposal.  

Numerous work has been done on the subject for so long, but despite that, accurately 

addressing this problem has remained unsolved because of its complexity. Several predictive 

tools are already been utilized in the industry to gain meaningful information about sanding 

potentials in oil and gas wells, most of which are limited in use because (1) they require 

information about the well that are not available until the well is completed and produced for 

a reasonable time frame, or not routinely measured on field [1,7], (2) some of the models are 

complex and requires extensive laboratory studies to determine the input data from core sam-

ples, which tend to affect the predictive accuracy [3,11], (3) inappropriate use of failure mech-

anism, (4) assuming a linear failure envelope for failure criterion which does not represent the 

response of reservoir rocks to induced stress (5) and finally considering intact rocks. 

Chin and Ramos [4] developed a model for predicting sand production by coupling both 

geomechanical properties of rock and fluid flow parameters to estimate volumetric sand pro-

duction in the early draw-down stage, bean-up, down to depletion stage. The work shows the 

influence of rock strength, flow properties, fluid properties  and time on sand production from 

weak reservoirs. The model can serve as a guide to the quantity of sand to be expected. 

Mcphee and Enzendorfer [8] reported application of fuzzy logic computing techniques to cor-

relate wireline log responses with core measurements to establish a field calibrated continuous 

sand production throughout the reservoir intervals. They used this method coupled with geo-

mechanical models to analyse if selective perforation could guard well deliverability and 

equally ensure production without sand issues. The integrated sand management technique 

helped deliver production rate of over 100MMScf/d without sand production problems and also 

saved cost and lowering completion failure risk by using the fuzzy logic model to determine 

and avoid zones of thin sand which could lead to sand production. Isehunwa et al. [7] develop 

an analytical model to predict sand production in oil wells from the Niger/Delta oil fields, Nigeria. 

The model share input parameters close to Bratli et al. [2], with rock and fluid properties the 

major factor affecting sanding in their model. Their results show that maintaining cavity height 

below 30ft is important for sand free production. 

In this paper, an analytical sand production onset prediction model is developed based on 

the popular theory of poro-elasticity and assuming shear failure induced sanding, the appli-

calibility of modified Hoek-Brown failure criterion rather than the popular Mohr-coulomb in 

predicting sand production onset was investigated. 

2. Theoretical framework 

The onset of sand production is the failure of intact rock, thus, if this can be predicted and 

prevented, then the sand production becomes no issue. Therefore, the starting point for most 

predictive tool for predicting sanding potentials in unconsolidated sandstones is identifying the 

stresses at the perforation cavity and failure prediction around the perforation cavity or open 

hole. The stepwise process in the model development is listed as follows: 

1. Identifying the in situ stress magnitude. 

2. Assessing the stress state at the borehole wall or perforation tunnel, having in mind the 

orientation of the borehole. 

3. Applying appropriate failure criterion. 
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Assumptions 

The approach in this model will be based on the listed assumptions: 

 The horizontal stress is isotropic at far field 

 The rock is a homogenous, unconsolidated or poorly consolidated sandstone 

 The formation is in a geologically relaxed environmental, there is no active tectonic regime. 

 Shear failure corresponds to initiation of sand production, i.e. no drag forces. 

 Stress-controlled failure process around the perforation cavity is dominated by cohesion 

loss (i.e. not by frictional strength loss). 

 The wellbore/perforation tunnel-formation structure is axisymmetric. 

 Formation rock failure can be described by modified Hoek-Brown failure criterion. 

2.1. Borehole stress (Isotropic In-situ stress) 

The in-situ stresses in this study will be considered at  points (𝜎𝜃=0 ). The three principal 

stresses can then be written in borehole geometry coordinates for conveniences and then 

transpose into radial systems of tangential, radial and overburden coordinates. For this study, 

the maximum induced stresses is taken to occur in the tangential coordinate. The borehole 

wall is assumed to be permeable, therefore, the pore pressure at the borehole wall is equal to 

the well pressure. The derivation of poro-elastic solution to stresses around the borehole ac-

cording to Fjaer [5] given in terms of radial and tangential stresses are as follows, 
𝜎𝑟

′ = (1 − 𝛼)𝑃𝑤𝑓(𝑡)                                                                                                                   (1) 

𝜎𝜃
′ =

𝑃𝑤𝑓(𝑡)𝑅𝑤
2 − (2𝜎ℎ(𝑡) − 𝑃𝑤𝑓(𝑡))𝑅𝑒

2

𝑅𝑤
2 − 𝑅𝑒

2 − 𝛼
1 − 2𝜈

1 − 𝜈
𝑃̅(𝑡) − 𝛼

𝜈

1 − 𝜈
𝑃𝑤𝑓(𝑡)                (2) 

In this study, it is assumed that reservoir radius is in order magnitude greater the wellbore 
radius i.e.,  𝑅𝑒 ≫ 𝑅𝑤 , therefore, the above equation is simplified as follows; 

𝜎𝜃
′ = 2𝜎ℎ(𝑡) − 𝛼

1 − 2𝜈

1 − 𝜈
𝑃̅(𝑡) − (1 + 𝛼

𝜈

1 − 𝜈
) 𝑃𝑤𝑓(𝑡)                                                        (3) 

2.2. Failure criteria  

Several empirical criteria exist in the literature that describes the onset of rock failure, 

among these are the Mohr-Coulomb failure criterion; Mogi-Coulomb failure criterion; Ducker 

Prager failure criterion; Von Mises failure criterion and Hoek-Brown failure criterion which all 

give material behaviour of rocks at failure. The most common failure criterion used in theo-

retical modelling of sand production and any other geo-mechanical related problems is the 

Mohr-Coulomb failure criterion. It accounts for 80% of existing models while other criteria 

accounts for the remaining 20%, the major reasons for the use of Mohr-Coulomb failure cri-

teria according to Oluyemi et al. [9] are (1) simplicity and ease of use (2) mathematical simplicity, 

which expressed shear stress as a linear function of normal stress. This thus implies a linear 

failure envelope and also only applicable when considering intact rocks. However, it has been 

proven that petroleum reservoir rocks do not exhibit linear failure envelope as such, modeling sand 

production while using Mohr-Coulomb or any modified version cannot be relied upon to fully 

capture failure behavior of rocks under imposed stress. Therefore, in this study, Hoek Brown 

failure criterion will be adopted, which is an empirically derived failure criterion that describes 

the non-linear increase in peak strength of isotropic rock with increasing confining stress. 

The original non-linear Hoek Brown failure expression for intact was introduced in 1980 as; 

𝜎1 = 𝜎3 + √𝑚𝐶𝑜𝜎3 + 𝑠𝐶𝑜
2                                                                                                       (4) 

where:σ1 = major principal stress; σ3 = minor principal stress; 
Co = uniaxial compressive strength of the intact rock;m and S are dimensionless empirical constants. 

To account for reservoir rocks that are no longer intact, Hoek Brown criterion was updated 

in response to experience gained with its use and to address the practical limitation of friable 

rocks [6]. In achieving this, a generalized form of the criterion was reported in 1995 as follows; 
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𝜎1
′ = 𝜎3

′ + 𝐶𝑜 (𝑚𝑏

𝜎3
′

𝐶𝑜

+ 𝑠)

𝑎

                                                                                                 (5) 

mb=is a reduced value of M in the original Hoek-Brown equation for failure,which accounts for 

the strength reducing effects of the  rock mass conditions; a =empirical constant to account 

for system' s bias towards hard rock. 

In terms of borehole stress, 

𝜎𝜃
′ = 𝜎𝑟

′ + 𝐶𝑜 (𝑚𝑏

𝜎𝑟
′

𝐶𝑜

+ 𝑠)

𝑎

                                                                                                  (6) 

𝑚𝑏 = 𝑚𝑖𝑒𝑥𝑝 (
𝐺𝑆𝐼 − 100

24 − 14𝐷
)                                                                                                        (7) 

𝑆 = 𝑒𝑥𝑝 (
𝐺𝑆𝐼 − 100

9 − 3𝐷
)                                                                                                                 (8) 

2.3. Critical Wellbore pressure failure model 

If we assume isotropic in-situ stresses, and that the effective tangential stress is the max-

imum principal stress and the effective radial stress is the minimum principal stress, and if we 

assume sanding occur at shear failure condition, using Modified Hoek-Brown criterion, stability 

occur when RHS of equation 8 is equal the LHS as follows; 
𝜎𝑟

′ = (1 − 𝛼)𝑃𝑤𝑓                                                                                                                              (9) 

𝜎𝜃
′ = 2𝜎ℎ(𝑡) − 𝛼

1 − 2𝜈

1 − 𝜈
𝑃̅(𝑡) − (1 + 𝛼

𝜈

1 − 𝜈
) 𝑃𝑤𝑓(𝑡)                                                             (10) 

2𝜎ℎ − 𝛼
1 − 2𝜈

1 − 𝜈
𝑃̅ − (1 + 𝛼

𝜐

1 − 𝜐
) 𝑃𝑤𝑓 = (1 − 𝛼)𝑃𝑤𝑓 + 𝐶𝑜 [𝑚

(1 − 𝛼)𝑃𝑤𝑓

𝐶𝑜

+ 𝑆]

𝑎

       (11) 

To simplify equation 8 further, the Hoek-Brown material constants a, mb and s for the rock 

mass has to be evaluated. These constants are determined for the rock mass using Geological 

Strength Index (GSI) as defined in Hoek et al. [6] (Table 1). Exponent “a” according to Hoek et al. 

was added to the failure criterion to address the system’s bias towards hard rock and to better 

predict the behavior of poorer quality rock masses by enabling the failure envelope’s curvature 

to be adjusted, especially under very low normal stresses. Since it is extremely difficult to 

estimate or predict the general state of reservoir rock downhole (rock quality) and especially 

when core examinations are not available. It will be inaccurate to assume reservoir rocks 

quality is 100% (hard rock, i.e a = 1) or that the rock mass is of very poor quality (a = 0). 

Therefore, for this research, two extreme scenarios and one average value of exponent “a” 

was used to simplify equation 8 further and hence, the derivation of critical well pressure that 

will give a safe margin was evaluated. The estimated values of the material constants (Table 1) 

are representation of the level of disturbance within the rock mass. The critical well pressures 

at different rock conditions are presented in table 2, derivations presented in appendix A. 

3. Model verification 

The validation process for models presented in Table 2 strictly relies on well log information 

(specifically sonic and density log). These data set are obtained during drilling process and 

provides specific data for the well before completion. In this case, the model can be used as 

a quick check for evaluating the potential for sanding across different reservoirs penetrated 

by a well, in terms of minimum allowable well pressure at/below which shear failure of the 

reservoir rocks will be triggered. With this, the completion team has a sanding predictive tool 

that can help in taking completion strategy decisions for well development. The sanding onset 

model presented in this study was verified using a field case study (Niger Delta) and data for 

numerical analysis from Yi [12].  
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Table 1. Hoek-Brown material constants for rock mass 

Rocks Carbonates 
Rocks 

Shale Sandstone Fine Grained 
Igneous Rocks 

Coarse Grained  
Igneous Rocks 

Intact Rocks M = 6 
S =1 

M = 8 
S =1 

M = 11                
S =1 

M =16                   
S =1 

M = 18                      
S =1 

Undisturbed Rocks M = 3 
S = 0.189 

M = 4.39 
S = 0.189 

M = 5.59                   
S = 0.189 

M = 7                    
S = 0.189 

M = 12.56                        
S = 0.189 

Moderately Weath-
ered Rocks 

M = 7 -1.6.  
S = 0.00198 – 
0.0205 

M = 1 -0.923.  
S =0.00198 – 
0.0205 

M = 1.6 - 3.02 
S = 0.00198 – 
0.0205 

M = 1.6 - 4.81 
S = 0.00198 – 
0.0205 

M = 3.3 - 6.51           
S = 0.00198 – 
0.0205 

Heavily Weathered 
Rocks 

M = 0.03          
S = 0.00002 

M = 0.043          
S = 0.00002 

M = 0.65   
S = 0.00002 

M = 0.0746                   
S = 0.00002 

M = 0.109  
S = 0.00002 

Table 2. Conditions for sanding in wells with isotropic in-situ stresses and permeable borehole wall 

Case Material 
Constant (a) 

Minimum bottom-hole pressures at failure 

Isotropic In-situ Stress 𝑎 = 0 
𝑃𝑤𝑓𝑐 =

2𝜎ℎ − 𝛼𝑛𝑃̅ − 𝐶𝑜

2 − 𝛼𝑛
 

Isotropic In-situ Stress 𝑎 = 0.5 

𝑃𝑤𝑓𝑐 =
𝑚𝐶𝑜𝑈 − 2𝑅𝑌 ± √𝑚𝐶𝑜𝑈 − 2𝑅𝑌2 − 4𝑅2(𝑌2 − 𝑆𝐶𝑜

2)

2𝑅2
 

Isotropic In-situ Stress 𝑎 = 1 
𝑃𝑤𝑓𝑐 =

2𝜎ℎ − 𝛼𝑛𝑃̅ − 𝑆𝐶𝑜

2 − 𝛼𝑛 + 𝑚(1 − 𝛼)
 

Yi [12]  𝑃𝑤𝑓

𝐶𝑜
= (1 − 𝜈) [2

𝜎ℎ

𝐶0
−

1 − 2𝜈𝑃̅

1 − 𝜈𝐶0
− 1] 

Case study 1 (Yi’s numerical result) 

The result from current study was compared with Yi’s numerical prediction of minimum well 

pressure. The numerical results of Yi [12] were chosen because (Table 2), it shares similar boundary 

condition and physical geometry with the current work, except that the material failure crite-

rion for the two models is different as discussed earlier in the introduction. 

Using the data presented in Tables 3 and 4, critical wellbore pressure analysis was performed 

for the model and compared with Yi’s numerical results. Based on the two models assumption, 

sand production is caused by wellbore shear failure, using the sanding models derived in this 

study and Yi’s analytical model, together with his numerical results, the minimum well pres-

sure for the three methods are presented in Table 4. 

Table 3. Reservoir and production parameters from Yi [12] 

Reservoir parameters Value Reservoir parameters Value 

Wellbore radius (ft) 0.25 X Direction permeability (mD) 5 
Drainage area (acre) 40 Y Direction permeability (mD) 10 
Aspection ratio 0.5 Z Direction permeability (mD) 0.1 
Reservoir thickness (ft) 20 Porosity (fraction) 0.12 
Gas specific gravity (fraction) 0.7 Reservoir temperature (oF) 108 

Initial production rate (Mscf/Day) 1000 Formation compressibility (1/psi) 10e-6 
Intial reservoir pressure (psi) 2800   

Table 3. Rock Mechanical properties used for comparison 

Mechanical properties Value Mechanical properties Value 

Young Modulus (psi) 1.4E+6 Overburden Stress (psi) 3400 
Poisson Ratio (fraction) 03 Min. Horizontal Stress (psi) 3060 
Cohesive Strength  UCS (psi) 1500 Poro-elastic constant 1 
Friction Angle (Degree) 30   
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Table 4. Comparison of current model with existing model and numerical result 

This study Numerical result 

a = 0       
Pwf ((psi) 

a = 0.5      
Pwf ((psi) 

a = 1  
Pwf ((psi) 

Pwf ((psi) 

2114 2114 2114 2175 

From Table 4, it can be seen that the onset of sand production for the three methods is not 
too different when Biot’s constant (∝ )  is taken to be 1 for all the models. The results are quite 

different for this current study when Biot’s constant is not unity. Assuming Biot’s constant to 

be 1 reduced the non-linear increase in peak strength of isotropic rock with increasing confin-

ing stress to a more general form of Mohr-coulomb linear failure envelope, which is the con-

dition at which a = 0 in this current study. This understanding prompted us to carry out 

sensitivity study on the Biot’s constant and its effect on the predicted minimum well pressure. 

The result of this is presented in Figure 1. 

 

Figure 1. Effect of poro-elastic constants on calculated well pressure 

In unconsolidated or weak formations, the Biot’s constant 𝛼 which is the ratio of bulk mo-

dulus at constant pore pressure to the bulk modulus at constant confining pressure is generally 

approximated to be 1. Figure 1 shows the effect of Biot’s constant on the calculated well 
pressures. It can be observed from the Table 4 that, for the special case of (∝ = 1), the three 

conditions of rock mass quality according to table 2 gave the same minimum well pressure. 

This is due to the fact that Biot’s constant was assumed to be 1, which eliminates the effect 

of other rock condition parameters according to Heok-Brown failure criterion for the cases of 

exponent “a” = 0.5 and 1. Sentivity study on Biot’s constant between 1 and 0 shows two 

different trends for different conditions of exponent a; at a = 0, which is a typical case of 

linear failure envelope, reduction in poro-elastic constant resulted into increase in the calcu-

lated minimum pressure (Figure 1). Whereas at a = 0.5 and 1 shows similar trend of reduction 

in the calculated well pressure because the effect of Hoek-Brown material constants M and S 

which represent the frictional strength of the rock and measures of how fractured a rock is’ 

respectively, are been accounted for. This implies that accurate estimation of Biot’s constant 

is essential in accurately predicting the minimum  well pressure below which sand is to be 

expected. 
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Case study 2 (Niger Delta) 

Data from two exploration boreholes (well A and B) were used in this aspect. The strength 

of the reservoir rocks are direct results of compaction of the sand grains and effects of over-

burden and was found to be strongly correlated to depth as a function of burial. Tables 5 and 

6 records the extracted sand production data for wells A and B, with the gas to liquid ratio. 

Proposed model for the current study presented in Table 2 was used to perform analysis of 

critical well pressure at onset of sanding on wells A and B. Table 7 through 10 present the in-

situ stress data used in calculating the borehole stresses and the dynamic elastic properties 

used in the model.  

Table 5. Sand production data for well A 

Sand 
(PPTB) 

Oil 
(bbl/m) 

Water 
(bbl/m) 

Water-cut 
(%) 

Gas 
(Msc/m) 

GLR 
(Scf/bbl) 

2 54279 31 0 11063 204 

0 21540 8 0 9525 442 
1 13506 5814 30 5550 287 

1 3646 1497 29 1024 199 
2 39280 16440 30 7541 135 
2 38743 7399 16 6933 150 
2 23049 4228 15 4778 175 

Table 6. Sand production data for well B 

Sand (PPTB) 
Oil 

(bbl/m) 
Water (bbl/m) 

Water-cut 
(%) 

Gas 
(Mscf/m) 

GLR 
(scf/bbl) 

40 13081 36322 74 5919 120 
34 17137 14032 45 82393 2643 
33 15323 11686 43 2899 107 
33 14850 10520 41 19075 752 

33 19788 14790 43 14550 421 
33 18150 13607 43 15624 492 
33 18615 13327 42 5813 182 

Table 7. In-situ stress data for well A 

Depth(ft) Overburden (Psi) 
Pore Pressure 

(psi) 
Min Horizontal 
Stress (psi) 

Max Horizontal 
Stress (psi) 

5842.9 4797.605 2752.006 3585.203 3877.348 

5979.9 4975.875 2524.714 3765.543 4064.538 

6059.9 5090.922 2580.002 3897.122 4200.117 

6159.9 5179.737 2603.551 3981.947 4289.942 

6259.9 5268.708 2626.481 4067.438 4380.433 

6359.9 5357.834 2648.794 4153.595 4471.59 

6459.9 5447.117 2670.49 4240.418 4563.413 

6559.9 5536.556 2691.567 4327.908 4655.903 

6659.9 5626.151 2712.027 4416.063 4749.058 

6759.9 5715.902 2731.868 4504.884 4842.879 

6859.9 5805.809 2751.093 4594.372 4937.367 

6959.9 5895.872 2769.699 4684.526 5032.521 

7059.9 5986.09 2787.688 4775.345 5128.34 

7159.9 6076.465 2805.058 4866.831 5224.826 

7200.9 6113.564 2812.002 4904.533 5264.578 

7270.9 6260.245 2925.083 5267.767 5631.312 

7344.9 6478.202 2917.982 5457.995 5825.24 

7483.9 6750.478 2933.614 5583.738 5957.933 

7574.9 7287.054 2794.987 6154.606 6533.351 

7637.9 7492.78 2927.454 6424.238 6806.133 
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Table 8. Calculated dynamic elastic properties for well A (extracted for the reservoir) 

Poisson ra-
tio 

Young modu-
lus (Mpsi) 

Shale Con-
tent (%) 

Shear Modu-
lus G (Mpsi) 

Bulk Modulus 
K (Mpsi) 

Biot’s Con-
stant 

0.28 671.9335 0.113 262.4631 509.0334 0.46 

0.28 687.6885 0.113 268.6171 520.9689 0.46 

0.28 696.8885 0.113 272.2107 527.9385 0.46 

0.28 708.3885 0.113 276.7027 536.6505 0.46 

0.28 719.8885 0.113 281.1947 545.3625 0.46 

0.28 731.3885 0.113 285.6867 554.0745 0.46 

0.28 742.8885 0.113 290.1787 562.7865 0.46 

0.28 754.3885 0.113 294.6707 571.4985 0.46 

0.28 765.8885 0.113 299.1627 580.2105 0.46 

0.28 777.3885 0.113 303.6547 588.9225 0.46 

0.28 788.8885 0.113 651.1417 597.6345 0.46 

0.28 800.3885 0.113 660.6337 1281.248 0.46 

0.28 811.8885 0.113 670.1257 1299.657 0.29 

0.28 823.3885 0.113 679.6177 1318.066 0.29 

0.28 1749.819 0.3765 683.5094 1325.614 0.29 

0.28 1766.829 0.3765 690.1538 1338.5 0.29 

0.28 1784.811 0.3765 697.1779 1352.123 0.29 

0.28 2334.977 0.221 912.1377 1768.895 0.2 

0.28 2363.369 0.221 923.2288 1790.403 0.2 

0.28 817.2553 0.1024 319.2642 619.1282 0.47 

Table 9. In-situ stress data for well B 

Depth(ft) Overburden (Psi) Pore Pressure 
(psi) 

Min Horizontal 
Stress (psi) 

Max Horizontal 
Stress (psi) 

5694 4675.3 2448.4 4071.2 4355.9 

5794 4675.3 2491.4 4205.6 4494.5 

5894 4675.3 2534.4 4406.6 4701.3 

5994 4675.3 2577.4 4581.8 4881.5 

6094 4675.3 2620.4 4659.5 4986.8 

6194 4675.3 2663.4 4786.7 5090.8 

6280 4675.3 2700.4 4848.8 5162.8 

6687 4675.3 2875.4 5283.4 5617.7 

6931 4675.3 2911.0 5631.4 5978.0 

7123 4675.3 2991.7 5991.2 6347.3 

7809 4675.3 3201.7 6577.5 6968.0 

Table 10. Calculated dynamic elastic properties for well B (extracted for the reservoir) 

Poisson ra-

tio 

Young modu-

lus (Mpsi) 

Shale Con-

tent (%) 

Shear Modu-

lus G (Mpsi) 

Bulk Modulus 

K (Mpsi) 

Biot’s Con-

stant 

0.28 654.81 0.113 255.7 495.9 0.46 

0.28 666.31 0.113 260.2 504.7 0.46 

0.28 905.8941 0.214 264.6 513.4 0.46 

0.28 1456.542 0.214 568.8 1103.5 0.29 

0.28 1480.842 0.214 578.3 1121.9 0.29 

0.28 1505.142 0.214 587.8 1140.3 0.29 

0.28 1526.04 0.214 765.5 1484.6 0.29 

0.28 2086.344 0.532 815.1 1580.8 0.2 

0.28 2162.472 0.221 289.7 562.1 0.2 

0.28 762.161 0.221 297.7 577.7 0.47 

0.28 835.563 0.221 326.4 633.3 0.47 

Using three conditions for sanding (Table 2), the critical pressures at which sanding is to 

be expected were calculated and compared with field well pressure at sanding as shown in 

910



Petroleum and Coal 

                         Pet Coal (2018); 60(5): 903-916 
ISSN 1337-7027 an open access journal 

Figure 2 and 3 for well A and B respectively. For well A, the condition for sanding as estimated 

from the sanding models developed gave the range of pressures for sanding to be between 

1600 – 2200 psi using the 3 equations in this study, field data indicate that sand production 

occurs at well pressure of 2000 psi for perforated interval between 6843 ft to 6923 ft. From 

2, a good match between field observed well pressure at sanding assuming shear failure and 

model predictions was observed which in turns induced sand production. 

 

Figure 2. Plot of predicted and field measured well pressure at sanding onset assuming shear induced 
stress sanding for well A 

 

Figure 3. Plot of predicted and field measured well pressure at sanding onset assuming shear induced 

stress sanding for well B 

For well B, sanding condition at a = 0.5 correspond to the field observed well pressure at 

sand production onset for perforation depth between 6294 ft to 6344 ft, while sanding onset 

at a = 0, 1 predicted slightly above the field observed minimum well pressure at sanding 

onset. 
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4. Conclusion 

In this paper, the applicability of modified Hoek-Brown failure criterion in geomechanical 

modelling of sand production in unconsolidated sandstone reservoirs rock was explored and a 

new shear failure induced sanding onset prediction model is derived.  The analytical model com-

pared with the numerical result before been applied to field data to verify its field applicability. 

The results from the comparison were encouraging and very close. For field applications, the 

results were in agreement with field observed well pressure for the reservoirs penetrated. 

Therefore, this model is recommended for prediction of sanding potentials in unconsolidated 

sandstone reservoirs in real-time. 

Nomenclature 

𝜎𝑟 
′ = 𝐸𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒 𝑅𝑎𝑑𝑖𝑎𝑙 𝑆𝑡𝑟𝑒𝑠𝑠 

𝜎𝜃
′ = 𝐸𝑓𝑓𝑒𝑐𝑡𝑖𝑣𝑒 𝑇𝑎𝑛𝑔𝑒𝑛𝑡𝑖𝑎𝑙 𝑆𝑡𝑟𝑒𝑠𝑠 

𝜎ℎ = 𝑀𝑖𝑛𝑖𝑚𝑢𝑚 ℎ𝑜𝑟𝑖𝑧𝑜𝑛𝑡𝑎𝑙 𝑠𝑡𝑟𝑒𝑠𝑠 
𝜈 = 𝑃𝑜𝑖𝑠𝑠𝑜𝑛′𝑠 𝑅𝑎𝑡𝑖𝑜 
𝜆 = 𝐿𝑎𝑚𝑒 𝑃𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟 
𝐸 = 𝑌𝑜𝑢𝑛𝑔′𝑠 𝑀𝑜𝑑𝑢𝑙𝑢𝑠 (𝑝𝑠𝑖) 
𝛼 = 𝑃𝑜𝑟𝑜 − 𝑒𝑙𝑎𝑠𝑡𝑖𝑐 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 
𝑃̅ = 𝐹𝑎𝑟 − 𝑓𝑖𝑒𝑙𝑑 𝑝𝑜𝑟𝑒 𝑝𝑟𝑒𝑠𝑠𝑢𝑟𝑒 𝑜𝑟 𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑅𝑒𝑠𝑒𝑟𝑣𝑜𝑖𝑟 𝑃𝑟𝑒𝑠𝑠𝑢𝑟𝑒 (𝑃𝑠𝑖) 
𝑃𝑤𝑓 = 𝐵𝑜𝑡𝑡𝑜𝑚 − ℎ𝑜𝑙𝑒 𝑃𝑟𝑒𝑠𝑠𝑢𝑟𝑒 (𝑝𝑠𝑖) 

𝑃𝑤 = 𝑊𝑒𝑙𝑙 𝑃𝑟𝑒𝑠𝑠𝑠𝑢𝑟𝑒 (𝑃𝑠𝑖)  
𝐶𝑜 = 𝑈𝑛𝑖𝑎𝑥𝑖𝑎𝑙 𝐶𝑜𝑚𝑝𝑟𝑒𝑠𝑖𝑣𝑒 𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ 
𝑀 = 𝐻𝑜𝑒𝑘 − 𝐵𝑟𝑜𝑤𝑛 𝑀𝑎𝑡𝑒𝑟𝑖𝑎𝑙 𝐶𝑜𝑛𝑠𝑡𝑎𝑛𝑡 (𝑟𝑜𝑐𝑘 𝑚𝑎𝑠𝑠) 
𝑆 = 𝐻𝑜𝑒𝑘 − 𝐵𝑟𝑜𝑤𝑛 𝑀𝑎𝑡𝑒𝑟𝑖𝑎𝑙 𝐶𝑜𝑛𝑠𝑡𝑎𝑛𝑡 
𝑅𝑒 =  𝑟𝑒𝑠𝑒𝑟𝑣𝑜𝑖𝑟 𝑏𝑜𝑢𝑛𝑑𝑎𝑟𝑦 𝑟𝑎𝑑𝑖𝑢𝑠, 𝐿, 𝑓𝑡 
𝑅𝑤 =  𝑐𝑎𝑣𝑖𝑡𝑦 (𝑤𝑒𝑙𝑙𝑏𝑜𝑒, 𝑝𝑒𝑟𝑓𝑜𝑟𝑎𝑡𝑖𝑜𝑛 𝑡𝑢𝑛𝑛𝑒𝑙 𝑜𝑟 𝑝𝑒𝑟𝑓𝑜𝑟𝑎𝑡𝑖𝑜𝑛 𝑡𝑖𝑝) 𝑟𝑎𝑑𝑖𝑢𝑠, 𝐿, 𝑓𝑡 

Appendix A 

If we assume isotropic in-situ stresses, and that the effective tangential stress is the max-

imum principal stress and the effective radial stress is the minimum principal stress, and if we 

assume sanding occurs at shear failure condition, using Modified Heok-Brown criterion, stabil-

ity occur when (eqn 8); 

2𝜎ℎ − 𝛼
1 − 2𝜈

1 − 𝜈
𝑃̅ − (1 + 𝛼

𝜐

1 − 𝜐
) 𝑃𝑤𝑓 = (1 − 𝛼)𝑃𝑤𝑓 + 𝐶𝑜 [𝑚

(1 − 𝛼)𝑃𝑤𝑓

𝐶𝑜

+ 𝑆]

𝑎

 

ISOTROPIC IN-SITU STRESS 

For 𝑎 = 0 and solve for 𝑃𝑤𝑓 

2𝜎ℎ − 𝛼
1 − 2𝜈

1 − 𝜈
𝑃̅ − (1 + 𝛼

𝜐

1 − 𝜐
) 𝑃𝑤𝑓 = (1 − 𝛼)𝑃𝑤𝑓 + 𝐶𝑜 

2𝜎ℎ − 𝛼
1 − 2𝜈

1 − 𝜈
𝑃̅ − 𝑃𝑤𝑓 [1 +

𝛼𝜐

1 − 𝜐
+ 1 − 𝛼] = 𝐶𝑜 

𝑃𝑤𝑓 [1 +
𝛼𝜐

1 − 𝜐
+ 1 − 𝛼] = 2𝜎ℎ − 𝛼

1 − 2𝜈

1 − 𝜈
𝑃̅ − 𝐶𝑜 

𝑃𝑤𝑓 =
2𝜎ℎ − 𝛼

1 − 2𝜈
1 − 𝜈

𝑃̅ − 𝐶𝑜

[1 +
𝛼𝜐

1 − 𝜐
+ 1 − 𝛼]

 

Expanding the de-numerator yield; 

[1 +
𝛼𝜐

1 − 𝜐
+ 1 − 𝛼] =

2(1 − 𝑣) + 𝛼(2𝑣 − 1)

1 − 𝑣
 

= 2 + 𝛼 (
2𝑣 − 1

1 − 𝑣
) 

= 2 − 𝛼 (
1 − 2𝑣

1 − 𝑣
) 

Let 𝑛 =
1−2𝑣

1−𝑣
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Then the expansion above can be simplified as; 
2 − 𝛼𝑛 

Therefore, 𝑃𝑤𝑓  𝑖𝑠; 

𝑷𝒘𝒇 =
𝟐𝝈𝒉 − 𝜶𝒏𝑷̅ − 𝑪𝒐

𝟐 − 𝜶𝒏
 

ISOTROPIC IN-SITU STRESS 

For 𝑎 = 1
2⁄  and solve for 𝑃𝑤𝑓 

2𝜎ℎ − 𝛼
1 − 2𝜈

1 − 𝜈
𝑃̅ − (1 + 𝛼

𝜐

1 − 𝜐
) 𝑃𝑤𝑓 = (1 − 𝛼)𝑃𝑤𝑓 + √𝑚𝐶𝑜(1 − 𝛼)𝑃𝑤𝑓 + 𝑆𝐶𝑜

2 

2𝜎ℎ − 𝛼
1 − 2𝜈

1 − 𝜈
𝑃̅ − (1 + 𝛼

𝜐

1 − 𝜐
) 𝑃𝑤𝑓 − (1 − 𝛼)𝑃𝑤𝑓 = √𝑚𝐶𝑜(1 − 𝛼)𝑃𝑤𝑓 + 𝑆𝐶𝑜

2 

Squaring both sides and re-arranging 

𝑷𝒘𝒇
𝟐 [(1 +

∝ 𝑣

𝑣
)

2

+ 2 (1 +
∝ 𝑣

1 − 𝑣
) (1−∝) + (1−∝)2]

− 𝑷𝒘𝒇 [4𝜎ℎ (1 +
∝ 𝑣

1 − 𝑣
) + 4𝜎ℎ(1 − 𝛼) − 2 ∝ (

1 − 2𝑣

1 − 𝑣
) (1 +

∝ 𝑣

1 − 𝑣
) 𝑃̅ − 2

∝ (
1 − 2𝑣

1 − 𝑣
) (1−∝)𝑃̅ + 𝑚𝐶𝑜(1−∝)] + 4𝜎ℎ

2 − 4𝜎ℎ𝛼
1 − 2𝜈

1 − 𝜈
𝑃̅ +∝2 (

1 − 2𝑣

1 − 𝑣
)

2

𝑃̅2 − 𝑆𝐶𝑜
2 = 0 

Expanding the coefficients of 𝑷𝒘𝒇
𝟐and 𝑷𝒘𝒇 yields the following 

Coefficient of  𝑷𝒘𝒇
𝟐 

[(1 +
∝ 𝑣

𝑣
)

2

+ 2 (1 +
∝ 𝑣

1 − 𝑣
) (1−∝) + (1−∝)2] 

This can be written as; 
𝐴2 + 2𝐴𝐵 + 𝐵2 

Where  

𝐴 = (1 +
∝ 𝑣

𝑣
)                             𝐴2 = (1 +

∝ 𝑣

𝑣
) (1 +

∝ 𝑣

𝑣
) 

𝐵 = (1−∝)            2𝐴𝐵 = 2 (1 +
∝ 𝑣

1 − 𝑣
) (1−∝) 

𝐴2 = 1 + 2
∝ 𝑣

1 − 𝑣
+

∝2 𝑣2

(1 − 𝑣)2
 

𝐴𝐵 = 1−∝ +
∝ 𝑣

1 − 𝑣
−

∝2 𝑣

1 − 𝑣
 

2𝐴𝐵 = 2 − 2 ∝ +
2 ∝ 𝑣

1 − 𝑣
−

2 ∝2 𝑣

1 − 𝑣
 

𝐵2 = (1−∝)2 = 1 − 2 ∝ +∝2 

Putting all these together gives; 

1 + 2
∝ 𝑣

1 − 𝑣
+

∝2 𝑣2

(1 − 𝑣)2
+ 2 − 2 ∝ +

2 ∝ 𝑣

1 − 𝑣
−

2 ∝2 𝑣

1 − 𝑣
+ 1 − 2 ∝ +∝2 

=
4(1 − 𝑣)2 +∝2 (2𝑣 − 1)2 + 4 ∝ (2𝑣 − 1)(1 − 𝑣)

(1 − 𝑣)2
 

=
[2(1 − 𝑣)+∝ (2𝑣 − 1)]2

(1 − 𝑣)2
𝑃𝑤𝑓

2 

Coefficient of  𝑷𝒘𝒇 

𝑃𝑤𝑓 [4𝜎ℎ (1 +
∝ 𝑣

1 − 𝑣
) + 4𝜎ℎ(1 − 𝛼) − 2 ∝ (

1 − 2𝑣

1 − 𝑣
) (1 +

∝ 𝑣

1 − 𝑣
) 𝑃̅ − 2 ∝ (

1 − 2𝑣

1 − 𝑣
) (1−∝)𝑃̅ + 𝑚𝐶𝑜(1−∝)] 

Re-arranging this gives; 

4𝜎ℎ [1 +
∝ 𝑣

1 − 𝑣
+ 1−∝] − 2𝑃̅ ∝ [(

1 − 2𝑣

1 − 𝑣
) (1 +

∝ 𝑣

1 − 𝑣
) + (

1 − 2𝑣

1 − 𝑣
) (1−∝)] + 𝑚𝐶𝑜(1−∝) 
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Similar to 𝑃𝑤𝑓
2 the coefficients of 𝑷𝒘𝒇 can be simplify thus; 

𝐴 = [1 +
∝ 𝑣

1 − 𝑣
+ 1−∝] =

2(1 − 𝑣)+∝ (2𝑣 − 1)

1 − 𝑣
 

𝐵 = (
1 − 2𝑣

1 − 𝑣
) (1 +

∝ 𝑣

1 − 𝑣
) + (

1 − 2𝑣

1 − 𝑣
) (1−∝) = (

1 − 2𝑣

1 − 𝑣
) [1 +

∝ 𝑣

1 − 𝑣
+ 1−∝] 

=
(1 − 2𝑣)[(2(1 − 𝑣))+∝ (2𝑣 − 1)]

(1 − 𝑣)2
 

= 4𝜎ℎ𝐴 − 2𝑃̅ ∝ 𝐵 + 𝑚𝐶𝑜(1−∝) 

= 4𝜎ℎ [
2(1 − 𝑣)+∝ (2𝑣 − 1)

1 − 𝑣
] − 2𝑃̅ ∝ [

(1 − 2𝑣)[(2(1 − 𝑣))+∝ (2𝑣 − 1)]

(1 − 𝑣)2
] + 𝑚𝐶𝑜(1−∝) 

=
2(1 − 𝑣)+∝ (2𝑣 − 1)

1 − 𝑣
[
4𝜎ℎ − 2𝑃̅ ∝ (1 − 2𝑣)

1 − 𝑣
] + 𝑚𝐶𝑜(1−∝) 

= 𝑃𝑤𝑓 [
2(1 − 𝑣)+∝ (2𝑣 − 1)

1 − 𝑣
[
4𝜎ℎ − 2𝑃̅ ∝ (1 − 2𝑣)

1 − 𝑣
] + 𝑚𝐶𝑜(1−∝)] 

Constants 

4𝜎ℎ
2 − 4𝜎ℎ𝛼

1 − 2𝜈

1 − 𝜈
𝑃̅ +∝2 (

1 − 2𝑣

1 − 𝑣
)

2

𝑃̅2 − 𝑆𝐶𝑜
2 

𝒍𝒆𝒕 𝒏 =
1 − 2𝜈

1 − 𝜈
 

The equation above can be written thus; 

4𝜎ℎ
2 − 4𝜎ℎ𝛼𝑛𝑃̅ +∝2 𝑛2𝑃̅2 − 𝑆𝐶𝑜

2 

To factor n into the expressions for 𝑃𝑤𝑓 and 𝑃𝑤𝑓
2 the expressions can be written as; 

Coefficient of 𝑃𝑤𝑓 

= [2+∝
(2𝑣 − 1)

1 − 𝑣
] [4𝜎ℎ − 2𝑃̅𝛼 (

1 − 2𝑣

1 − 𝑣
)] + 𝑚𝐶𝑜(1−∝) 

[2−∝ 𝑛][4𝜎ℎ − 2𝑛𝑃̅𝛼] + 𝑚𝐶𝑜(1−∝)𝑃𝑤𝑓 

Coefficient of 𝑃𝑤𝑓
2 

= [
2(1 − 𝑣)+∝ (2𝑣 − 1)

1 − 𝑣
] [

2(1 − 𝑣)+∝ (2𝑣 − 1)

1 − 𝑣
] 𝑃𝑤𝑓

2 

= 2−∝ (
1 − 2𝑣

1 − 𝑣
)

2

𝑃𝑤𝑓
2 

(2−∝ 𝑛)2𝑃𝑤𝑓
2 

The final expression is as follows 
(2−∝ 𝑛)2𝑃𝑤𝑓

2 − [[2−∝ 𝑛][4𝜎ℎ − 2𝑛𝑃̅𝛼] + 𝑚𝐶𝑜(1−∝)]𝑃𝑤𝑓 + 4𝜎ℎ
2 − 4𝜎ℎ𝛼𝑛𝑃̅ +∝2 𝑛2𝑃̅2 − 𝑆𝐶𝑜

2 = 0 

To simplify the above expression further; 
𝑙𝑒𝑡 𝑘 = (2−∝ 𝑛)2 
𝑙 = [2−∝ 𝑛][4𝜎ℎ − 2𝑛𝑃̅𝛼] + 𝑚𝐶𝑜(1−∝) 

𝑤 = 4𝜎ℎ
2 − 4𝜎ℎ𝛼𝑛𝑃̅ +∝2 𝑛2𝑃̅2 − 𝑆𝐶𝑜

2 

Simplifying constant w, yields; 

𝑤 =∝2 𝑛2𝑃̅2 − 4𝜎ℎ𝛼𝑛𝑃̅ + 4𝜎ℎ
2 − 𝑆𝐶𝑜

2 

𝑤 = (∝ 𝑛𝑃̅ − 2𝜎ℎ)2 −  𝑆𝐶𝑜
2 

𝑙 = [2−∝ 𝑛][4𝜎ℎ − 2𝑛𝑃̅𝛼] + 𝑚𝐶𝑜(1−∝) 
= (2−∝ 𝑛) − 2[∝ 𝑛𝑃̅ − 2𝜎ℎ] + 𝑚𝐶𝑜(1−∝) 

Substituting the above simplifications back into the final equation gives; 
(2−∝ 𝑛)2𝑃𝑤𝑓

2 − (2−∝ 𝑛) − 2[∝ 𝑛𝑃̅ − 2𝜎ℎ] + 𝑚𝐶𝑜(1−∝)𝑃𝑤𝑓 + (∝ 𝑛𝑃̅ − 2𝜎ℎ)2 −  𝑆𝐶𝑜
2 = 0 

Re-arranging this equation gives a quadratic equation that can be solve using general formula. 
(2−∝ 𝑛)2𝑃𝑤𝑓

2 − 𝑃𝑤𝑓[𝑚𝐶𝑜(1−∝) − 2(2−∝ 𝑛)(∝ 𝑛𝑃̅ − 2𝜎ℎ)] + (∝ 𝑛𝑃̅ − 2𝜎ℎ)2 −  𝑆𝐶𝑜
2 = 0 

𝑥 =
𝑏 ± √𝑏2 − 4𝑎𝑐

2𝑎
 

𝑎 = (2−∝ 𝑛)2 
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𝑏 = [𝑚𝐶𝑜(1−∝) − 2(2−∝ 𝑛)(∝ 𝑛𝑃̅ − 2𝜎ℎ)] 

𝑐 = (∝ 𝑛𝑃̅ − 2𝜎ℎ)2 −  𝑆𝐶𝑜
2 

Let          𝑅 = 2−∝ 𝑛        𝑌 =∝ 𝑛𝑃̅ − 2𝜎ℎ      𝑈 = 1−∝ 

 Then; 

𝑎 = 𝑅           𝑏 = 𝑚𝐶𝑜𝑈 − 2𝑅𝑌              𝐶 = 𝑌2 − 𝑆𝐶𝑜
2           

Therefore, 𝑃𝑤𝑓  is given as; 

𝑷𝒘𝒇 =
𝒎𝑪𝒐𝑼 − 𝟐𝑹𝒀 ± √𝒎𝑪𝒐𝑼 − 𝟐𝑹𝒀𝟐 − 𝟒𝑹𝟐(𝒀𝟐 − 𝑺𝑪𝒐

𝟐)

𝟐𝑹𝟐
 

ISOTROPIC IN-SITU STRESS 

For 𝑎 = 1 and solve for 𝑃𝑤𝑓 

2𝜎ℎ − 𝛼
1 − 2𝜈

1 − 𝜈
𝑃̅ − (1 + 𝛼

𝜐

1 − 𝜐
) 𝑃𝑤𝑓 = (1 − 𝛼)𝑃𝑤𝑓 + 𝐶𝑜 [𝑚

(1 − 𝛼)𝑃𝑤𝑓

𝐶𝑜

+ 𝑆]

𝑎

         

2𝜎ℎ − 𝛼
1 − 2𝜈

1 − 𝜈
𝑃̅ − (1 + 𝛼

𝜐

1 − 𝜐
) 𝑃𝑤𝑓 = (1 − 𝛼)𝑃𝑤𝑓 + 𝐶𝑜 [𝑚

(1 − 𝛼)𝑃𝑤𝑓

𝐶𝑜

+ 𝑆]

1

          

2𝜎ℎ − 𝛼
1 − 2𝜈

1 − 𝜈
𝑃̅ − 𝑆𝐶𝑜 = 𝑃𝑤𝑓 [1 +

𝛼𝜐

1 − 𝜐
+ 1 − 𝛼 + 𝑚(1 − 𝛼)] 

𝑃𝑤𝑓 =
2𝜎ℎ − 𝛼

1 − 2𝜈
1 − 𝜈

𝑃̅ − 𝑆𝐶𝑜

[1 +
𝛼𝜐

1 − 𝜐
+ 1 − 𝛼 + 𝑚(1 − 𝛼)]

                                                                                     

Let 𝑛 =
1−2𝑣

1−𝑣
 

Then the expansion above can be simplified as; 

𝑷𝒘𝒇 =
𝟐𝝈𝒉 − 𝜶𝒏𝑷̅ − 𝑺𝑪𝒐

𝟐 − 𝜶𝒏 + 𝒎(𝟏 − 𝜶)
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Abstract 

Availability of wave changes in petrographic composition in a stratigraphic section of Donbas has been 

determined for the first time in terms of the Middle Carboniferous coal seams of Lozova coal area. Data 
concerning the type petrographic composition of coal seams at the level of cycles confirm periodical 
character of the changes. Stratigraphic zones have been singled out according to the intensity and 
direction of changes in the petrographic composition of coals.  

Keywords: coal; petrographic composition; Donets Basin; vitrinite; inertinite; liptinite. 

 

1. Introduction 

The paper continues the studies dealing with the analysis and systematization of the data 

on the petrographic composition of the Middle Carboniferous coals of northern borders of the 

Donets Basin [1-2].  

Having generalized the available material on the petrographic composition of coal basins, 

Yu.A. Zhemchuzhnikov determined that the coals of various ages are characterized by a pe-

culiar petrographic composition being unique for each coal type. Secondary unit of the plane-

tary stratigraphic scale was taken as a basic stratigraphic unit [3]. Owing to the fact that 

petrographic composition of the Lower Carboniferous coals differed considerably from one of 

the Middle Carboniferous coals, they were studied separately. Hence, it was pointed out that 

petrographic composition of coals could change within a much narrower stratigraphic interval. 

That was proved further while generalizing the data on the petrographic composition of coals 

in basins of different geological eras.  

An integrated approach to the study of the petrographic composition lets us to identify the 

genetic coal (similar studies were conducted for coals of the Lviv-Volyn basin [4]), determine 

their typical macerals’ composition and establish regional and stratigraphic patterns of change. 

Thus, detailed studies of the petrographic composition of the Permian coals of the Pechora 

Basin have defined the difference between the coals of different series of the system. It was 

determined that the Upper Permian coals are characterized by far less content of inertinite 

group [5]. Similar results were obtained in cases of Karaganda and Kuznetsk Basins [5]. 

It is considered that the Middle Carboniferous coals of Donbas are characterized by uniform 

appearance and petrographic composition [6]. They have minor changes being relatively con-

stant both in terms of area and stratigraphic section [7].   

Analysis of petrographic features of coals of the Bashkirian and Moscovian Stages has 

shown that they have practically no differences either in microstructure or in substance and 

petrographic composition [8]. The average content of gelified substance of the Middle Carbon-

iferous coals is 80-90%. As a rule, the amount of inertinite group (3-15%) exceeds the one 

of liptinite group (2-10%). Coals are mainly clarain and duroclarain ones of mixed or spore 

composition [8].       
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According to the majority of researchers, the main differences in the petrographic compo-

sition of the Middle Carboniferous coals are insignificant [6-7, 9]. That is why for a long time 

various researchers have tried to determine specific conditions for the formation of genetic 

coal types as well as to define areal and stratigraphic regularities for their distribution [8].     

Moreover, much attention was paid to the study of stratigraphy and correlation of seams 

as for their lithological and coal-petrographic features. Generalization of the data concerning 

changes in the petrographic composition of specific plies within the thickness of the Middle 

Carboniferous coal seams of Donbas has made it possible to determine certain peculiarities of 

their structure [8].   

The generalizing paper considering coal-bearing formations of the Upper Paleozoic Era con-

cludes that it is very important for scientific and practical purposes to carry out coal-petro-

graphic analysis within a stratigraphic section of one of Donbas areas containing the most 

appropriate section. In this context, one should try to notice the difference in petrographic 

composition of the coals formed before and after great saltation in the development of coal-

bearing plantation. Leading experts believe that the era of the accumulation of С2
4 suite coal 

seams is that very boundary in terms of Donbas. According to their opinion, it is expedient to 

compare coals of suites С2
1 – lower strata С2

3 on the one hand, and suite С2
5 and upper strata 

on the other hand [5]. Such a comparative analysis of the features of petrographic composi-

tions of various-suite coal seams will make it possible to see the uniqueness and progressive 

development as well as to trace the geological history of coal accumulation [5].   

Detailed studies of coal composition of Lozovaia coal-bearing area have allowed determin-

ing that the seams of the Bashkirian and Moscovian Stages differ in terms of micro- and 

macrostructure [1]. For the first time, it has been defined that changes in petrographic com-

position within the stratigraphic section of the Middle Carboniferous Series of Lozovaia coal-

bearing area are of complex and periodic nature [1].    

2. Objectives and objects 

The objective of the paper is to trace the changes in type petrographic composition at 

different levels of the Middle Carboniferous Series of the Donets Basin.   

One of the reasons of the lack of such studies may be explained by the fact that in terms 

of their area and stratigraphic section coal seams are distributed nonuniformly within the ter-

ritory of Donbas 5. Suites С2
3, С2

5, С2
6, and С2

7 are the ones containing most coal seams. 

Formations of suites С2
1, С2

2 demonstrate coal least often. Thus, there are practically no areas 

with the occurrence of commercial coal-bearing capacity within the whole coal-bearing thick-

ness.  

Lozova coal area located to the north from Western Donbas was selected as the object of 

the research. Within the territory of Lozova coal area, the Middle Carboniferous deposits are 

represented by suites of the Bashkirian (С2
1, С2

2, С2
3, С2

4) and Moscovian (С2
5, С2

6, С2
7) stages 

(Fig. 1).  

Maximum commercial coal-bearing capacity is associated with the deposits of the Mos-

covian stage [1]. However, almost all the suites except suite С2
0 contain commercial coal 

seams. That makes it possible to determine petrographic features of various-age coals and 

trace stratigraphic changes of type petrographic composition of coals as well as to define their 

petrogenetic features in general.   

We have collected and generalized the data on the petrographic composition of the Middle 

Carboniferous coals of Lozova coal area; the data were obtained in the process of geological-

surveying and scientific and research activities [1].    

3. Results and discussion 

Figure 2 demonstrates averaged data on the total petrographic composition of coal seams 

of different stratigraphic units of the Middle Carboniferous series of Lozova coal area. 

It has been pointed out that according to their total petrographic composition, the Middle 

Carboniferous seams of Lozova coal area differ slightly from the Middle Carboniferous seams 
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of Donbas (Fig. 2). They contain more macerals of inertinite group (9.9%) and liptinite group 

(6.2%) and fewer macerals of vitrinite group (83.9%). According to the classification by Yu.A. 

Zhemchuzhnikov [3], Lozova coal area seams, as well as the coals of the Middle Carboniferous 

seams of Ancient Donbas, are represented by clarain; however, according to the classification 

by A.P. Karpinsky Russian Geological Research Institute [6], all of them belong to the subclass 

of gelites being represented by fusinite-lipoid-gelite type.    

 

Figure 1. General stratigraphic chart of the Middle Carboniferous of the Donets Basin [10] 

It has been proved that according to their total petrographic compositions, coals of the 

Bashkirian and Moscovian stages of Lozova coal area have practically no differences (Fig. 2).  

It should be noted that numerous studies carried out in different basins, including the Do-

nets one, have determined that changes in petrographic composition of coals are closely con-

nected with the differences in paleographic and tectonic conditions of the development of coal-

bearing formations; in addition, the changes are controlled by complex-cyclic development of 

the sedimentation [8]. That is why, to have further thorough studies of changes in petrographic 

composition in a stratigraphic section of the Middle Carboniferous series, we have decided to 

use cycles.     

According to the conditions of the development of the Bashkirian Stage formations, Lower 

Bashkirian cycle (F1 – H4) and Upper Bashkirian cycle (F1 – К4) are singled out [6].  

Type petrographic composition of the Lower Bashkirian cycle coals (suites С2
1 and С2

2) is 

as follows (%): vitrinite – 88.0, inertinite – 7.0, and liptinite – 5.0 (Fig. 2). The cycle differs 

from the Bashkirian Stage coals in a higher content of the vitrinite group and lower value of 

the inertinite and liptinite groups. The amount of inertinite group excesses insignificantly the 

amount of the liptinite group (Fig. 2).     

According to the classification by A.P. Karpinsky Russian Geological Research Institute [11], 

the coals in its petrographic composition belongs to the subclass of gelites being represented 

mostly by such coal types as fusinite-lipoid-gelites and fusinite-gelites 1. According to the 

classification by Yu.A. Zhemchuzhnikov, the coals belong to a mixed subgroup of clarain group.  

The petrographic composition of the Upper Bashkirian cycle coals (suites С2
3 and С2

4) 

demonstrates a decrease in the content of microcomponents of vitrinite group (80.0%) with 

a parallel increase in the number of microcomponents of inertinite group (12.4%) and liptinite 

group (7.6%). According to the classification by A.P. Karpinsky Russian Geological Research 

Institute, the coal in its petrographic composition belongs to the subclass of gelitites being 

represented mostly by such coal types as fusinite-gelitites and lipoid-fusinite-gelitites 1. Ac-

cording to the classification by Yu.A. Zhemchuzhnikov and others, the coals belong to a mixed 

subgroup of the duroclarain group.  
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Figure 1. The petrographic composition of the Middle Carboniferous coals and its changes in a strati-
graphic section of Lozova coal-bearing area   

Consequently, type petrographic composition of the Upper Bashkirian cycle coals (suites 

С2
3 and С2

4) demonstrate a considerable decrease in macerals of vitrinite group and increase 

in the number of macerals of inertinite and liptinite groups comparing to the coals of the Lower 

Bashkirian cycle. Changes in the petrographic composition of the coals of those cycles result 

in certain changes in the petrographic types and coal groups as well.  

According to the conditions of the development of the Moscovian Stage formations, Lower 

Moscovian cycle (K) and Upper Moscovian cycle (L – M) are singled out.  

The Lower Moscovian cycle (suite С2
5) within the territory of Lozova coal area is represented 

by 13 coal seams and coal interlayers. Only coal seam k8 is the one to be mined commercially.  

The petrographic composition of seam k8 is as follows (%): vitrinite (Vt) – 82.4, inertinite (I) 

–11.1, and liptinite (L) – 6.5 (Fig. 2). In terms of petrographic composition, the seam belongs 

to clarain group.  According to the classification by A.P. Karpinsky Russian Geological Research 

Institute, the coal is represented mostly by gelitite class in terms of great availability of gelite 

class. Such coal types as fusinite-lipoid-gelitites and fusinite-gelitite are the most abundant 

ones. There are also minor amounts of fusinite-lipoid-gelites and fusinite-gelites 1.  

Comparing to the petrographic composition of the Moscovian Stage coals, the coals of the 

considered cycle are characterized by a lower content of microcomponents of vitrinite group 

and the available large amounts of microcomponents of inertinite group and liptinite group 

(Fig. 2).   

On average, the petrographic composition of the Moscovian Upper cycle coals (suites С2
6-

С2
7) demonstrates following content of macerals: macerals of vitrinite group – 85.2%, mac-

erals of inertinite groups – 9.0, and macerals of liptinite group – 5.8% (Fig. 2). The seams are 

represented mostly by gelite coal type, especially coal of suite С2
6. Comparing to the 

petrographic composition of the Moscovian Stage, the Upper Moscovian Cycle coals are char-

acterized by the increased content of microcomponents of vitrinite group and slightly de-

creased the content of microcomponents of inertinite and liptinite groups (Fig. 2). Conse-

quently, the petrographic composition of coal seams demonstrates an increase in the amount 

of vitrinite group along with the decrease in the amount of inertinite and liptinite groups from 

the Lower Moscovian cycle to the Upper Moscovian cycle. 
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The obtained data show that there is a clear wave change in the petrographic composition 

of coal seams at the level of cycles in a stratigraphic section of the Middle Carboniferous series 

of Lozova coal area.  

To trace the periodicity of different orders in terms of changes in petrographic composition 

in stratigraphic section, petrographic compositions of different suites and their separate inter-

vals were compared.  

Petrographic composition in suites changes within a wider range of values. In that way, the 

content of vitrinite group varies within the limits of 14.4%, the content of inetrinite group 

varies within the limits of 9.2%, and content of liptinite group varies within the limits of 5.3%. 

It has been determined that there are different directions and intensity of the change within 

certain intervals of suites. 

We have singled out four stratigraphic zones according to the changes in intensity and 

direction of the petrographic composition of coals in the stratigraphic section. 

Stratigraphic zone one (I), (suites С2
1 and С2

2), is singled out within the boundaries of the 

Lower Bashkirian cycle. It is defined that there is a slight increase in the content of vitrinite 

group along with the decrease in the number of macerals of inertinite and liptinite groups from 

seams of suite С2
1 to seams of suite С2

2.  

Stratigraphic zone two (II) of changes in petrographic composition is associated with the 

section of the Upper Bashkirian cycle (suites С2
3 and С2

4). Petrographic composition within 

that time limits changes unidirectionally and within large ranges. The content of vitrinite group 

over suites varies from 86.0% (suite С2
3) to 74.1% (suite С2

4). Considerable changes are also 

defined in the content of vitrinite group. Its maximum average values (16.2%) are observed 

for coals of suite С2
4. Coals of suite С2

3 contain a little less amount of it (8.6%). The amount 

of liptinite group varies within the range from 5.4% (suite С2
3) to 9.7% (suite С2

4). In general, 

there is a clear increase in the content of inertinite and liptinite groups along with the decrease 

in the amount of vitrinite from the lower suites to the upper ones within the limits of the 

singled out stratigraphic zone (Fig. 2).   

There is a gradual increase in the amount of vitrinite group from 82.4 to 86.4% within the 

interval of С2
5-С2

6 suites. The content of the inertinite group in this stratigraphic section drops 

from 11.1% to 7.5%. The decrease in the amount of liptinite group takes place within a much 

narrower range of values from 9.7% to 6.1%. That was the basis to single out stratigraphic 

zone three (III) in petrographic composition changes.  

Stratigraphic zone four (ІV) from seams of suite С2
6 to seams of suite С2

7 demonstrates a 

minor decrease in the amount of vitrinite and liptinite groups at the expense of the increase 

in the amount of inertinite group from 7.5% up to 10.4% (Fig. 2). 

4. Conclusions 

The obtained data make it possible to draw the following conclusions: 

1. In terms of averaged petrographic composition, coal seams of the Middle Carboniferous 

series of Lozova coal area of Western Donbas differ insignificantly from the petrographic 

composition of the Middle Carboniferous coals of Donbas; thus, the coal seams belong to 

one petrographic type.    

2. In the stratigraphic section, changes in the petrographic composition of the Middle Car-

boniferous coals of Western Donbas are of wave nature.   

3. Data on averages petrographic composition of coal seams at the level of cycles demon-

strate the periodical character of the changes.  

4. Different directions of changes in cycle compositions result in the leveling of differences in 

the total petrographic composition of coal seams determined for the stages.   

5. Changes in the petrographic composition of coal seams in suites make it possible to single 

out stratigraphic zones characterized by a different direction and nonuniform degree of 

petrographic composition variation.   
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Further studies should be aimed at the determination of petrogenetic features of coals of 

different stratigraphic units and singling out of the reasons for complex and periodic changes 

in petrographic composition.  

Symbols 

Vt  vitrinite, %; 
I  inertinite, %; 
L  liptinite, %. 
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Abstract 

In the process of operating coke ovens, various loads influence a blast-furnace masonry. They lead to 

the gradual destruction of the masonry. It is generally accepted that the most destructive effect on the 
cladding of furnace chambers is the excessive pressure of bursting of coked coal charges. Dynamic 
loads from the falling stream of the charge during loading of furnaces are also quite dangerous. Due 
to such unbalanced, transverse pressure on the walls of the chambers coking, which starts when the 
batch is loaded and continues during the development of the burst pressure when coking, the deflection 
of the heating wall occurs, and it leads to its destruction. In the article, the method has been given for 
determining the bursting pressure of a coked coal load, which makes it possible to control this value, 

in order to ensure the safety of the masonry of oven walls of coke ovens.  

Keywords: coal, coal charge; the process of coking; plastic mass; bursting pressure. 

 

1. Introduction 

The modern technological process of blast-furnace production puts forward high require-

ments to the quality of coke, as it is the main costly component of the blast furnace charge. 

It is known that the quality of domain coke is influenced by two groups of factors. The first of 

them is related to the properties of the processed raw materials (coals and charge), and the 

second one is related to the coking mode and the post-furnace coke treatment (quenching, 

sorting, etc.). This fully applies to the mechanical "cold" strength of coke. Taking into account 

the fact that all over the world there are requirements for the "hot" strength of coke, deter-

mined by the indicators of CRI and CSR (18894 Coke - Determination of coke reactivity index 

(CRI) and coke strength after reaction (CSR)) by the method of Nippon Steel Corporation 

(Japan), and the quality of coke is determined mainly by the quality of the coal charge used 

in the coking feedstock. Coals are increasingly used to produce high-quality coke with СRI ≤ 

30 % and CSR ≥ 70 % [1]. Studies have shown that these coals are characterized by high 

bursting pressure, which has a destructive effect on the masonry of the oven walls of coke 

oven batteries. In this regard, it is necessary to monitor the exponential pressure of the coal 

blends used for the coking process continuously. The extension the working service of coke 

ovens is the main task, and in this respect, the selection of coal concentrates with normal, 

i.e., a safe bursting pressure for the preparation of charge is urgently needed to ensure the 

integrity of the masonry walls of the furnaces. Since reliable methods for determining the 

magnitude of bursting pressure, at least in Ukraine, do not exist, we have set the goal of 

solving this problem ourselves.  

Taking into account the availability of several technologies for the coke production in the 

production process – charge loading in the furnace in bulk and using the technology of ram-

ming the charge, the method for determining the pressure of the batch is to be unified, i.е. 

allow determining in one apparatus the pressure of the expansion of both bulk and tamped 
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charge (coals). In work [2], the authors give an overview of the known methods for determin-

ing the bursting pressure in experimental semi-industrial and laboratory furnaces. They make 

it possible to determine the bursting pressure of both bulk and tamped charges. However, 

charge loading in semi-industrial furnaces is 200–300 kg, and it results in a long duration of 

the determination, the unwieldiness of the instrumentation, the high cost of maintaining such 

an installation, and, consequently, the cost of one determination of the bursting pressure. 

2. Experimental 

To study the coal pressure and charge extrusion in the Ukrainian State Coal-Chemistry 

Institute, we have developed a universal laboratory setup, depicted in Fig. 1. It makes it 

possible to determine the value of the bursting pressure for the bulk and tamped method of 

loading coal (charge) [3-4]. Its design is protected by the patent of Ukraine [5], the results 

obtained allowed to develop, agree, approve in accordance with the established procedure and 

put into operation from 01.01.2018 DSTU 8724:2017 Coal and charge based on it. It is the 

method for determination of bursting pressure that occurs while coking.  

 
Fig.1. Unified furnace for determining the bursting pressure of tamped and bulk coal loading: 1 - electric 
furnace; 1.1 – an adiabatic  cover with a gas bleeding branch pipe; 1.2 - electric heaters; 1.3 - thermal 

insulation; 1.4 - thermocouple; 2 - metal retort; 3 – steel plate l; 3.1 - steel perforated plate; 4 - quartz 
rod; 5 - pressure sensor; 6 - coal loading 

The method consists in two-sided heating of the retort with coal loading at a given temper-

ature, the sample parameters are given in Table 1, and the measurement of the bursting 

pressure by means of a piezoelectric pressure sensor in the range from 1 kPa to 70 kPa. The 

total time for determining the bursting pressure together with the preheating of the electric 

furnace to the set temperature is 4 hours. 

Table 1. The parameters of the coal sample loaded into the retort 

Loading 
Loading weight, 

g 

Mass fraction of 

particles by size <3 
mm, 
% 

Humidity of a 

coal sample 
(charge), 

% 

Load density, 
g/cm3 

In bulk 600 ± 2 80 ± 3 10 ± 0,2 0,80 ± 0,01 
Stamped 740 ± 2 90 ± 2 11 ± 0,2 1,13 ± 0,01 

With two-sided heating of the coal loading, the peak of the bursting pressure (maximum) 

occurs at the moment of the merging of the plastic layers moving towards the heating walls 

from the axial plane. Such peaks are especially characteristic of coals or batch materials with 

high values of bursting pressure. With one-sided heating of the charge, there is no such peak; 

the pressure increases monotonically to the maximum value, and then begins to decrease. 
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3. Results and discussion  

The conducted researches made it possible to simulate the process of coke formation, in 

such a manner that in the furnace chamber the coal charge is in different phases of thermal 

transformations, when the layer of initial coal coexists simultaneously (along the axial plane 

of the furnace), then in the direction of the heating wall, the plastic layer (the temperature 

range 330–510 °С) and a layer of semi-coke that passes into coke (Fig. 2). 

 
Fig. 2 shows a scheme of matter layers distribution in the load along the width of the coking chamber: 

1 - moist coal (20°C); 2 - dry coal (200°С); 3 - coal in the softening state - swelling (330°С); 4 - 
hardening of the softened mass (510°С); 5 - semi-coke (600оС); 6 - coke (900°С); 7 - shrinkage seam 
along the axis of the chamber 

The pressure of the pyrolysis gases formed in the plastic layer is transferred from one side 

to the initial coal charge, and on the other to the formed layer of coke, which adjoins the 

heating wall. The pressure exerted on the charge loaded with the bulk results in insignificant 

densification of the layer adjacent directly to the "cold" side of the plastic layer. In the case of 

a tamped charge compacted to high densities, this phenomenon does not occur, and all pres-

sure of the vapor-gas products of the plastic layer is transferred through the coke layer to the 

heating wall. 

The mechanism of development of the bursting pressure is the following: coal loading 2 at 

the boundary with the plastic layer 3 is initially a layer of slightly expanded grains, and it 

smoothly passes (toward the heating wall) into a layer of maximally expanded grains. Swelling 

of coal grains occurs as a result of the destruction of macromolecules of coal matter with the 

release of gaseous products. Acquisition of fluidity by the coal matter as a result of the 

destruction of rigid bonds between macromolecules and their fragments and accumulation of 

gaseous products in the coal grain leads to its swelling. As the temperature rises, the swelling 

of the grains increases, the porosity between them decreases, the grains crumble into each 

other. Sealing a layer of softened expanded grains from the "cold" side of the plastic layer 

creates a barrier that hinders the vapor-gaseous products from leaving the plastic layer. The 

plastic layer includes a layer of maximally expanded merged grains; this layer is formed as a 

result of rupture of the surface of the carbon grains and the release of the substance of coal 

that has passed into the liquid-mobile state. Later this layer passes into the foamed layer as 

a result of accumulation in it of a large quantity of vapor-gaseous products. As a result of the 

mass transfer of the coal substance from this layer towards the heating wall, a compacted 

layer of plastic mass is formed which, with a further increase in temperature, is converted into 

semi-coke 5, and then to coke 6, which is a solid porous substance. The barrier to the release 

of continuously generated gases from the plastic layer on the "hot" side is a compacted semi-

hardened layer of plastic mass, characterized by low porosity. Semi-coke and coke as a result 

of further temperature transformations acquire a sufficiently high porosity (40–45 %), notably 

about 80 % of these pores being communicating, and therefore sufficiently gas permeable. 
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The strength of semi-coke and coke is high enough for them to transfer pressure from the 

plastic layer to the heating wall. Thus, on the one hand, a layer of softened swollen fused 

carbon grain prevents the free release of vapor-gaseous products from the plastic layer, and 

on the other hand, it is a layer of the primary semi-coke. The stronger and less gas-permeable 

these layers, the higher the gas pressure developed in the plastic layer, which is transferred 

through the semi-coke and coke to the heating wall. It should be noted that the rate of gases 

formation in the plastic layer is not a determining factor in the development of a large bursting 

pressure. This is confirmed, for example, by the fact that coals with the release of volatile 

substances 40 % develop a bursting pressure of the order of 2.5–4.0 kPa, while coals with 

Vdaf =25 % – up to 20 kPa. The main condition is the gas tightness of the barriers on the "cold" 

and "hot" side of the plastic layer. Thus, the development of a particular magnitude of the 

bursting pressure is associated with the structure of the plastic layer, the properties of the 

plastic mass and the character of the coke formation.  

After the test has been completed, the heating of the furnace is turned off, and the retort 

is left for another three hours for the thermal aging of the coke. After that, the retort already 

cooled to ~ 300°C, is removed from the furnace and left in the air for final cooling. Thus, "dry" 

quenching of coke is provided. If necessary, the resulting coke is tested for mechanical 

strength in a special drum and examined by other methods.  

 
Fig. 3. The development dynamics of the pressure of coal extrusion in the coking process: 1 – Mine 
"Raspadskaya" (Russia); 2 – "Carter Rogue" (USA); 3 – LOV VOLATILE CС (USA); 4 – "Pocahontas" 
(USA) 

Table 2. Characteristics of bituminous coals (B) 

Sample 
(grade) 

Supplier 
Technical analysis, 

% 
Petrographic composition, 

% 

Plastic layer 
characteris-

tics, mm 

 
 Ad Sd

t Vdaf R0 Vt Sv I L 
∑ 
FK 

х у 

B-1 
Mine 
«Raspadskaya» 
(Russia) 

8,6 0,47 37,3 0,83 88 1 8 3 9 40 16 

B-2 
«Karter Roag» 
(USA) 

8.5 0.69 31.8 1.02 92 0 7 1 7 29 17 

B-3 
«LOV VOLATILE 
CС» (USA) 

9,3 0,82 19,0 1,40 74 0 26 0 26 27 14 

B-4 
«Pocahontas» 
(USA) 

8,9 0,94 18,0 1,54 69 2 29 0 31 10 10 

In industrial coking chambers, the maximum burst pressure as a result of the combined 

effect of processes occurring in different loading layers is reached at the end of the second 
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hour after charging the batch at the oven sole. In calculating the strength of heating sections, 

the maximum allowable bursting pressure is assumed to be 7 kPa [6]. The obtained results on 

a unified laboratory installation indicate that the coals develop a much higher pressure – up 

to 15–20 kPa, and therefore coking of the charge with their participation leads to a bursting 

pressure exceeding the permissible level. For example, Fig. 3 shows the dynamics of the 

bursting pressure in the process of coking coal during bulk loading, i.e., at an apparent density 

of 800 kg/m3. The characteristics of coal concentrates are given in Table. 2. 

4. Conclusion  

The obtained practical results of the pressure of the coal extrusion allowed to conclude that 

the weakly baking coal of grade B1 is characterized by small values of the expansion pressure 

(0.9÷4.0 kPa), coal of grade B2 develop the average burst pressure (4.0÷8.0 kPa), and grades 

B3, B4 is the most open (6.0÷24.0 kPa). Moreover, due to the fact that many differently 

directed factors affect the expansion pressure, this quantity is not additive. Therefore, the 

only reliable way to estimate the bursting pressure is to determine it experimentally, to select, 

on the basis of the results obtained, the charge compositions that provide safe pressure val-

ues, and to use the results of the studies in the strength calculations of the heating sections.  

Symbols 

Ad  ash content of coal in the dry state, %;  

Vdaf  volatile matter in the dry ash-free state, %;  
St

d  sulphur of coal in the dry state, %;  
R0  mean vitrinite reflection coefficient, %;  
Vt  vitrinite, %;  
Sv  semivitrinite, %;  
I  inertinite, %;  
L  liptinite, %;  

ΣFC  sum of fusinized components, %;  
x plastometric shrinkage, mm; 
y  thickness of the plastic layer, mm;  
DSTU Ukrainian State Standard  
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Abstract 

Marun oil field is one of the biggest Iranian oil fields (65 kilometers length and 7 kilometers wide), is 

located about 40 kilometers southwest of Ahwaz. Pabdeh and Gurpi Formations are mainly shale and 
marl and played the role of a fractured reservoir in this field. Estimation of fluid saturations for evalu-
ation of hydrocarbon reservoirs is very important. The presence of clay in fractured and shaly reservoir 
formations makes the estimation of fluid saturation more complicated. According to the surveys carried 

out in Maroon oilfield, wells 38 and 48 at depths 3795-3854 and 3834-3799 m in Pabdeh formation 
are reservoir zones, and hydrocarbon saturations are 45 and 41%, respectively. This study showed 
that the Gurpi Formation had no significant hydrocarbon fluid, and the fractures contained brine only.  

Keywords: fractured reservoirs; petrophysics; Pabdeh and Gurpi Formations; fluid saturation. 

 

1. Introduction 

Studies and researches in the Zagros area are due to the existence of significant oil reser-

voirs in this area. In the meantime, the study of formations that have been considered as oil 

reservoirs is very significant, but other formations have been less considered. Formations of 

Gurpi and Pabdeh in the southwest of Iran are source rock and are among the formations that 

have not been studied more. In some oilfields, these two formations, have some reservoir 

properties and is some parts of the Dezful embayment are classified as fractured oil reservoirs. 
Generally, the porosity found in these reservoirs is mainly due to fractures. 

According to the Gurpi Formations lithology (the major lithology of marl and calcareous 

shale) and Pabdeh (shaly lithology) and the manner and amount of stress in these regions, it 

is likely that these formations are considered as fractured reservoirs and considering the pres-

ence of Servak and Asmari reservoirs in this area, these two formations may contain hydro-
carbons. By studying a well in the southwestern margin of Marun oil field, which drilled in 

asmari formations (as the main reservoir of Zagros) and Pabdeh and Gurpei, it was found that 

the fracture pattern in the Asmari and Pabdeh formations is almost the same, but the fractures 
condition in the Gurpi Formations which has more depth is different. 

The highest fractures density is located in the lower part of Asmari formation and the whole 

of Pabdeh formation [6]. The highest number of fractures detected in image logs is the open type. 

The fractures of Asmari and Pabdeh formations have the same pattern, while the pattern of 

fractures in Gurpi Formation is completely different. Fractures of the Gurpi Formation have been 

created before or at the same time as the folds. The large dispersion of the directional fracture 

of the Gurpi Formation may be due to their non-systematic nature. The mechanism of fractures 
formation is flexural and bending-slip [6]. 

In this study, using log data and Geolag software (version 6.7.1), lithology, shale volume, 

porosity, water saturation related to Pabdeh and Gurpi Formations in Marun field have been 

calculated. The calculation of water saturation in shale-free formations is easily accomplished, 

but the presence of clay in fractured reservoir formations makes the estimation of fluid satu-
ration more complicated. 
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2. Marun oil field  

Marun oil field is located South of the Dezful Embayment and in the middle part of this 

structural zone along the Aghajari and Ramin anticlines (Figure 1). This large oil field was 

discovered by a two-dimensional seismic method in 1963. After drilling the first well, the pres-
ence of hydrocarbon in the Asmari reservoir was confirme [4]. The geographic location of this 

field is limited to Ramin field from the North, Kopal field from the East, Shadegan and Ahwaz 

fields from the west and northwest and Ramshir field from the south [5].The structure of 

Maroun Field is an anticline with low width and longitudinal with northwest- southeast direction 

in western and central parts and northeast-southwest direction in eastern end, with very dis-

tinct torsion in the middle of structure that has given to quadrilateral mode to the north di-

rection. The vertical distance between the reservoir crest and the deepest surface of water oil 

contact in Asmari Formation is about 2000 meters. The construction gradient of the Marun 

Field varies in cross sections. It has a symmetrical state at the eastern nose, asymmetric state 

at the western nose to the center (the bending point with a maximum slope of 70°) and semi-

symmetric state at north-east [5]. 

 

Figure 1. Location of oil fields in the southwest of Iran and Maroon oil field 

3. Results and discussion 

In this research, 2 wells in Maroon oilfield have been considered for petrophysical studies. 

These wells have almost complete information and logging data. The most important results 
of this project are as follows: 

3.1. Shale volume 

Shale volume is one of the most important parameters in all petrophysical studies and 

reservoir quality. The volume of shale means the number of clay minerals in the reservoir. In 

fact, accurate determination of reservoir quality and other petrophysical parameters such as 

porosity, type, and distribution of reservoir fluid, lithology and permeability are mainly based 

on the evaluation and determination of this parameter. In addition, the effect of the presence 

of shale as one of the important components of the rock on porosity and permeability in the 

analysis of well logging charts, their electrical properties also have a great influence on the 
calculated strength. 
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Due to small porosities of clay minerals, the petrophysical properties of the reservoir and 

so computation of parameters such as saturation and porosity is also affected [8]. Therefore, 

the calculation of shale volume for accurate estimation of the porosity, based on Well log data 

are needed. If the effect of shale volume in the formation is not considered, it will have a 

significant impact on the results of calculated porosity, permeability and water saturation of 
reservoir [1]. 

The most common method for calculating shale volume is the linear method using the 

corrected gamma ray chart (CIR) [8]. The volume of shale from the CGR chart was measured 

by the following equation. 
 

                                    (1) 
𝑉𝑠ℎ  =

𝐶𝐺𝑅 − 𝐶𝐺𝑅𝑚𝑖𝑛

𝐶𝐺𝑅𝑚𝑎𝑥 − 𝐶𝐺𝑅𝑚𝑖𝑛

 

In this correlation, CGRmax is for the shale section, CGRmin: for the clean section and CGR: 
reading the gamma log at the desired depth. 

Regarding the fact that the amount of shale volume decreases the reservoir properties, its 

amount in Pabdeh and Gurpi Formations can be considered as a negative factor in the change 

of reservoir properties. The average values of shale content in the Gurpi and Pabde Formations 

of Maroon Oilfield are presented in the tables below (Tables 1 and 2). The high amount of 
shale volume indicates the non-reservoir properties of these two formations. 

Table 1. Average Shale Volume Percentage in Pabdeh Formation of Maroon Oilfield 

Average Shale volume Sub-section (Zone) Name of Formation  

20.75 Zone 1 

Pabdeh 16.5 Zone 2 

29 Zone 3 

Table 2. Average Shale Volume Percentage in Gurpi Formation of Maroon Oilfield 

Average Shale volume Name of Formation 

25.7 Gurpi  

3.2. Calculation of porosity 

Porosity is one of the essential parameters for reservoir rock because it represents the 

amount of hydrocarbon storage. This index is controlled by two factors of sedimentation and 

diagenetic processes [7]. The porosity of the rock and some hydrocarbon occupied portions 

are determined by logs. The porosity and percentage of hydrocarbons can be measured di-

rectly or indirectly through electrical, nuclear and acoustic logs. Depends on shaly or free from 

shale formation, the presence of hydrocarbons, as well as the use of different graphs and tools, 

methods for calculating porosity are different. To calculate porosity, neutron, density, sound, 

and resistivity logs are mainly used. It is possible to use a combination of some logs to perform 
this calculation [7]. 

In this study, cross-plots of neutron-density and neutron-sound have been used for calcu-
lation of porosity, which is discussed below. 

3.2.1. Calculation of porosity using cross-plots of neutrons-density 

The neutron and density logs can measure the total porosity, which can be the total initial 
porosity (intergranular or inter-crystalline) and secondary porosity (cavity, fracture, fracture) [1]. 

In this method, the porosity is determined by drawing the neutron values versus the density 
log. The presence of gas reduces the density of the rock. 

The presence of shale in the formation causes the transfer of points to the south-east of 

the cross-plot. Therefore, before using cross-plots, both neutron and density diagrams must 

be corrected for shale [3]. Using the RHOB diagram versus NPHI, the total porosity for the 
Gurpi and Pabdeh Formations was 12% and 17%, respectively (Figures 2 and 3). Using the 

software and the density and neutron data, the porosity graph was drawn, and its lithology 
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was determined. The major recognized lithologies for the Gurpi Formation are Shale, Marl, and 

Clay limestones and for Pabdeh Formation are Shale and Calcareous shale. These are shown 
in figures 2-4 for wells No. 38, 54, and 48. 

  

Figure 2. Porosity and lithology determination 
using software and NPHI, RHOB data for well 48 

of Pabdeh formation in Marun oil field 

Figure 3. Porosity and lithology determination using 
software and NPHI, RHOB data for well 38 of Gurpi 

Formation in Marun oil field 

3.2.2. Calculation of porosity using the neutron-sound cross-plot 

The sound velocity in sedimentary formations is a function of several parameters, which 

are essentially dependent on the rock matrix components (sandstone, limestone, dolomite, 
etc.) and porosity distribution. 

In this method, porosity is determined based on drawing of the values of neutron log versus 

sound log. If the neutron porosity of the shale and matrix Δt are different, the calculated poro-
sity will not be correct. Therefore, shale correction is necessary first [2]. 

Neutron, density and neutron-sound cross-plots are used for determination of porosity and 

lithology [3]. Neutron-sound diagrams for wells No. 38 and 48 are shown in Figures 4 and 5. 

Secondary porosity can be calculated using this cross-plot and the values for wells No. 38 

and 48 of Gurpi and Pabdeh Formations are given in Table 3. This porosity is a result of tectonic 

activities and has the properties of a fractured formation. The electric illustrator diagram (Figure 
6) shows the presence of these gaps in the Pabdeh Formation. 

Table 3. Secondary porosity calculated by software and NPHI and DT data for wells 38 and 48 of Gurpi 
and Pabdeh formations in Maroon Oilfield 

Name of Formation Well no. Secondary porosity 

Gurpi 
38 9.7 

48 11 

Pabdeh 
38 12.13 
48 12.66 
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Figure 4. Porosity determination using software 
and NPHI and DT data for well 48 of Pabdeh 
formation in Marun oil field 

Figure 5. Porosity determination using software 
and NPHI and DT data for well 38 of Gurpi For-
mation in Marun oil field 

 

 

Figure 6. Fractures view in Pabdeh formation of Marun oil field for well No. 38 
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3.3. Calculation of water saturation  

Saturation is one of the parameters that must be calculated using resistive log data. All 

methods of calculating water saturation are based on the Archie method, which was presented 

during the years 1941-1942. The Archie Formula does not apply to the depths that shale 

minerals or shale layers exist along with the matrix. If the Archi formula is used in these 

layers, the calculated saturation percentage will be unrealistic, because some parts of the 

water saturation are the water associated with shale minerals, along with the Matrix. There-

fore, other methods are used to calculate the saturation of water. The best option is to use 

the Indonesia formula, which will provide more accurate calculations regarding the presence 
of shaly minerals in the matrix [1]. 

In this method, if we determine the electric conductivity of the hydrocarbon from equation 

(2) and real electrical conductivity from equation (3), the amount of water saturation is cal-
culated from equation (4), which is done by the Geolag software. 

(2) √𝑪𝒐 = √𝑪𝒘 𝑭⁄ + 𝑽
𝒔𝒉

𝟏−𝑽𝒔𝒉 𝟐⁄
× √𝑪𝒔𝒉 

(3) √𝑪𝒕 = √𝑪𝒘 𝑭⁄ × 𝑺𝒘
𝒏 𝟐⁄

+ 𝑽
𝒔𝒉

𝟏−𝑽𝒔𝒉 𝟐⁄
× √𝑪𝒔𝒉 × 𝑺𝒘

𝒏 𝟐⁄
 

In this equation, Co: hydrocarbon electrical conductivity, Cw: electrical conductivity of water, 

F: coefficient of formation, Vsh: shale volume, Csh: electrical conduction of shale, Ct: real elec-
tric conductivity of the formation and Sw is water saturation. 

(4) 𝑺𝒘 = [
𝑹𝒘

𝑹𝒕
×

𝑹𝒔𝒉

(𝑽𝒔𝒉
𝟏−𝑽𝒔𝒉 𝟐⁄ √𝑹𝑾+𝑸𝒆

𝒎 𝟐⁄
√𝑹𝒔𝒉)

𝟐]

𝟏 𝒏⁄

  

According to the researches carried out in the studied wells in Pabdeh Formation of Marun 

oil field, in well no. 48 from depths of 3791 m to 3834 m, which is a reservoir zone, the 

saturation of water and hydrocarbon were 59% and 41% and in the well No. 38 from depths 

of 3795 m to 3854 m, which is the reservoir zone, the saturations of water and hydrocarbon 

are 55% and 45%, respectively (Figure 7 and 8). The Gurpi Formation has no hydrocarbon 
volumes but contains saline water. 

  
Figure 7. Determination of water saturation using 

software and data of PHIE, RT, and GR for well 38 
of Pabdeh formation at Marun oil field 

Figure 8. Determination of water saturation using 

software and data of PHIE, RT, and GR for well 
48 of Pabdeh formation at Marun oil field 
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3.4. Identification of permeable zones 

In this research, for the detection of non-reservoir permeable zones, caliper, bit size charts, 

and CGR diagram have been used. After calibrating these three diagrams, the best location 

for permeable zones is determined. Typically, when the size of the caliper diagram is less than 

the size of bit size diagram, the zone is said permeable and porous. In these surveys, the 

thickness of permeable zones in the studied wells was calculated so that well no. 48 has the 

maximum permeability. Using these three graphs, reservoir and non-reservoir sections were 

separated from each other. The whole Pabdeh formation in the studied wells was divided into 

three zones: Zone No. 1, from a depth of 3752 to 3795 m, is a non-reservoir zone and from 

depth of 3795 Up to 3828 m is a hydrocarbon reservoir zone (zone 2) and zone number 3 

from depth 3828 to 3896 m is a porous zone without hydrocarbon but contains brine, and also 

the Gurpi Formation in the studied wells has a zone with relatively low porosity and free of 

hydrocarbons. Due to the lack of information, permeability has not been provided for these 
zones. Based on the existence of shale amount of 26.3%, well No. 38 in Gurpi Formation, 

according to the classification, is considered as a clay formation. The sound log in this for-

mation has not many changes and is relatively flat and low, which indicates an increase in 

speed, that is, porosity is low. On the other hand, the resistance logs (shallow and deep) 

matched to each other and show a low resistance, indicating a hard and dense zone with saline 
water. 

The calculated water saturation in this well was 99%, and the dominant lithology detected 

by the PEF graph was marl and clay lime. Well, No. 48 of the Gurpi Formation has a shale 

volume of 25.1% and water saturation of 99% and has the same lithology and fluid type as 
well No. 38. Due to lack of information, well No. 54, cannot be accurately evaluated. In well 

No. 48, Pabdeh formation from the depth of 3733 m to 3753 m contains high shale and low 

reservoir quality. The sound log in this region is sometimes irregular and distorted in some 

distances, which can be an indication of fractures. Also, the resistance curves are not con-

sistent and relatively spaced apart, which is also an indication of the fractured zone. Regarding 

100% water saturation, this region has no hydrocarbons and only contains saline water. The 

PEF chart also shows no. 10, which can be due to the penetration of barite into the fractures 
in this area. From the depths of 3753 m to 3791 m, the CGR decreases from top to bottom, 

and the average shale volume is 18, which represents a clay zone. The sound log is relatively 

smooth, and the resistance logs match, which unlike the upper part, is a uniform zone without 

fracture. This area also has a high water saturation and contains only salt water. By use of PEF 
chart, the dominant lithology was identified lime and shale lime. At a depth of 3791 m to 3834 

m, the shale volume is 20%, which indicates poor reservoir quality. The sound log increases 

at the beginning of the zone and then decreases rapidly, indicating fluid in the porous space. 

In this zone, the resistance logs are matched and reduce from up to down, and with a précised 

look in the neutron and density logs that are almost parallel and the water saturation diagram 

in this zone, it can be said, this fluid is a most likely hydrocarbon. The PEF chart also shows 
the lithology of rock in this area is lime and shaly lime. From depths of 3834 m to 3900 m, 

regarding a high water saturation of 97%, as well as a reducing resistivity log, formation 

contains saline water, and the dominant lithology by the PEF chart was determined the shaly 
lime. In well No. 38, like well No. 48 in Pabdeh Formation the same zoning was observed, with 

the difference that at the top of this well, the fractured zone similar to well No. 48 was not 

observed and also differs from the depth mentioned for well No. 48. due to the lack of infor-
mation in well No. 54, it is impossible to accurately evaluate the wells. 

4. Conclusions 

In this research, we used Geolag software version 6.7.1 for investigation of the reservoir 

properties, especially fluid saturation, lithology and calculation the amount of shale and po-

rosity in Pabdeh and Gurpi Formations in Marun oilfield and so, the following results have been 
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obtained. The amount of shale volume is 20.75%, 16.5%, 29%, and 25.7%. in the first, sec-

ond and third zones of Pabdeh and the Gurpi Formation, repectively. In this method, the 

maximum and minimum CGR values are obtained in Pabdeh and Gurpi Formations in areas 

where there is no wellbore Collapse. Considering the fact that the existence of shale decreases 

the reservoir properties, its amount in Pabdeh and Gurpi Formations can be considered as a 
negative factor in the change of reservoir properties. The average porosity for the Gurpi and 

Pabdeh formations were 12% and 17%, respectively. The calculated values of the secondary 

porosity for wells No. 38 and 48 are equal to 9.7 and 11 % in the Gurpi Formation and 12.13 

and 12.66 % in Pabdeh formation, respectively. This secondary porosity gives the reservoir 
properties to these formations, and so they can be classified as fractured reservoirs. According 

to the studies carried out in Marun oil field, in wells 48 and 38 of Pabdeh formation, the 
hydrocarbon saturation is 41% and 45%, respectively. Gurpi Formation contains only salt water. 
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Abstract 

This research project gives an insightful glimpse into reservoir simulation using the Material Balance 

(MBAL) software. The software was used to confirm Stock Tank Oil Initially In-Place (STOIIP) for vol-

umetric analysis. MBAL was used to apply the material balance method, decline curve analysis method, 
check the aquifer size of the field, and carry out production forecasts. Data from the field was inputted 

into MBAL and results acquired. These results were used in simulating the reservoir in order to carry 

out production forecasts. The research showed the impact of MBAL in predicting reservoir performance 
and carrying out reservoir simulation. The predictions were made based on field data. STOIIP was 

estimated using non-linear regression with a plot of average reservoir pressure against cumulative oil 

produced. The history matching tool and the production prediction tool were used to estimate the 
expected STOIIP, judging from the previous performance of the reservoir and the well. With the use 

of the analytical tool, the predominant reservoir driving mechanism was determined. This project will 

focus on the use of reservoir simulation in reservoir engineering and how MBAL can be used as a tool 
in reservoir simulation.  

Keywords: Simulation; Decline curve analysis; Volumetric analysis; History matching; Reservoir performance; Mate-

rial balance. 

 

1. Introduction 

During the development of oil and gas reservoirs, drainage challenges occur. Reservoir 
engineers then come up with scientific principles to these challenges. Reservoir engineering is 

the subsurface science of the oil and gas industry. It tries to explain what goes on underground 
in the reservoir. The main job of the reservoir engineer is to estimate the amount of hydro-
carbon in place. Factors that assist in this estimation are subsurface geology, applied mathe-
matics, basic chemistry, and physics. These factors affect the behaviour of the liquid and gas 
phases of the hydrocarbon [1]. 

Reservoir simulation is important because it gives us better control of the reservoir. A model 

is a copy of something original with respect to known parameters. In the oil and gas industry, 
profit is made by extracting hydrocarbon from a reservoir which is underground. Describing 
the reservoir is usually difficult because of the in accuracy in measuring parameters. This 
occurs because the reservoir is underground and the parameters are measured indirectly.  

In the estimation of reserves, there might be errors in data collation which may lead to 

inaccurate estimation, i.e. overestimation or underestimation. Therefore, there is a need to 
accurately estimate the reserves to determine the viability of the field. This work is focused 
on the application of the MBAL software in reservoir engineering. The software will be used to 
carry out reserve estimation using both the decline curve analysis and the material balance 
methods. Several objectives have been considered which included the confirmation of STOIIP 

for volumetric analysis, confirmation of aquifer size and driving mechanism of the reservoir, 
and production forecasting under different scenarios. 
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2. Review of literature 

Reservoir simulation involves the use of a mathematical model in analyzing and predicting 

fluid behaviour. The model is expected to replicate the geological and petrophysical charac-
teristics of the reservoir. Reservoir Simulation has two main objectives - to optimize develop-
ment plans in new fields and to delegate on operational and investment decisions [2]. The 
objective of their experiment was to carry out simulation tasks usually performed with simu-
lators. MBAL is primarily used for reservoir simulation. It is an analytical tool that is used in 
reserve estimation, determination of drive mechanism, aquifer size assessment and in carry-

ing out production forecast. MBAL can also be used for existing reservoirs, as it provides varied 
matching facilities. It can run production profiles with or without history matching. MBAL is a 
good tool in reservoir characterization and simulation under different scenarios. Despite its 
simplicity, it is still able to predict pressure depletion like other simulators [3]. Another limita-
tion that was discovered was that the single tank does not take account of the heterogeneities 

of the field that was under study, whereas the multi-tank model had values which were in the 
range of the results gotten from the single grid model. 

In early years, it was discovered that the material balance equation could not be used to 
determine the size of the field during the early years of production, this was accurate at the 
time because of the limited data that was available and the change in pressure that was 

required in the Schilthuis material balance equation [4]. The solution was to find the pressure 
value that would give the uniformity required in the equation. A relationship between reservoir 
pressure and oil saturation was developed. The relationship proved that oil saturation doesn’t 
depend on the change in pressure of the reservoir, but the reservoir pressure. It is under-
standable that due to the limited data available in the early stages of production, material 

balance can be inaccurate. The subsidiary equation can be used in cases where there is no 
significant pressure drop [4]. Methods have been developed to examine material balance in oil 
and gas reservoirs. A new method of carrying out a material balance method in reservoir 
simulation is the dynamic material balance method. By combining the solution of the material 
balance equation with pressure test analysis theory, the dynamic material balance method 
can be used in estimating the initial oil in place, N, initial gas in place, G, the ratio of the oil 

to gas m, permeability, K and skin factor, s. It makes use of cumulative production history 
with PVT data with little or no pressure data. The dynamic material balance method will be 
able to improve the problem-solving capabilities of the material balance method especially in 
marginal fields and fields with limited pressure data [5]. Material balance approach was 
compared with reservoir simulation. It is believed that since the development of reservoir 

simulation, that material balance is not seen as a modern approach anymore in reservoir 
analysis. Material balance calculations depend on the uniformity of total pore volume, pres-
sure, temperature, fluid composition and accurate values of volumetric estimation [6]. 

3. Methodology 

The transient rate and the pseudo-steady state decline curves were combined and used in 

a single graph. Also, the material balance equation was employed. The dataset used for this 
work are; PVT, reservoir pressure. Production history and geologic data. 

The concept of decline curve analysis involves fitting a line through the production history 
and assuming that the field will continue to behave in that manner. If there is in an incon-
sistency with the historical trend, then the result will not be reliable. The main assumption of 

this method is that what controls the trend of a curve in the past will continue to control the 
trend in the future. 

For the material balance method, its calculations are very useful; they provide a method of 
estimating the oil, water, and gas that can be compared to volumetric estimates. The form of 
the material balance equation can be adjusted to fit oil or a gas reservoir. 

3.1. Material balance for oil reservoirs 

The general material balance equation  
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𝑁(𝐵𝑡 − 𝐵𝑡𝑖) + 𝑁𝑚𝐵𝑡𝑖 (
𝐵𝑔𝑐−𝐵𝑔𝑖

𝐵𝑔𝑖
) + 𝑁

𝐵𝑡𝑖 𝑆𝑤𝑖𝑜

1−𝑆𝑤𝑖𝑜
(

𝐵𝑡𝑤−𝐵𝑡𝑤𝑖

𝐵𝑡𝑤𝑖
) + 𝑁

𝑚𝐵𝑡𝑖 𝑆𝑤𝑖𝑔

1−𝑆𝑤𝑖𝑔
(

𝐵𝑡𝑤−𝐵𝑡𝑤𝑖

𝐵𝑡𝑤𝑖
) + 𝑁 (

1

1−𝑆𝑤𝑖𝑜
+

𝑚

1−𝑆𝑤𝑖𝑔
)𝐵𝑡𝑖𝑐𝑓∆𝑃 =

 𝑁𝑝𝐵𝑜 + [𝐺𝑝𝑠𝐵𝑔 + 𝐺𝑝𝑐 𝐵𝑔𝑐 − 𝐺𝑖𝐵𝑔 ′]− 𝑁𝑝𝑅𝑠𝑜𝐵𝑔 − (𝑊𝑒 + 𝑊𝑖 − 𝑊𝑝 )𝐵𝑤           (1) 

For simplification purposes, some terms are defined: 

𝐸𝑜 = 𝐵𝑡 − 𝐵𝑡𝑖 , 𝐸𝑔𝑜 = 𝑚𝐵𝑡𝑖 (
𝐵𝑔𝑐−𝐵𝑔𝑖

𝐵𝑔𝑖
) , 𝐸𝑤 = 

𝐵𝑡𝑖𝑆𝑤𝑖𝑜

1−𝑆𝑤𝑖𝑜
(

𝐵𝑡𝑤−𝐵𝑡𝑤𝑖

𝐵𝑡𝑤𝑖
) ,  𝐸𝑔𝑤 = 

𝑚𝐵𝑡𝑖 𝑆𝑤𝑖𝑔

1−𝑆𝑤𝑖𝑔
(

𝐵𝑡𝑤−𝐵𝑡𝑤𝑖

𝐵𝑡𝑤𝑖
) , 𝐸𝑟 =  (

1

1−𝑆𝑤𝑖𝑜
+

𝑚

1−𝑆𝑤𝑖𝑔
)𝐵𝑡𝑖𝑐𝑓∆𝑃                          (2) 

Substitute equation (2) in (1) changes the general material balance equation to: 
𝑁[𝐸𝑜 + 𝐸𝑔𝑜 + 𝐸𝑤 + 𝐸𝑔𝑤 + 𝐸𝑟 ] = 𝑁𝑝𝐵𝑜 + [𝐺𝑝𝑠𝐵𝑔 + 𝐺𝑝𝑐𝐵𝑔𝑐 − 𝐺𝑖𝐵𝑔 ′]− 𝑁𝑝𝑅𝑠𝑜𝐵𝑔 − (𝑊𝑒 + 𝑊𝑖 − 𝑊𝑝 )𝐵𝑤 (3) 

The terms on the right side of (2) represent fluid injection and production, the terms on 
the left represent volume change. 

 

 

Figure 1a. Material balance workflow in esti-
mating the initial oil in place. 

Figure 1c. Material balance workflow in estimating the 
initial oil in place 

 

Figure 1b. Material balance workflow in estimating the initial oil in place 
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Figure 2a. Workflow for decline curve analysis. 
Figure 2b. Workflow of decline curve analysis 

4. Results and discussion 

The geology, PVT, and relative permeability data are presented in Table 1, Table 2 and 

Table 3 respectively. 

Table 1. Geologic data 

Thickness 100ft 
Porosity 0.19 

Saturation 0.15 
 

Table 2. PVT data 

Formation GOR 1589scf/stb 
Oil gravity 39API 

Gas gravity 0.875spg 

Water Salinity 100000spm 
Viscosity 0.28cp 

Oil Formation Volume Factor 1.89rb/stb 
 

Table 3. Relative permeability data 

 Residual Saturation End Point Exponent 

Krw 0.15 0.0284564 0.01002 

Kro 0.15 0.8 2.25388 
Krg 0.05 0.000328963 0.01002 

From the energy plot (Figure 3), there is a pictorial representation of the different drive 

mechanisms and their contribution to the energy of the reservoir. 
 

 

Figure 3. Energy plot 
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4.1. Graphical method 

In this field, an additional energy mechanism went through a turn up seen in Campbell plot 

(Figure 4.). The aquifer then compensated the turn up in order to get a good history match. 

 

Figure 4. Campbell plot 

Analytical plot 

This gives an analytical history matched model before and after regression analysis. To 
improve the quality of the history match regression analysis was carried out.  

 
Figure 5. Analytical plot before regression 
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Figure 6. Analytical plot after regression 

History match 

This gives a graphical representation of the historical production data; it tries to create a 
model that closely mirrors the reservoir behaviour in order to carry out predictive analysis on 
the reservoir. 

 

Figure 7. Graph of production simulation 
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Predictive Analysis 

 
Figure 8. Production prediction of tank pressure from start to end of production 

 

Figure 9. Production prediction of oil production from start to end of production 
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Figure 10. Production prediction of reservoir pressure from start to the year 2027 

 

Figure 11. Production prediction of oil production from start to the year 2027 

Table 4. Summary of results 

Parameter MBAL estimate Parameter MBAL estimate 

STOIIP (MMSTB) 33.2 Encroachment Angle (de-
gree) 

186 

Initial Gas cap (MMSCF) 1.44921 Porosity 0.19 

Inner outer radius ratio 6.7 Aquifer Volume (mmft3) 17767.6 

Reservoir Radius (ft) 1890   
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Production forecast 

In carrying out the predictive analysis, both methods - the material balance method and 

the decline curve analysis were utilized. Using the material balance and applying MBAL, an 
estimated date of May 2027 was selected, and this resulted in an estimate of 6.5MMSTB. But 
by carrying out decline curve analysis and comparing the results, an estimate of 4.5MMSTB 
was obtained. 

 
Figure 12. Production prediction based on decline curve analysis 

The material balance method gave a STOIIP estimate of 33.5MMSTB. This estimate was 

made based on dynamic modelling and by utilizing petrophysical and geological properties 
obtained from a static model. When carrying out the production forecast, the decline curve 

analysis gave an estimate of 4.5MMSTB by the year 2027; while the material balance software 
gave an estimate of 6.25MMSTB. The aquifer was radial and with a size of 7767.6mmft3. It 
had a permeability of 1870md with a large encroachment angle of 187.630. Due to the radial 
nature of the aquifer, it could be said that the aquifer is a large one and this is why the 
reservoir pressure was still high in the year 2027. From the energy plot, water influx was one 
of the major contributors to the drive mechanism, and this must have been due to the size of 

the aquifer. 

5. Conclusion 

Reserve estimation is a subsection of reservoir simulation. Material balance and decline 
curve analysis is based on most of the mathematical equations used for modern petroleum 
engineering. The material balance method and decline curve analysis method are two different 

methods of carrying out reserve estimation. The material balance value was higher than the 
decline curve analysis value. This could have been caused by inaccuracy in the production 
data. There was also a presence of a strong aquifer; this might have influenced the production 
history data. The main contributor to the energy of the reservoir was the gas cap expansion 
and the water influx, as seen from the energy plot in MBAL. 
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6. Recommendation 

From this work, the following recommendations are made: 

 Since there is such a large variance between the two methods, (material balance method 
and decline curve analysis used in the field), further analysis should be carried out on the 
reservoir. MBAL may not be exactly accurate so a larger simulator could be used.  

 Discrepancies in the data can be minimized by the acquisition of more data. 
 Monte Carlo analysis is advised to act as another validator; it will enhance the credibility or 

viability of the estimate. 

NOMENCLATURE 

MBAL = Material balance software developed by Petroleum Experts (PETEX) 

STOIIP =Stock Tank Oil in Place 

MMSTB = Million Stock tank Barrel 
MMSCF= Million Standard cubic feet 

N(Ew+Egw) = Change in volume of connate water 

NEr = Change in formation pore volume 
NpBo = Cumulative oil production 

NpRsoBg = Cumulative gas produced with oil 

GpsBg = Cumulative solution gas produced as evolved gas 
GpcBg = Cumulative gas cap gas production 

GiBg’ = Cumulative gas injection 

WeBw = Cumulative water influx 
WiBw = Cumulative water injection 

WpBw = Cumulative water production 

N = Original oil in place, STB 
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Abstract 

The addition of new reserves from mature basins such as Malay basin requires a stratigraphic approach 

that encompasses locating subtle stratigraphic traps and improving the reservoir characterization of 
the producing fields to deliver more production. Seismic attributes controlled by well information and 
aided by many interpretation and visualization tools can provide a lot of geological and stratigraphic 
information from a 3D seismic volume. In this study, a number of seismic attributes that has a demon-
strated ability to delineate stratigraphic elements and lithological variations have been applied to in-
vestigate the stratigraphic architecture and sand distribution of an Upper Miocene reservoir in an un-
developed field, Northern Malay Basin. The interpretation of the attributes (i.e. spectral decomposition, 

coherence, RMS amplitude, and sweetness) along with the fluvial geomorphology analysis indicated 
that the reservoir interval is a meandering fluvial system. Fluvial depositional elements that include 
channels, point bar, scroll bar, and crevasse play have been interpreted. The Sweetness attribute 
highlighted high amplitude anomalies related to the sand-prone depositional features. These anomalies 
interpreted as hydrocarbon sweet spots. 

Keywords: seismic attributes; spectral decomposition; reservoir characterization; fluvial reservoirs. 

 

1. Introduction  

The Northern Malay Basin is a prolific gas region. Most of the fields are non-associate gas 

fields. The coal and coaly shale gas-prone is the main source rock in the area. The main 

producing strata are of Middle Miocene to Lower Pliocene age, namely E, D, and B stratigraphic 

groups. These sequences are characterized by thinly-bedded sand reservoirs along with a 

remarkable occurrence of coal in group E [1]. 

In the past, the interpretation of the subsurface was largely controlled by the existing ge-

ological models. This was due mainly to the limited resolution and quality of the data. The 

continuous development of the 3D seismic data quality in the Malay Basin made it possible to 

obtain robust interpretation for the subsurface. The seismically-driven geological interpreta-

tion considerably impacted the hydrocarbon exploration and production in the area. It is pos-

sible now, by using many interpretation methods and visualization techniques to understand 

the reservoir compartmentalization and external geometry, predict the sedimentary facies and 

pore-fill, and image the depositional evolution of a reservoir. 

The area under investigation is an undeveloped gas field, located in the Northern Malay 

Basin. It is a faulted anticline, has gas discoveries in several reservoir intervals along with 

minor oil in group E. reservoir heterogeneity due to the stratigraphic complexity is the main 

challenge in this field, in addition, the presence of coal layers in group E, that interferes seismic 

signal and affects lithology and hydrocarbon prediction. 
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This study examined the depositional architecture and facies distribution of B100 reservoir 

of an undeveloped field, Northern Malay Basin. It is an Upper Miocene reservoir interpreted to 

be deposited in a fluvial environment. 

A number of seismic attributes that has a demonstrated ability to delineate stratigraphic 

elements and lithological variations have been applied. The analysed attributes (i.e. spectral 

decomposition, coherence, RMS amplitude, and sweetness) showed that the reservoir is a 

complex meander fluvial system and the gas charge is mainly associated with the sand-prone 

fluvial facies such as point bar, channel-fill, and crevasse splay. 

2. Geological setting 

The Malay, offshore Malaysia, is a northwest-trending rift basin, developed by extensional 

tectonic along a shear zone during the early Tertiary (Figure1). This tectonics is believed to 

be related to the collision of the Indian plate with the Eurasian plate [2]. After the rift phase, 

the basin underwent a thermal sagging followed by a structural inversion. This structural in-

version has created a series of anticlinal traps and half-grabens [1]. The Northern Malay Basin 

encompasses three structural trends, centre, west and east flanks. The centre is characterized 

by thick Tertiary section and steeply dipping basement faults, whereas the flanks are relatively 

gently dipping towards the centre, with a few major normal faults and half-grabens [3].  

 

Figure 1. The location map of the Malay Basin. It is located offshore the peninsular Malaysia in the South 
China Sea 

The field under investigation is located in the central structural domain, namely 

Cakerawala-Bujang trend (Figure2). The stratigraphy of the basin is from Oligocene to Recent. 

Based on seismic stratigraphy and biostratigraphy, the stratigraphic scheme of the basin is 

divided alphabetically, the older M to the younger A [4] (Figure3).  

944



Petroleum and Coal 

                         Pet Coal (2018); 60(5): 943-950 
ISSN 1337-7027 an open access journal 

 

Figure 2. Location map of the Northern Malay basin. The field under study is located in the basin central 
part, namely Bujang-Cakerawala trend (dashed oval). After Madon et. al. [8] 

 

Figure 3. Stratigraphic scheme of the Malay Basin. The seismic groups correlated to the main palyno-
morphs assemblage zones (PR). The marine flooding events are also indicated. After Madon et. al. [8] 
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The petroleum system elements of the Northern Malay Basin include a mature and effective 

source rock (coal and carbonaceous shale) of group H and I that provide the hydrocarbon 

charge to reservoirs in E, D, and B groups.  The hydrocarbon in the Northern Malay Basin is 

mainly gas, being trapped in the stratigraphically shallower units, E, D, and B. this is possibly 

due to the regional overpressure seal in the below group F. These reservoir sequences are 

interpreted to be deposited in continental, coastal, and shallow marine environments [1]. 

3. Methodology 

 

 

A full-stack 3D seismic cube 

covering 400 km2 and eight 

wells have been utilized in this 

study. The B100 reservoir 

ranges in two-way time between 

1150 and 1600 ms. The top of 

the reservoir was picked on a 

strong trough that has been tied 

to the well-defined stacked gas 

sand characterized by a sharp 

base on gamma-ray (Figure 4). 

The horizon was auto-tracked 

and interpolated into continuous 

surface for attribute extraction 

(Figure 5).  

 

 

Figure 4. The top of the reser-

voir is tied to a well-defined 

gamma ray fining-upward para-

sequence at Well-8 

 

3.1. Seismic attributes generation 

This study integrates many seismic attributes that have a proven capability to delineate 

stratigraphic features and lithological variations. Coherence, RMS amplitude, and sweetness 

were generated and analysed in this study. 

Coherence or variance attribute is a post-stack seismic attribute that measures the simi-

larity between seismic waveform in a specified interval [5]. The coherency of a 3D seismic cube 

is done by computing local waveform similarity in different directions. The geological discon-

tinuities such as faults, fractures, and stratigraphic boundaries are characterized by low co-

herence. The quality of the generated coherence map is largely affected by signal-to-noise 

ratio, static and stacking velocity errors [6]. Coherence attribute map was used to highlight 

channels edges and map the morphological variations. 
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RMS amplitude attribute calculates the root mean square (RMS) of single-trace samples T[i], 

over a user-specified vertical window with a length of n samples, for each sample in an input 

trace [5]. Sweetness attribute is the ratio between response amplitude and RMS response frequency. 

Strong amplitude anomalies of sweetness attribute are interpreted as good quality reservoir 

spots whereas clay rich areas are characterized by low amplitude [5]. RMS amplitude, reflection 

strength and sweetness attributes have a popular application as reservoir quality and fluid 

indicator and for channels detection in the Malay Basin. Gas-prone channel sand usually has 

strong anomalies, whereas the floodplain and the mud-filled channels have weaker response [7]. 

 

Figure 5. Time structure map of top B100 reservoir, showing an anticlinal structure crossed by numerous faults 

3.2. Spectral decomposition and colour blending 

Spectral decomposition is an efficient geophysical method for seismic geomorphology and 

reservoir characterization. It is a time-frequency analysis aims to break down the seismic 

trace into band-limited frequencies to highlight specific geological features [8]. The methodol-

ogy followed for spectral decomposition includes extracting a sub-seismic volume (500 ms) 

for the zone of interest from the whole survey, Frequency selection is a crucial step in spectral 

decomposition. In order to get the best RGB color combination for imaging different geological 

variations, the frequencies of the red, green, and blue bands must be tuned and optimized. 

Frequency selection was performed interactively over the zone of interest and discrete fre-

quencies of 25, 35, and 45 Hz were chosen for red, green, and blue channels respectively 

(Figure 6). 

3.3. Iso-proportional slicing 

Iso-proportional slicing also known as stratal slicing is an imaging tool that employed to 

generate attribute maps between two reference horizons [9]. Stratal slice is aimed to overcome 

the limitations of the time and horizon slices when the strata are not sheet-like or flat-lying. 

This method linearly samples the seismic attribute between two reference horizons in an 

equally-spaced interval to generate seismic attribute maps on phantom surfaces [10]. Four 

slices were extracted from all the generated attribute volumes to delineate channel bodies and 

their associated depositional features, predict lithology, and to carry out morphometric meas-

urements of the channel width, depth, and sinuosity (Figure7). 
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Figure 6. Spectral decomposition of a 500ms sub-volume at discrete frequencies of 25, 35, and 45 Hz. 
These volumes were combined together into an RGB color blended volume 

 

Figure 7. Stratal slicing process. It is a linear sampling of the seismic attributes between two reference 
horizons in an equally-spaced interval to generate seismic attribute maps on phantom surfaces 

4. Results and discussion 

Many details about B100 reservoir external geometry and the internal architecture have 

been obtained by the generated seismic attribute maps. On the basis of seismic geomorphol-

ogy and well information, many features that related to the meander system were highlighted 

and different facies and geometries were interpreted. These maps showed that the reservoir 

interval is occupied by meander channel system. Stratal slicing is a very useful interpretation 

and visualization tool that aimed to provide a more precise representation of the stratigraphic 

elements and the depositional history interpretation. Four slices have been generated through 

B100 reservoir interval to study the stratigraphic evolution and channels development. The 

observed fluvial features include meandering channel, meander belt, meander scrolls, low 

sinuosity channel, point bar, abandoned channel, crevasse splay and so on Figure 8  

A typical meander system is clearly visible in the RGB blended map. A large meander belt 

is present in the SE part of the area with meander radius about 500m. Meander scrolls are 

clearly visible within this belt indicating a lateral channel migration through time. The low amplitude 
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response of the channel-fill is most probably due to the presence of mud, nevertheless, me-

ander scrolls and point bar have a higher amplitude response indicating deposition of sand. 

Small incised tributary channels that feed the major meander belt are also observed. A meander 

loop exposure in the north-central part, containing 3 to 4 adjacent point bars was highlighted 

on the map. Isolated scattered point bars in the central part of the area can be seen as well. 

Floodplain crevasse splays are observed in the central part of the area. They are common in 

numerous fluvial environments and characterized by thin sand layers as confirmed by wells. 

 

Figure 8. Stratal slice map of B100 reservoir on an RGB color composite volume. Frequencies of 25, 35, 
and 45 Hz were selected and blended into an RGB colour composite volume to image the zone of interest. 
The interpreted fluvial depositional elements include: ((M.Ch=meandering channel, L.S.Ch.=low sinuos-
ity channel, P.B.=point bar, C.S.= crevasse splay, M.S.= meander scrolls, Ab.Ch.= abandoned channel) 

The RMS amplitude and sweetness attributes were utilized to detect the sand distribution 

that related to channels and its depositional elements. Several high-amplitude anomalies over 

B100 reservoir interval were highlighted. The well data confirmed that these amplitude anom-

alies might be related to gas-charged sand bodies Figure 9. The attribute maps also showed 

that the sand distribution and hydrocarbon occurrence are very patchy due to the stratigraphic 

nature of the meander system. Most of the drilled wells were not in optimum locations to this 

hydrocarbon target. Mud-filled channels showed very weak amplitude response. 

5. Conclusion 

Seismic geomorphology has proven to be a very powerful interpretation tool. The produced 

highly detailed attribute maps with the aid of stratal slicing and visualization tools were capa-

ble to map and delineate B100 reservoir architecture. The generated attribute maps revealed 

that the B100 reservoir interval is predominantly occupied by a fluvial meandering-rivers sys-

tem. RMS amplitude and sweetness attributes controlled by well information were used to 

highlight the reservoir sweet spots where good sand and probably hydrocarbon occur. This 

analysis showed that the drilled wells were not in the optimum location to test the hydrocarbon 
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in this interval. The result of this study must significantly improve our knowledge and under-

standing and help to predict reservoir quality and lead to an accurate wellbore placement in 

the future. 

 

Figure 9. Sweetness attribute map of B100 reservoir, showing high amplitude anomalies and patchy 
distribution related to the sand-prone facies 
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Abstract 

Enrichment culture of coal samples from underground mines (Jitpur and Moonidih underground 

mines) located in Dhanbad region, the Indian state of Jharkhand was tested positive for the pres-

ence of living microbial lineage capable of producing methane from coal during energy metabolism 
under laboratory condition.  Accordingly, two gram negative, mesophilic, penicillin G and strepto-

mycin resistant strain (BC/CIMFR-ana-CH4-12 and 14) derived from preferred sites were produce 

methane from acetate. They assimilated complex proteinaceous substances (yeast extract, beef 
extract, tryptone, and peptone) and amino acids (alanine, cysteine, and methionine) for energy 

metabolism. The pH ranges for growth were 6.0-7.5 for strain BC/CIMFR-ana-CH4-12 and 6.5-8.5 

for strain BC/CIMFR-ana-CH4-14, with the fastest growth at pH 7.5 for BC/CIMFR-ana-CH4-12 
and pH 7.0 for strain BC/CIMFR-ana-CH4-14. During growth, doubling time was observed 13.702-

14.005 hours under the optimal condition, and specific growth rate was recorded 0.021/hour for 

both strains. Based on the study strains were belongs to Methanococcus spp. and Methanobacte-
rium spp., associated with numerous aerobic and anaerobic microbial community in deep subsur-

face coal deposits as suitable habitat. The ecological implication of their habitat also discussed. 

The study suggests that there is intense biogenic methane generation activity in a selected envi-
ronment which may me enhance by stimulating the activity of existing methanoarchaeal consortia. 

Keywords: Coal bed; Archaea; Methane; Habitat; Substrate; Growth. 

 

1. Introduction 

Archaea constitute the third fundamental domain of life, it comprises methanogens, red 
extreme halophiles, and the thermoacidophiles, playing a great impact on global nutrient cy-

cling as well as a geochemical cycle in the biosphere. These diverge from other bacteria at the 
very early stage of evolution and habitat under extreme condition [1-2].  

Generally, coal is made up of decomposed plant materials that initially form peat. After 
peatification, it metamorphosed into different ranks of coal as a complex heterogeneous ultra 
structure according to its burial depth and temperature [3]. About 85 to 95% (wt/wt dry coal) 

organic materials in coal are known as macerals which composed of plant material, and the 
inorganic materials are present as aluminosilicates and pyrites. Therefore, coal could be con-
sidered a very attractive carbon source for microbial biodegradation [4-5]. Studies revealed 
that a portion of coal bed methane is biological origin occurred by microbial consortia habitat 
in coal deposits [6-7]. Accordingly, high diversity of bacteria, firmicutes, spirochetes, bac-

teroides and all subgroups of proteobacteria are reported in the coal bed. Contrasts with ar-
chaeal linage, methanogens are common habitat, and only a few are characterized [8-10]. For 
example, sub-surface coal deposits were found to be the habitat of diverse acetoclastic, 
methylotrophic and hydrogenotrophic methanoarchaeal assemblages [11]. The members of 
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Methanosarcina spp. can take up H2/CO, acetate, methanol, and methylamines as substrate 
habitat in coal beds of Alberta, Canada [5]. The Methanosarcinales [8], Methanobacteriales and 
Methanococcales [12] were reported from Powder River Basin, Wyoming. Kai et al. [13] stated 
that rod shaped methanogens are generally affiliated to the order of Methanobacteriales, 
which belongs to three mesophilic genera as Methanobacterium, Methanobrevibacter and 

Methanosphaera, and two thermophilic or hyperthermophilic genera as Methanothermobacter 
and Methanothermus. Indeed, archaebacteria residences under extra eme environment are 
undertaken for extensively exploration [14].  

The goals of the current study were to confirm the presence of methane generating archaea in 
coal bed (Jitpur and Moonodih underground coal mine) of Dhanbad coal fields using culture 

dependent method to explore their physiology, growth kinetics and to emphasize their habitat 
for ecological point of view. The study further expands our knowledge and the value of archaea 
kingdom.  

2. Experimental 

2.1. Study sites 

Dhanbad is a city in the Indian state of Jharkhand and recognized as coal capital of India. 
The region is endowed with huge resources of bituminous coal and having an area of 453Sq.  
Km bounded by latitudes 23o 37' and 23o 50' N and longitudes 86o 07' and 86o 28' E [15]. It is 

well known for coal mining and having some of the largest mines in India. Accordingly, two 
different coal mines namely Jitpur underground mine and Moonidih underground mine located 
in Dhanbad region have been selected for the study (Figure 1).   
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Figure 1. Map indicates the selected study sites 

2.2. Microbial enrichment and isolation of a pure culture 

Coal as inoculum source was collected (25-30cm deep) in polyethylene bag followed by 
flushing with 99.99% carbon dioxide (CO2), sealed and kept at room temperature in dark 
condition until use. The basal medium [8-16] for enrichment was contained the following (g/L) 
ingredients was selected for enrichment and isolation: KCl (0.1), MgCl2, 2H2O (0.2), NH4Cl 
(1), CaCl2, 2H2O (0.04), KH2PO4 (0.1), NaCl (0.8), and yeast extract (2.0). The final concen-
tration of trace metal in the medium (mg/L) were: Nitrilotriacetic acid, 10; MnSO4, H2O 5; 
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Fe(NH2)4(SO4)2.6H2O, 4; CoCl2.6H2O, 1; ZnSO4.7H20, 1; CuCl2.2H2O, 0.1; NiCl2.6H2O, 0.1; 
Na2MoO4.2H2O, 0.1; Na2SeO4, 0.1 and Na2WO4, 0.1. Vitamin concentrations (mg/L) in the final 
medium were: Pyridoxine-HCl, 0.1; Thiamine-HCl, 0.05; Riboflavin, 0.05; Calcium pantothe-
nate, 0.05; Thioctic acid, 0.05; p-aminobenzoic acid, 0.05; Nicotinic acid, 0.05; Vitamin B12, 
0.05; Mercaptoethanesulfonic acid (coenzyme M), 0.05; Biotin, 0.02 and Folic acid, 0.02. The 

pH was adjusted 7.2 by 0.5N H2SO4 and NaOH. Finally, sodium bi-carbonate at a concentration 
of 2.0 g/L was added. A drop of resazurin (0.001g/L) was added as an oxygen indicator and 
autoclaved. After cooling 0.5mL reducing solution (1.25% cysteine-1.25% Na2S) was added. 
Immediately 1g of powder sample was transferred into each flask and sealed by filling the 
headspace with pure CO2. The flask was kept at 37oC in a dark place for one month. Pure 

culture was obtained by serial dilution technique on solid medium under anaerobic condition. 
Furthermore, screening was achieved through methane production potentiality by utiliz ing 
anaerobic basal liquid medium as described earlier supplemented with sodium acetate trihy-
drate at a concentration of 5g/L. The pure isolates were preserved at 4oC for characterization. 
Colony and cellular morphology were determined according to Balows et al. [17] using pure 
isolate. The cell aggregate formation of purely isolated methanogenic strains was determined 

in liquid basal medium supplemented with acetate at a concentration of 5gm/L. After com-
mencing growth in liquid medium, the granule formation or cell aggregation was recorded [18]. 

2.3. Headspace gas analysis 

Headspace gas was studied by using a gas analyzer (Madur, GA 21 Plus, Poland). For that, gas 
was sucked by 50mL injection syringe and directly injected to the sampling port of gas ana-

lyzer. Methane was detected through MadIR methane sensor and analyzed by Madcom software.  

2.4. Phase-contrast and Scanning electron microscopy 

Gram staining was performed according to Dubey, and Maheswari [19] and the cells were 
analyzed by phase-contrast microscope (Olympus BX53, Japan). The sample was prepared for 
scanning electron microscopy followed by user guideline of the instrument. For that, a thin 

bacterial smear was prepared on a glass slide, and it was dried completely. Then the smear 
was gold coated (15-20 nm) using a coater (Q1SOR). Finally, the slide was placed into vacuum 
created sample chamber of the instrument (Supra 55; Zeiss-Germany) and the image was 
taken at a suitable magnification.  

2.5. Biochemical test, nutritional requirement, growth kinetics, and membrane 
study 

Biochemical characterization as an enzymatic test, antibiotic sensitivity test, optimal growth 
condition, growth kinetics, and the nutritional requirement was performed as described by 
Dubey and Maheswari; Marteinsson et al.; Balows et al. [19-20-17]. Substrate utilization (as 
different compounds) was tested by using a basal medium with the addition of each tested 

compound and omitting one of the components in each test. All tests were performed in du-
plicate, and a control in which no substrate was added was used as a baseline. The pH of the 
medium was adjusted by 1N H2SO4 and NaOH. Penicillin G and streptomycin was added at a 
concentration of 0.5gm/L [9] into liquid basal medium. The turbidity of the medium was de-
termined by UV/Vis spectrophotometer (CECIL C-7500 series, UK) at 610 nm. Doubling time 
(td), specific growth (µ) and generation time (g) were calculated according to Meher and 

Ranade, 1992; Tortara et al. [21-22]. The archaeal membrane lipid was extracted by a modifi-
cation of Bligh and Dyer (chloroform-methanol) method [23-24] and analyzed by Fourier Trans-
form Infrared Spectrophotometer (IRAffinity-1S, Shimadzu, Japan). 

2.6. Habitat characterization  

Characterization of archaeal habitat was performed by selecting different physicochemical 

and biological parameters. Accordingly, pH and electrical conductivity (EC) was measured by 
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pH meter (Thermo-Scientific, Orion Star-A214) and EC meter (PCS Tester35, Multi parame-
ter). Total organic carbon was determined by rapid dichromate oxidation technique and total 
nitrogen content was analyzed by alkaline potassium permanganate method [25] using Kjeldahl 
instrument (Pelican, Kelplus, Distyl-EM). Humic acid (HA) was estimated according to Mesa 
Verde Resources humic acid methodology [26]. The optical density was measured at 450nm 

using spectrophotometer and quantified through standard curve. Biological parameter as de-
hydrogenase activity was determined by utilizing 2,3,5-triphenyltetrazolium chloride (TTC) as 
a substrate followed by standard curve [27]. Total aerobic and anaerobic microbes were 
counted on nutrient agar and anaerobic basal agar plate (Hi-Media) using serial dilution 
method [19]. Serial dilution for anaerobic organisms was made by using sterile anoxic water 

solution. For that, pure nitrogen gas was bobbling in boiling stage of pre-sterilized distilled 
water containing resazurin at a concentration of 0.001g/L in serum vial (20mL capacity, Bo-
rosil) under aseptic condition. When the solution turned pink to colorless the vial was capped 
using rubber stopper and crimped. After cooling, trace amount of reducing solution was added 
into it and dilution was achieved by using glass injection syringe. Active microbial biomass 
carbon (AMBC) was measured by glucose nutrient induced respiration method [28]. Media was 

composed of peptone, (10g); yeast extract, (5g); glucose, (5g); sodium chloride (5g); Potas-
sium di-hydrogen ortho-phosphate (0.21g) in 1000ml de-ionized water. Basal soil respiration  
(BSR)  was  measured  as  the  CO2 evolved  from  moist  soil (60% water holding capacity), 
over an  incubation  period of 10 days at 25oC, in the dark condition [28]. For element analysis, 
ICP-OES (Thermo Scientific, iCAP 6000 series spectrometer) was used and the sample was 

prepared as described in ASTM D-4638 method [29].  

3. Results and discussion  

Generation of methane in empty space of enrichment culture flask was taken as evidence 
and screening tool for methanogenic archaea. Accordingly, two obligate anaerobic methane 
generating pure isolates were successfully received from selected habitat and referred as 

BC/CIMFR-ana-CH4-12 and 14 respectively.  

3.1. Colony and cellular morphology  

Isolated pure culture was considered for characterization in compare to colony and cellular 
morphology, summarized in Table 1.  

Table 1. Characteristics of isolated methanoarchaeal strains from underground coal mines of Dhanbad 

Strains Habitat Colony characteristics 

Me-
thane 

genera-
tion 

Gram 

reac-
tion 

Shape 

Cell-cell 

aggrega-
tion 

Endo-

spore 

BC/CIMFR-
ana-CH4-12 
 

Coal surface of 
Jitpur under-
ground mine 

Colony was 0.5-1mm diame-
ter, round and smooth. The 
color was off white with entire 

edge and texture was moist 
with flat elevation. 

Positive 
Gram 
Nega-

tive 

Rod 
Dis-

persed 

Not 

found 

BC/CIMFR-
ana-CH4-14 
 

Coal surface of 
Moonidih un-
derground 
mine 

Round-smooth colony and 
0.5-1mm elongated on solid 
medium with entire edge. It 
was off white in color and the 

elevation was flat with moist 
texture. 

Positive 
Gram 
Nega-
tive 

Spheri-
cal or 
cocci 

Dis-
persed 

Not 
found 

Accordingly, the colony of both strains was found to be round shaped, off white color and 

exhibited 0.5-1.0mm in diameter with entire edge. The texture was noticed as moist with flat 
elevation on solid medium for the same. Methanogenic archaeal colony was observed grayish 
white color, opaque and round shaped with entire edges and the diameter was reached up to 
0.5–1.0 mm [30]. The isolates grew as dispersed in liquid medium when supplemented with 

acetate and granule formation or cell aggregation was not observed during growth cycle. Cells 

954



Petroleum and Coal 

                         Pet Coal (2018); 60(5): 951-960 
ISSN 1337-7027 an open access journal 

of both strain stained gram negative. Further, clear and details image for gross cell morphol-
ogy was studied by scanning electron micrograph and revealed that strain BC/CIMFR-ana-
CH4-12 was rod shaped and BC/CIMFR-ana-CH4-14 exhibited cocci in shape (Figure 2).  

  

Figure 2. Scanning electron micrograph of isolated methanoarchaeal strains (A- BC/CIMFR-ana-CH4-12 
and B- BC/CIMFR-ana-CH4-14) 

3.2. Nutrient utilization 

Methanogen can utilize various substrates for energy metabolism such as CO2 reduction 
with hydrogen, formate as electron donors, methanol reduction, fermentation of acetate and 
dismutation of methylated compounds [31-32]. Substrate utilization by isolated strains as dif-
ferent carbon and nitrogen source was investigated during the course of growth and presented 

in Table 2. Accordingly, luxuriant growth was observed in presence of acetate to the growth 
medium for selected isolates. However, citrate was taken poorly by both strain and formate 
was moderately assimilated by strain BC/CIMFR-ana-CH4-12. Furthermore, the isolates were 
able to utilize selected complex proteinaceous substances (yeast extract, beef extract, tryp-
tone and peptone) for energy metabolism. Yeast extract was luxuriantly assimilated by strain 
BC/CIMFR-ana-CH4-14, while tryptone was taken as good for both strains. The isolates further 

exploited selected amino acids (alanine, cysteine and methionine) as sole carbon and energy 
source. Although growth was generally weaker than the growth observed with complex sub-
strates. Comparatively, strain BC/CIMFR-ana-CH4-12 respond luxuriantly in presence of L-
methionine to the medium. Since, bacterial growth is depending upon the media composition 
as well as substrate composition. These differences may be attributed to differences in sub-
strate composition [33].  

Table 2. Utilization of different compounds as growth factor 

YE- Yeast extract, BE- Beef extract; growth was expressed as ++++ (luxuriant growth), +++ (good), ++ (moderate), + (poor) and – (no growth). 

Concentration of each proteinaceous substrate was tested at 0.5%  (wt/vol) and amino acid was at a concentration of  0.1 mM  [20]  

  

Strains 
Formate 

Ace-

tate 
Citrate YE BE 

Tryp-

tone 

Pep-

tone 

L-ala-

nine 
L-cysteine 

L-methio-

nine 

BC/CIMFR-
ana-CH4-12 + + 

+ + 
+ + 

+ 
+ + 
+ 

+ + 
+ + 

+ + + 
+ + 
++ 

+ + + + + + + + + + 

BC/CIMFR-
ana-CH4-14 

+ 
+ + 
+ + 

+ 
+ + 
+ + 

+ + 
+ 

+ + + 
+ + + 

+ 
+ + + + + + + + + 

B A 
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3.3. Temperature and pH range  

After temperature optimization in laboratory it was observed that isolated strains grew well 

under mesophilic condition in basal medium (Table 3). Culture of BC/CIMFR-ana-CH4-12 was 
found to sustain in a temperature range between 32-42oC while the optimum growth was 
recorded at 36oC. Strain BC/CIMFR-ana-CH4-14 was able to grow between 29-39oC and 
achieved fastest growth at 34oC. In addition, the pH is an important parameter for growth of 
microorganisms. Each bacterium is having a definite pH growth range and growth optimum [34]. 
Therefore, pH tolerance limit for isolates was found to be diverse. Strain BC/CIMFR-ana-CH4-

12 thrived in a pH range 6.0-7.5 followed by optimal growth at pH 7.5. Further, the isolate 
BC/CIMFR-ana-CH4-14 tolerated pH range 6.5-8.5 and attained its fastest growth at pH 7.0.  

Table 3. Optimal growth condition and biochemical characteristics of isolated strains  

Parameters BC/CIMFR-ana-CH4-14 BC/CIMFR-ana-CH4-12 

Temperature  range (oC) 29-39 32-42 

Optimum temperature (oC) 34 36 
pH range 6.5-8.5 6.0-7.5 

Optimum pH 7.0 7.5 

Catalase test - - 
Indole test - - 

Lipase activity - - 

Protease activity - - 
Starch hydrolysis - - 

Urea hydrolysis - - 

Penicillin G Resistant Resistant 
Streptomycin Resistant Resistant 

Doubling time (td)  14.005 13.702 

Specific growth rate (µ) 0.021 0.021 

Generation time (g) 32.255 31.556 

3.4. Biochemical tests  

Microorganisms play extremely versatile role to their lifecycle and their range of metabolic 
capacities are diverse [35]. The metabolic diversity of isolates was demonstrated by utilizing 
exceptional biochemical tests (Table 3). Accordingly, nitrogen metabolism was determined by 
means of iodole test and both strains were negative for the test, representing that they cannot 
act upon amino acid tryptophan due to the deficient in tryptophanase in their cell. Further, 

catalase and urease activity were also accounting negative for the isolates due to lack of that 
particular enzymes [19]. Additionally, the enzyme activity such as lipase, protease and starch 
hydrolysis were also considered for the study and none of the strain was found to be positive 
for those tests. Moreover, both strains were observed to be penicillin G and streptomycin 
resistant at a concentration of 0.5g/L, may be due to the diverse structure of their cell wall [36].  

3.5. Growth kinetics 

Microbial growth refers to increasing the cell number and it was performed in anaerobic 
basal medium supplemented with acetate under optimum growth condition. Consequence to 
this, growth kinetics was demonstrated as doubling time (t d), specific growth rate (µ) and 
generation time (g), listed in Table 3. The isolates grew with a doubling time between 13.702-
14.005 hours under optimal condition. The doubling time was 14 hours [37] and 11hours was 

reported for formate grown Methanobacterium formicicum [38]. Further, specific growth rate 
(µ) was recorded 0.021/hour for both strains. However, generation time (g) was noticed 
longer for isolated methanoarchaeal strains (31.556-32.255/hour). The specific growth rate 
of methanogenic archaea was reported as 0.049, 0.030, 0.023 and 0.021/hour which were 
variable according to the substrate composition [30]. Additionally, archaebacteria especially 
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methanogens are very slow growing organism [39]. Therefore, doubling time and generation 
time was found to be longer during the course of growth.  

3.6. Membrane study 

The membrane of strain BC/CIMFR-ana-CH4-12 was analyzed by FT-IR and the data were 
collected over the frequency range of 3600-400 cm-1 in order to display the details of spec-

tral changes (Figure 3). During study, the bands such as alkyl (1377, 1463, 2856, 2926 and 
2952cm-1), primary carbinol (1051cm-1), ether (1115cm-1) and hydroxyl functional groups 
(3450cm-1) are very much identical in membrane spectrum [24]. Archaea especially meth-
anogens characteristically possess isoprenoid branched ether linkethe d membrane lipids 
which were also identical [40].  

 

Figure 3. FT-IR spectra of isolated methanoarchaeal (BC/CIMFR-ana-CH4-12) membrane 

3.7. Habitat characterization 

Physico-chemical characterization of the environmental sample can influence the growth, 
behavior, interactions, and existence of the organisms where they residence that environment.  

During energy metabolism, they obtain nutrients from that particular habitat for the 
biosynthesis of cellular macromolecules [41-34]. Therefore, an attempt has been to understand 
the ecological significance of preferred archaeal habitat by exploration of different physico-
chemical and microbiological parameters, presented in Table 4. Accordingly, the pH was found 
to be slightly basic in nature for both habitats. Further, EC was recorded 137 µS for Jitpur 
underground mines and 343.5 µS Moonidih underground mines. Carbon, nitrogen, hydrogen, 

phosphorus, and sulfur are the essential ingredients for biosynthesis of protein, nucleic acid, 
coenzymes and phospho-lipids [41]. Total organic carbon was measured at 3.13% and 9.55% 
for Jitpur and Moonidih underground mines. Comparatively, nitrogen content was found to be 
higher in Moonidih underground coal deposit.  In addition, P and S were found to be rich in 
selected habitat for a cellular biosynthetic pathway in the archaeal cell.  Further, Humic acid 

content was recorded nearly same for both chosen habitats which serve as a catalyst for 
microbial activity [42]. The element such as Fe, Ni, Co, Mo, Cu, Zn, W, Se, and B is vital for 
bacterial growth and metabolism [43-44]. Among them, Fe, Ni, Co, Zn, Cu, Mo, and W are very 
significant for enzymatic activity in the methanogenic pathway [44-46]. After analysis, it was 
experimental that Fe, Ni, Cu, Zn, B, and Se are sufficient to support methanoarchaeal growth 

in the selected environment. Microbiological data revealed that methanogenic isolates were 
found to associate with numerous aerobic and aerobic microbial linages in deep subsurface 
coal deposits. Further, actively microbial biomass carbon and basal soil respiration also reflect 
the availability of carbon for microbial maintenance in selected coal deposits [47]. 
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Table 4. Physicochemical and microbiological characteristics of isolated methanoarchaeal habitat located 
in Dhanbad coal field 

Parameters 
Habitat 

Jitpur underground mines Moonidih underground mines 

pH 8.22 8.15 
Electrical conductivity (µS) 137 343.5 

Total Organic Carbon (%) 3.13 9.55 

Total nitrogen (%) 0.228 0.342 
Humic acid (%) 0.0075 0.008 

Sodium (Na) 30.612 22.286 

Phosphorous (P) 75.608 91.052 
Potassium (K) 7.756 6.350 

Calcium (Ca) 31.053 36.651 

Magnesium (Mg) 16.608 26.288 
Iron (Fe) 72.009 61.026 

Zinc (Zn) 0.124 0.153 

Copper (Cu) 0.105 0.103 
Manganese (Mn) 1.001 1.005 

Nickel (Ni) 0.100 0.011 

Boron (B) 0.030 0.031 
Selenium (Se) 0.593 0.824 

Sulfur (S) 48.356 41.299 

Microbiological parameters 
Aerobic microbial count 1.2x108 9.5x107 

Anaerobic microbial count 2.0x107 2.8x107 

Dehydrogenase activity(µg 
TPF/g/h) 

10.7 10.7 

Soil respiration: 

AMBC (mg/kg) 

 

31.13 

 

62.26 
Total BSR (mg/kg) 1.0 1.4 

BSR (mg/kg) 484 396 

Data are taken as mean value of triplicate. Elements were expressed as ppm. Microbial count was expressed as CFU 

(Colony Forming Unit); AMBC- Actively Microbial Biomass Carbon; BSR- Basal Soil Respiration; TPF- Tri-phenyl 
fomazon 

4. Conclusion 

The study confirms the presence of active methane generating archaeal lineage in under-
ground coal deposits located in Dhanbad which have great ecological importance. Additionally, 
the archaeal assemblage was found to be associated with numerous aerobic and anaerobic 

microbial communities in coal bed as significant habitat. Based on the study isolated strains 
belonged to the genera of Methanococcus spp. and Methanobacterium spp. The research is 
also suggesting that there is intense methane generation activity through the microbial origin 
in a particular environment. Further, it is recommended for chemical measurements to stim-
ulating the activity of existing methanoarchaeal consortia which can improve the understand-

ing of these organisms in the environmental sample.   
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Abstract 

As the petroleum industry strives to make more accurate estimation of in-place amount of reservoir 

fluid and predict their recoverability/ recovery ratio by use of computer simulation, liquid permeability 
data is of non-negligible importance for both sandstone and carbonate reservoir. The liquid permea-

bility of a reservoir rock could be determined either by a direct core sample analysis in the laboratory 

or estimated by using a correlation, which connects air permeability to liquid permeability. Given that 
the industry already has a large amount of air permeability data, the correlation approach for deter-

mining liquid permeability is less capital intensive since it eliminates the need for expensive laboratory 

procedures that would otherwise have been involved in determining this value. In this work, we tested 
the validity of two previously proposed conversion formulae (equation 2 and 4) on a set data acquired 

from the Niger Delta sandstone reservoir in Nigeria and some carbonate reservoirs in the Middle East. 

While equation 2 proves very effective in converting the Niger Delta sandstone reservoir’s air perme-
ability data to liquid permeability at various intervals and varied pressure with a maximum absolute 

average error of 9.65%, equation 4 is ineffective in doing same, giving a minimum average error of 

153.7%. Applied to data from carbonate reservoir, equation 2 also became ineffective. In this case, 
giving a minimum average error value of 69.2%. The results are further indication that carbonate and 

sandstone reservoirs differ significantly in their nature and thus properties; and therefore, behave 

differently when subjected to same conditions; in this case conversion formulae of air permeability to 
liquid permeability.  

Keywords: Air permeability; Liquid permeability; core samples; carbonate reservoir; sandstone reservoir; Niger Delta. 

 

1. Introduction 

The most common types of reservoir rocks are the sedimentary rocks. Sedimentary rocks 
are made up of sediments that have been compacted closely by natural forces. Reservoir 

sedimentary rocks are classified into sandstones and carbonates (limestone and dolomite). 
There are different types of sandstone reservoir rocks such as river sandstones, dune sand-
stones, shoreline sandstones, and delta sandstones. But of primary importance is the delta 
sandstone which is the type of sandstone located in the Niger delta region of Nigeria, where 
rock samples were studied and data acquired for this article. 

The Niger delta sandstone, which is one of the largest oils producing delta sandstones in 

the world with an approximate 34.5 billion barrels of recoverable oil, and 94 trillion feet3 of 
natural gas [1], was formed by a periodic deposition of sediments from rivers (Niger and Be-
nue) flowing into the Atlantic Ocean and wave erosion. The fact that wave erosion shapes the 
delta makes the Niger delta a destructive type. The river being rich in organic sediments flows 
into the Atlantic Ocean and deposits its organic content at the bottom of the ocean which gets 

covered in mud and over time forms black shale which is a source rock where oil and gas can 
be formed. The formed oil and gas over time find their ways to the overlying sedimentary 
rocks and get trapped by the rock cap. 
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In the determination of the productivity and economic viability of reservoir rock, one of the 
major characteristics taken into consideration is its ability to allow fluid transmission through 
it: a phenomenon termed permeability, which is represented by the letter “K.” Without suffi-
cient formation permeability, oil and gas production, secondary and tertiary recovery, and 
carbon sequestration are impossible [3]. To determine the value of this property, core samples 

are taken to the laboratory for analysis.  
For an oil reservoir, of course, it is most desirable that the permeability of the reservoir to 

oil (Koil) is deter-mined to a high degree of accuracy. However, in some cases, a correlation 
approach becomes an important, if not the only method for estimating Koil especially during 
simulation or modeling of the reservoir rock.  

If a reliable formula is established for converting air to liquid permeability, the need for 
expensive experimental procedures for determining liquid permeability during core sample 
testing will not be necessary. This also will be of great value during side tracking for enhanced 
recovery in mature fields where liquid permeability data may not be available, saving time on 
reservoir re-evaluation before side-tracking. This approach cuts down on drilling time and 
resources, which is of great economic importance to drilling contractors. 

Up to this point several attempts have been made in converting between gas and liquid 
permeability. In this article, core sample data from a sandstone reservoir located in Delta State 
of the Niger delta region mentioned above shall be used to test the validity of conversion 
formulae put forward in previous articles.  

 

Fig.1. Present day and ancient shorelines of the Niger River Delta, Nigeria (modified from Burke, 1972) [2] 

2. Overview of permeability and air to liquid permeabiity conversion formulae  

With the discovery of crude oil and the increased use of its products as a primary source of 
energy for humanity came the need for detailed understanding of reservoir petrophysical prop-
erties such as porosity, permeability, relative permeability, capillarity, and saturation. Methods 

of measuring these properties in the laboratory have been developed with yet a constant 
attempt at improving on existing methods for enhanced accuracy.  

The fundamental law of fluid motion in porous media is Darcy’s law. The mathematical 
expression developed by Darcy in 1956 states that the velocity of a homogeneous fluid in a 
porous medium is proportional to the pressure gradient and inversely proportional to the fluid 
viscosity. For a horizontal linear system, this relationship is: 

𝑣 =
𝑞

𝐴
= −

𝑘

𝜇
 

𝑑𝑝

𝑑𝑥
                     (1) 
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where: v is the apparent velocity in centimeters per second and is equal to q/A, where q is 
the volumetric flow rate in cubic centimeters per second, and A is the total cross-sectional 
area of the rock in square centimeters.  

In other words, A includes the area of the rock material as well as the area of the pore 
channels. The fluid viscosity, μ, is expressed in centipoise units, and the pressure gradient, 

dp/dx, is in atmospheres per centimeter, taken in the same direction as v and q. The 
proportionality constant, k, is the permeability of the rock expressed in Darcy units [4].  

With increasing demand on the industry and a need to cut costs of data acquisition and 
improve reservoir fluid production efficiency, attempts have been made in the past to estimate 
permeability from porosity data. However, it has been proven that a direct proportionality 

does not always exist between porosity and permeability since a sample may have large pores 
which are either totally unconnected or have little interconnectivity thereby giving rise to low 
permeability.  

By definition, any fluid can be used to measure absolute permeability. In practice, absolute 
permeability is measured by flowing air through a core sample that has been completely dried 
[5]. However, in laboratory conditions, replacing air with brine or oil in the experiment we get 

permeability to brine and permeability to oil respectively. 
These forms of permeability vary both in the degree of difficulty and cost of measurement 

as well as their values; permeability to air, being the least capital intensive. In as much as 
permeability to air does give an idea of the reservoir rocks’ permeability to liquid, depending 
totally on its value fails to provide a perfect prediction of reservoir fluid productivity especially 

if the liquid is to be produced from the reservoir. This is partly due to the fact that adhesion 
forces between air and reservoir vary significantly to that between reservoir fluid and the 
reservoir rock.  At low rates, air permeability will be higher than brine permeability. This is 
because gas does not adhere to the pore walls as the liquid does, and the slippage of gases 
along the pore walls gives rise to an apparent dependence of permeability on pressure. This 

is called the Klinkenberg effect, and it is especially important in low-permeability rocks [6].  
This, therefore, increases the need for a more accurate and cheaper method of either meas-

uring or estimating the permeability of the reservoir to the liquid expected to be produced 
from it. In an attempt to solve this problem, a number of researchers have studied the possi-
bility of deriving a formula which, when given the reservoir permeability to air, can estimate 

the reservoir’s permeability to liquid with great accuracy. 
In his study Macary [7], working on sandstone reservoirs from different parts of the world, 

applied equation (2) for estimating permeability to brine and equation (3) for permeability to 
oil of a sandstone reservoir from permeability to air with an average error value of 19.21%. 
Log Kbrine=1.0488 Log Kair – 0.7222; R2 = 0.85;          (2)  

Log Koil = 1.0913 Log Kair - 0.4946; R2 = 0.95;          (3) 
Another researcher Al-Sudani et al. [8], in his study on reservoir samples, from different oil 

fields around the Middle East, applied equation (4).  
Kl= A∙ka∙ 𝜑0.09                      (4) 
where Ka and Kl are the air and liquid permeabilities respectively in millidarcy (md). (A = 

0.73) for air permeability values less than unity, and (A = 1.002) for air permeability values 
greater than unity [8]. With this formula, the average absolute error was 4.16%. Further in-
vestigation into the nature of the reservoirs reveals that they are mostly carbonate reservoirs. 
This, however, was not clearly stated in work; giving an impression of general applicability. 

As expected, the above formulae vary greatly given that carbonate and sandstone reser-

voirs differ in their composition and structure: from their chemical components to their phys-
ical characteristics. Table 1 below summarizes the differences between these reservoir rock types.  

The two major differences between carbonate and sandstone reservoirs can be summarized as 
follows: 
1. the site of sediment production,  

2. the greater chemical activity of carbonate minerals [9-10]. 
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Carbonate reservoirs which hold more than 60% of the world’s oil are of immeasurable 
importance to the oil and gas industry and studying their productivity and permeability should 
take their porosity into account. This is because unlike sandstone reservoirs, carbonate res-
ervoirs have varied forms of porosity. These include: 
1. connected porosity existing between carbonate grains 

2. vugs which are unconnected pores resulting from dissolution of calcite by water during 
diagenesis  

3. fracture porosity which is caused by stress after deposition [11]. 

Table 1. Comparison of carbonate and sandstone reservoirs 

Reservoir type Main mineral 
composition 

Site of sediment 
deposition 

Wettability Effect of diagenesis Chemical activity 
of mineral 

Carbonate  Calcite (CaCO3) authochthonous Oil wet/mixed 
wet  

Reduces porosity  Highly active 

Sandstone  Sand (SiO2) allochthonous Water wet Hardly noticeable   Comparatively in-
active 

3. Data acquisition and methodology 

The set of data used for calculations in this article includes air permeability, porosity, depth, 
and pressure. In acquiring data for this article, we examined core samples (Figures 3.-5.) from 

three different wells in the Niger Delta region of Nigeria, namely: Freeman1, Freeman 2ST1, 
and Freeman 3ST1. The samples were taken at different depths, and air permeability and 
porosity measurements were carried out at different pressures.   

As to Freeman1 well the core samples were taken from the interval 8100ft to 8111ft and 
measurements were carried out at 1000psi. The resulting air permeability data fluctuate from 

8160md to 4590md. At 3000psi from interval 8100ft to 8111ft measured air permeability data 
fluctuate between 7200md to 3280md. At 4500psi from interval 8100ft to 8111ft measured 
air permeability data fluctuate between 6640md to 2480md. 

As to Freeman-2ST1 well the core samples were taken from the interval 9351ft to 9363ft 
and measurements were carried out at 1000psi. The resulting air permeability data fluctuate 
from 6280md to 1540md. At 3000psi from interval 9351ft to 9363ft measured air permeability 

data fluctuate between 4010md to 955md. At 4500psi from interval 9351ft to 9363ft meas-
ured air permeability data fluctuate between 3640md to 741md. 

 
 

Fig.3. Core sample from FREEMAN 1 (8100-8111 ft). Fig.4. Core sample from FREEMAN 2 ST1 (9346-

9361 ft)  
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Fig.5. Core sample from FREEMAN 3ST1 (9361-9376 ft). 

In addition to this, core sample data were taken from areas within the Middle East as stated 
by Al-Sudani et al. [7]. 

As to Freeman-3ST1 well the core samples were taken from the interval 9363ft to 9557ft 
and measurements were carried out at 1000psi. The resulting air permeability data fluctuate 

from 9610md to 321md. At 3000psi from interval 9363ft to 9557ft measured air permeability 
data fluctuate between 5610md to 226md. At 4500psi from interval 9363ft to 9557ft meas-
ured air permeability data fluctuate between 4760md to 139md. 

We applied the conversion formulae by Macary [7] (equation 2) and (equation 4) by Al-
Sudani et al. [8] to our data.  

4. Results and discussion 

Refer to appendix for tables and graphs. 
The tables 2 to 10 show the result of applying equation 2 to core sample data from wells in 

the sandstone reservoir of the Niger delta region of Nigeria. Tables 11 to 13 show the results 
of applying equation 4 to the same reservoir, while table 14 and 15 show the results of apply-

ing equation 2 to data from carbonate reservoirs from locations within the Middle East.  
The maximum average absolute percentage error for a chosen interval on the sandstone 

reservoirs from table 2 to 10 is 9.65%. This is obtained from Freeman 2ST1 at a pressure of 
3000 psi. On the other hand, tables 11 to 13 show a minimum average absolute error of 
153.7%; a very significant deviation reflecting the inapplicability of equation 4 to sandstone 

reservoirs. Tables 14 and 15 show a minimum average error of 69.2%. 
The average absolute error observed when applying equation 2 to data from Freeman1 and 

freeman3st well decreases with an increase in the pressure of liquid permeability measure-
ment from 1000psi to 4500psi. However, on applying equation 2 to data from Freeman2st1, 
the average absolute error increases with increasing pressure.   

On each of the intervals examined under fixed pressure of measurement, t he change in 
absolute error values does not follow a particular trend with increasing depth.  

The above suggests that the accuracy of equation 2 for converting air to liquid permeability 
is affected by the depth from which the core sample was taken and the pressure at which 
laboratory liquid permeability data is conducted. The inconsistency in the pattern of their ef-
fects suggests the possibility of another factor (s) that affect the accuracy of the equation 2.  

The large error values encountered when equation 2 is applied to carbonate reservoirs suggest 
that the accuracy of the equation is affected by the chemical composition of the core sample.    

In addition to the above, the large errors seen when equation 2 and equation 4 are applied 
to carbonate and sandstone reservoirs respectively underscores the difference between car-
bonates and sandstone reservoirs. None of the two equations can be universally applied to 
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both sandstones and carbonate reservoirs. However, when applied independently to the sand-
stone reservoirs of Nigeria, equation 2 shows a high accuracy and extends its applicability 
beyond the areas on which it was first applied by Macary [7]. 

5. Limitations 

While the data pool is not large enough to represent the entire reservoir structure of the 

Niger Delta region of Nigeria, by applying the formula at varying intervals and different pres-
sure conditions, we have tried to accommodate varying reservoir conditions.  

Bearing in mind that the main reservoir rock of the Niger Delta is the Agbada formation, it 
is reasonable to assume that the calculations fairly represent the applicability of this formula 
for converting air to liquid permeability in the Niger Delta. This work has calculated liquid 

permeability to brine and has made no attempt at calculating liquid permeability to oil. Though 
the formula for the later calculation is stated in work, laboratory data is not available to us, 
and we, therefore, cannot estimate errors.  

6. Recommendations  

To further solidify the veracity of this formula, more data from other sandstone reservoirs 
from around the world should be tested. In addition to this, further research should be carried 

out to understand the relationship between porosity and the accuracy of the formula and find 
the possible air permeability range for which the formula is most accurate. These recommen-
dations are made on the following observations: 

In Freeman1 well, the highest percentage error was 8.20% at a porosity of 32.5 and air 
permeability of 4160 milli Darcy at a pressure of 3000 psi while the lowest was -5.117% at a 

pressure of 3000 psi, permeability of 4760 mD and porosity of 31.1 such trends are visible 
throughout the entire tables.  

With shale content likely not playing a significant role in the accuracy of the formula be-
cause of brine, the chances are that the formula has limitations to either porosity, pressure or 
air permeability values. These factors may act independently or in combination to affect the 

accuracy of the formula. 

7. Conclusions 

1. Equation 2 which was initially proven to be effective in Nubia “C” reservoir extends its 
validity and consistency to sandstone reservoir of the Niger Delta region of Nigeria under 
varying pressure conditions and reservoir depths. 

2. Application of equation 4 to sandstone reservoir of the Niger delta region of Nigeria, showed 
a considerably large error margin in comparison to its application in some Iraqi and Egyp-
tian oil fields with predominantly carbonate reservoir rocks.  

3. Application of equation 2 to data from the Iraqi and Egyptian oil fields proves to be ineffec-
tive for conversion of air permeability to liquid permeability. 

4. The above observations suggest that due to the varying nature of sandstone and carbonate 
reservoirs, a formula developed for converting air permeability to liquid permeability in 
carbonate reservoirs cannot be applied effectively for the same conversion in sandstone 
reservoirs and vice-versa. 

5. This method of estimating liquid permeability from core sample air permeability data which 
has been proven effective in a good number of oil fields goes a long way to save cost and 

time. This is valuable for the development of new oil fields and revitalization of mature 
fields. 
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Abstract 

The biggest identified problems with the use of locally manufactured construction grade cement in 

Ghana are; unpredictable thickening time, premature gelation of cement slurries and low strength 

development as compared to imported cementing samples. Locally manufactured cement hardly meet 
the physical properties exhibited by the imported cement sample , but with proper design of local 

cement, the important properties required for oil well cementing could be attained. This research fo-

cuses mainly on enhancing the physical properties of local cement using oil well cement additives. 
Laboratory investigations on both local and imported cement to determine physical properties such as 

thickening time, fluid loss, free fluid and rheology were conducted at bottom hole circulating temper-

ature of 66°C (150°F). The cement slurries were tested in accordance with API Specification 10A and 
API Recommended Practice 10B. The results show that with the right selection of additives, local ce-

ment (CEM A) could be used as an alternative for imported class G cement for cementing operations 

in terms of the physical properties tested. By working in conjunction with local cement manufactures, 
oil companies can help ensure local cement maintains consistency. 

Keywords: Additives; Free Fluid; Fluid Loss; Rheology; Thickening Time. 

 

1. Introduction 

Oil well cementing involves placing cement slurry from the surface to several thousands of 
feet below the surface of the earth [1-2]. The cement slurry which consists mainly of cement, 

water and performance-controlling additives [3] is pumped down the casing and up the annu-
lus, where it is allowed to set and harden [4]. In oil well cementing, less error is tolerated as 
compared to conventional construction work. Oil well cement slurry must , therefore, be care-
fully designed to meet technical requirements such as optimum thickening time, low viscosity, 
low free fluid, adequate strength, fluid loss control, high sulphate resistance and overall high 

durability [5-6]. Oil well cement are formulated to provide the required physical properties at 
the downhole conditions of pressure and temperature. The high temperatures and pressures 
encountered downhole impose severe requirements on the setting behaviour of the oil well 
cement. The premature setting can have disastrous consequences; whereas too long setting 
times can cause financial losses due to excessive “wait-on-cement (WOC)” times [6]. Due to 

the important role of cement in oil and gas cementing operations, the oil industry purchases 
cements manufactured in accordance with American Petroleum Institute (API) specifications 
for cementing operations. This special class of cement is called Oil Well Cements (OWCs). 

In spite of the usage of API specified cement, conventional construction (local) cement have 
been used for oil well cementing in many parts of the world for various reasons such cost, 
availability and logistics [7]. However, the situation is not the same in Ghana as all the pro-

duced cement goes into the building and the road sectors [8] of the economy. The biggest 
identified problems with the use of locally manufactured construction grade cement in Ghana 
are; unpredictable thickening time, premature gelation of cement slurries and low strength 
development as compared to imported cementing samples [5, 9]. Locally manufactured cement 
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hardly meet the physical properties exhibited by the imported cement sample. However, with 
the right formulation of locally manufactured cement, the important properties required for oil 
well cementing would be attained. This research work, therefore, focuses mainly on designing 
cement slurry using locally manufactured cement and cement additives as alternative for oil 
and gas cementing operations in Ghana. 

2. Universal cement system(UCS) additive  

For several years, a service company has identified the value that could be created for its 
customers by the use of locally manufactured cement, particularly in areas remote from loca-
tions where oil well cement are manufactured. To overcome the problems associated with local 
cement, the service company developed and tested a product that allows non-API specification 

(local cement) to be used in oil well cementing designs and application and also manages 
problems associated with the local cement. This product is commonly referred to as Universal 
Cement System (UCS) additive. In the majority of cement tested worldwide, UCS additive has 
allowed the formulation of consistent slurry recipes with locally manufactured cement at con-
centrations that make it economically desirable. The physical properties that a UCS additive 
can provide include enhances compressive strength, controls fluid loss, controls rheology, im-

parts chemical resistance, controls premature gelation, and allows use in freshwater and sea-
water [10].  

UCS additive can be added to cement that might not normally be usable in oil well cement-
ing, such as those often produced in developing countries, those with high alkali sulphate and 
high free-lime content, and ASTM Type I/II construction-grade cement. UCS additive may be 

available in liquid or powder form (Fig. 1). The application of the powdery UCS is always pre-
blended with the dry cement and not added directly to the mixing water for maximum results. 
The UCS additives can counteract the difference of the physical properties often seen between 
different batches of locally manufactured cement, reducing the high gelation effects, imparting 
chemical resistance, allowing their use at temperatures up to 250°F. The application of Gela-

tion Control Additive (GCA) or UCS-additive of 1% by weight of cement (bwoc) has shown 
resistance to sulphate attack similar to that of a class G oil well cement . The sulphate re-
sistance testing was based on ASTM C102. The untreated, non-resistant cement used in the 
study expanded and showed sulphate attack during a 90 day test period [10]. 

 

Fig. 1 UCS Additive in Powder and Liquid Form [10] 

3. Materials and methods 

3.1. Materials 

A brand of cement available on the Ghanaian market and commonly used by Ghanaians for 

construction purposes was purchased from retail outlets for the cement slurry formulation. 
Fresh water from a company’s laboratory was used for the cement slurry formation. Additives 
such as defoamer, fluid loss additive, retarder and Universal Cement System (UCS) were ob-
tained from a service company in Port Harcourt, Nigeria. The additives used in the cement 
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composition were selected based on the test pressure and temperature conditions. UCS was 
employed to reduce the premature gelation or to improve upon the rheological properties of 
the local cement slurry at elevated temperature. Retarder and fluid loss additive were used to 
increase the setting time and control fluid loss of the cement slurry at high pressures and 
temperatures respectively. Defoamer was also used to remove slurry foam during cement 

slurry formulation. 

3.2. Experimental design 

Laboratory experiments were performed on local CEM A to formulate a cement slurry recipe 
for oil and gas well cementing operations. The locally manufactured CEM A was blended with 
different percentages of additives to deal with the premature gelation associated with locally 

manufactured cement at high temperature. The cement slurry was tested at BHCT of 150oF. 
The cement slurry and specimen preparation were carried out by closely following API Speci-
fication 10A. The physical properties were determined by closely following API Specification 
10A, and API Recommended Practice 10B [2, 11]. The physical properties tests conducted in-
cluded thickening time, free fluid, fluid loss and rheology of the cement slurry (Table 1). Two 
modified cement slurries for CEM A were also tested for physical properties using the test 

conditions and slurry composition presented in Table 1. 

Table 1 Experimental conditions and slurry composition 

Test Condition Units CEM G CEM A Modified CEM A1 Modified CEM A2 

BHST °F 190 190 190 190 

BHCT °F 150 150 150 150 

BHP psi 7900 7900 7900 7900 

Heat Up Time min 53 53 53 53 

Water 

Water Type - Fresh Water Fresh Water Fresh Water Fresh Water 

Water Requirement gal/sk 5.03 5.03 5.03 5.03 

Chloride Content ppm 400 400 400 400 

Cement 

Cement Weight % bwoc  100 100 100 100 

Slurry Weight ppg 15.8 15.8 15.8 15.8 

Mixing Fluid gal/sk 5.11 5.11 5.11 5.11 

Yield cu.ft/sk 1.16 1.16 1.16 1.16 

Additives 

UCS % bwoc  - - 1 1 

Defoamer gal/sk 0.02 0.02 0.02 0.02 

Fluid Loss Agent % bwoc  0.5 0.5 0.5 0.5 

Retarder % bwoc  0.18 0.18 0.3 0.18 

3.3. Thickening time testing 

The results of the laboratory thickening time tests provide an indication of the length of 
time that cement slurry remains pumpable [12]. That is, the time after initial mixing when the 
cement can no longer be pumped [13]. The consistency of cement slurry is expressed in 
Bearden units of consistency (Bc) [12]. The Thickening Time (TT) test was performed in a High-
Pressure High-Temperature (HPHT) Consistometer that is usually rated at pressure up to 30 

000 psi and temperatures up to 400oF. The cement slurry was mixed according to API proce-
dures and then placed in a slurry cup into the consistometer for testing. The testing pressure 
and temperature were controlled to simulate the conditions the slurry will encounter in the 
well. The test concluded when the slurry reached a consistency considered unpumpable in the 
well. The maximum consistency during 15 minutes to 30 minutes after the initiation of the 

test and the time for the cement slurry to reach the consistency of 100 Bc were recorded [2, 11]. 
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3.4. Free fluid testing 

The purpose of a free fluid test is to measure the excess fluid in the cement slurry not 

required to fully mix the dry cement blend [14]. The cement slurries were preconditioned in a 
Model 165AT Atmospheric Consistometer for thirty minutes. The preconditioned slurry was 
remixed within 10 seconds and poured into a 500 ml graduated flask according to API Speci-
fication 10A [2]. The mouth of the flask was sealed and then placed on a vibration free surface 
for 2 hours. The slurry was then examined for any free fluid on the top of the cement column. 
This free fluid was decanted and measured with a syringe to determine the percent of free 

water ( φ ) based on the weight and the specific gravity of the cement using Equation (1). 

S

gFF
m

100
 x S x )(V                   (1) 

where VFF is the volume of free fluid collected (supernatant fluid), expressed in millilitres; Sg 
is the specific gravity, and ms is the initially recorded mass of the slurry in grams.  

3.5. Fluid Loss Testing 

Fluid loss tests are conducted to establish API procedures to help determine the relative 
amount of fluid loss that will occur in a given cement slurry. The amount of filtrate lost by the 

fluid under bottomhole temperature and 1 000 psi differential pressure is measured in this 
test [11]. A differential pressure normally exists to prevent fluid flow from the formation into 
the wellbore, and most formations have pore throats that are too small to allow cement par-
ticles to invade the formation. However, if a differential pressure exists into the formation, the 
water in the cement slurry can leak into the formation. After conditioning the slurry at the 

Bottomhole Circulating Temperature (BHCT) for thirty (30) minutes, the slurry was placed in 
the fluid cell, and a differential pressure of 1 000 psi was applied across the 325 mesh screen 
for about thirty minutes. For tests that “blowout” before 30 minutes in API fluid loss was 
determined using Equation (2). 

T

5.477 x Q x 2
  Qat  Loss Fluid t

mins 30               (2) 

where Qt is the volume (mL) of filtrate collected at the Time T (mins) of the “blowout”. 

3.6. Rheology testing 

Rheology of cement slurries is of great importance for the design, construction and quality 
of primary cementing. Knowledge of the rheological properties is necessary to assess the 
possibilities for mixing and pumping cement slurries, determine the relationship of pressure 
to depth during and after repression, return circulation to calculate the phase of “free fall”, 
forecasts temperature profile during pumping a cement slurry, design and capacity required 

for optimal suppression of cement puree [15]. According to Shahriar [16], the fundamental 
knowledge of oil well cement slurry rheology is necessary to evaluate the ability to remove 
mud and optimise slurry placement. Incomplete mud removal can result in poor cement bond-
ing, zone communication and ineffective stimulation treatment [17]. The Rheology of fluids also 
has a major effect on solids setting and free fluid properties and also on the friction pressures [14]. 

Because rheological testing is typically conducted at atmospheric pressure, the maximum 
temperature is limited to about 190oF [11]. The shear stress and shear rate behaviour of the 
slurry at different temperatures was measured in this test. The rheological properties of the 
fluid samples used in this study were measured using Fan Viscometer Model 35A. The prop-

erties of interest studied included Plastic Viscosity (µp) and Yield Point ( oτ ). The plastic vis-

cosity and the yield point value were obtained using Equations (3) and (4) respectively [20-21] 

)θ1.5(θ μ 100300p                   (3) 

p300o μθ τ                      (4) 
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where θ 300 is 300 rpm dial reading, and θ 100 is 100 rpm dial reading. 

4. Results and discussions 

4.1. Thickening time analysis 

According to Broni-Bediako et al. [5], locally manufactured cement in Ghana pump shorter 
as compared to imported class G cement and would require more additives to bring up the 
thickening time of the local cement. Fig. 1 showed the results of the thickening time of locally 
manufactured CEM A and imported class G cement mixed with various concentrations of re-
tarder, defoamer, UCS and fluid loss additive and tested at 1 2250 ft, 7 900 psi and 150oF 

(Table 1). From Figure 1, it could be seen that the modified local cement appeared to have 
improved and better thickening time than imported class G. The thickening times of locally 
modified local cement showed longer setting with a slow increase in consistency of the cement 
slurry. This gives an idea that with the right concentration of additives, locally manufactured 
cement could be used at elevated temperatures without the cement slurry setting prema-

turely. The improvement in the value of the thickening time could be due to the right c oncen-
trations of UCS that were blended with the local cement. According to Hibbeler et al. [7], in 
choosing between available class G cement or considering the option of using a construction 
grade cement, the primary performance factors of concern are retarder response and early 
gelation of the cement slurry.  

 
Fig. 1. Thickening time vs. consistency at 150oF  

From the result presented in Fig. 1, 
local cement responded very well to 
retarder concentrations. Furthermore, 

the locally manufactured cement was 
compatible with a fluid loss agent, 
defoamer and universal cement sys-
tem used for the cement slurry de-
sign. The modified CEM A1 with a re-

tarder of 0.3 by weight of cement 
(%bwoc), a fluid loss additive of 0.5 
%bwoc, defoamer of 0.02 %bwoc and 
UCS of 1% bwoc (Table 1), the local 
cement appeared to pump longer and 

better than the imported class G ce-
ment (Fig. 1). The end of thickening 
time test was considered to be 70 Bc. 
At the consistency of 70 Bc, the mod-
ified CEM A1 pumped about 188 minu- 

tes (3 hrs: 8 mins)longer than the imported class G. The results of the thickening time showed 
that the modified cement slurry had been overdesigned when compared with the imported 
class G cement. However, the results revealed that the modified locally manufactured cement 
CEM A1 could be used for cementing oil wells which require operating time of 7 hours or less. 

From Fig. 1, the modified CEM A2 appeared to have a better slurry design than the modified 
CEM A1 when both are compared with the imported class G cement. The modified CEM A2 

with a retarder of 0.18 %bwoc, a fluid loss additive of 0.5 %bwoc, defoamer of 0.02 %bwoc 
and UCS of 1 %bwoc (Table 1), proved to pumped shorter than modified CEM A1. All the 
concentrations of additives used in the modified CEM A1 were maintained for modified CEM 2 
except the retarder’s concentration. The addition of UCS of 1 %bwoc and a retarder of 0.18 
%bwoc gave a better thickening time results which compared favourably with the imported 

class G cement. At the consistency of 70 Bc, the modified CEM A2 pumped about 343 minutes 
(5 hrs: 43 mins) but 85 minutes (1 hr: 25 mins) shorter than the modified CEM A1 (Fig. 1). 
Comparing the modified CEM A2 and imported cement, the modified CEM A2 pumped 104 
minutes (1 hr: 43 mins) longer than imported cement. The increase in the thickening time 
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values was due to the addition of the right concentration of UCS as the UCS played an imper-
ative role by acting as a retarder in addition to its primary function. Normally, a contingency 
time of 1 hour is added to the pumping time to allow for possible equipment failure [23]. 
Therefore, modified CEM A2, would be suitable for 283 minutes (4 hrs: 43 mins) cementing job. 

4.2. Free fluid and fluid loss analysis  

When cement is setting, free fluid separates from the slurry, settling at the top of the 
cement column or in small water pockets if the well deviates. This water can create channels 
while moving at the top of cement, resulting in a poor cement bond or casing failure if the 
water pockets are between the casing to the casing annulus [14]. The results of free fluid 
between the locally manufactured cement and imported class G at 150oF and 7 900 psi (Table 

1) is presented in Table 2. The modified CEM A1 and A2 proved to have no free fluid when 
mixed with a fluid loss additive at 0.5 %bwoc. In terms of fluid loss, both the imported class 
G and modified cement samples compared favourably (Table 2). According to Anon [24], under 
standard laboratory conditions (1 000 psi filter pressure, with a 325 mesh filter) a slurry for a 
squeeze job and primary cement job should give a fluid loss of 50-200 cc and 250-400 cc 
within thirty (30) minutes respectively. The results showed at both modified CEM A1 and CEM 

A2 could be used for squeeze cementing and primary cementing operation per the recom-
mended value by Anon [24].  

Again, the results compared favourably with the recommendation by Boškovic et al. in 
2013. According to Boškovic et al. [15], fluid loss for class G cement is not precisely defined 
by API Specification, but they recommended that within thirty (30) minutes test period up to 

1000 cc, 500 cc, less or equal to 100 cc and 30-50 cc respectively is vital for cementing techni-
cal casing string, production casing string, liner casing and gas wells. From the results, the 
modified CEM A1 and CEM A2 could be used for cementing technical and production casing string. 

Table 2. Fluid Loss and Free Fluid at 150oF 

Cement Type CEM G CEM A Modified CEM A1 Modified CEM A2 

Fluid Loss (cc/30 minutes) 90 70 190 136 

Free Fluid @ 90 deg incl. (%) 0 0 0 0 

4.3. Rheology analysis 

The rheological properties of oil well cement (OWC) slurries are important in assuring that 
such slurries can be mixed at the surface and pumped into the well with minimum pressure 

drop, thereby achieving effective well cementing operation [22, 23]. The basic reason for deter-
mination of rheological properties was to predict plastic viscosity and yield point values. In 
general, the problem of pumping cement slurry through wellbore occurs when plastic viscosity 
becomes high [25]. The introduction of 1% bwoc UCS additive to the local cement produced 
slurries that were pumpable with viscosities that compared favourably with that of the im-

ported class G cement at 150oF. The result of rheological properties of modified local cement 
and imported class G cement at 150oF is presented in Table 3.  

Table 3. Rheological properties of modified local and imported cement samples at 150oF 

Rheology @ BHCT of 150 oF 
CEM G CEM A Modified CEM A1 Modified CEM A2 

Dial Reading 

300 rpm 158 298 100 73 

200 rpm 125 240 72 52 

100 rpm 90 172 42 31 

6 rpm 35 86 5 4 

3 rpm 27 71 3 3 
Plastic viscosity (cp) 102 189 87 63 

Yield point (lb/100 ft2) 56 109 13 10 
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At a BHCT of 150oF, the problem of premature gelation associated with the local cement 

slurry was dealt with. This could be attributed to the introduction of the right concentration of 
UCS. The plastic viscosity for all the cement samples was below 100 cp, which according to 
Abbas et al. [25] is desirable to keep cement slurry pumpable. The values of the Yield Point 
calculated also showed that all the slurries were pumpable at 150oF (Table 3) though a little 

below 15 lb/100 ft2 recommended by Salehi and Paiaman [26]. Comparing the imported class 
G cement sample and the modified CEM A1 and CEM A2, the modified cement appeared to 
have rheological stability than the imported cement sample. Notwithstanding, both modified 
cement and imported cement are pumpable. The rheological results for all the local cement 
after the introduction of 1 %bwoc of UCS additive showed lower rheological values than the 
imported class G cement at a temperature of 150oF. 

 

Figure 2 Shear stress vs. shear rate at 150oF 

5. Conclusions 

From the research, it could be concluded that: 
i. Locally manufactured modified CEM A, proved to have better properties suitable for appli-

cation in oilwell cementing operations, in terms of fluid loss, thickening time, and free water 

when tested at 150oF. 
ii. Locally manufactured CEM A is compatible with Universal Cement System. The addition 1 

%bwoc of Universal Cement System additive reduced the premature gelation associated 
with local cement thereby improving the bulk-flow characteristics at 150oF. 

iii.  Locally manufactured CEM A responded very well with the retarder used and can be used 

to achieve the require thickening time for oil and gas well cementing operations.  

6. Recommendation 

It is recommended that further tests be conducted to ascertain the stability of locally man-
ufactured cement under High Pressure, High Temperature (HPHT) conditions. 
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Abstract 

This study evaluated the potential of unmodified yam peel carbon (UYPC) and Zinc chloride acti-
vated yam peel carbon (AYPC) as low cost sorbent for remediation of crude oil from aqueous 

solution. Their efficiencies on the adsorption of crude oil from the water were investigated through 
batch adsorption studies. The crude oil obtained was characterized, and properties such as viscos-

ity (kinematic and dynamic), pH, density, specific gravity, and API gravity were determined. Ther-

mal properties such as heat of combustion, thermal conductivity, specific heat capacity and latent 
heat of vaporization were also determined. Proximate analyses were carried out on the raw yam 

peels, and the physiochemical properties were examined after carbonization. The AYPC was found 

to be more efficient than UYPC in removing oil from water under the varied conditions of pH (3 to 

13), concentration (2.0 to 5.0 g/L), time (0 to 80 min) and dosage (0.2 to 1.4g). AYPC sorption 
of crude oil required a much lesser dosage compared to UYPC to obtain maximum removal. The 

adsorption experiment gave the optimum conditions of pH 7, and contact time of 40 mins for both 

sorbents. The equilibrium adsorption test conducted showed that the Langmuir isotherm is a better 
fit for the adsorption of the crude oil on AYPC and the Freundlich model was a better fit for UYPC. 

The kinetics studies showed that Pseudo-second order kinetics is a better fit for both sorbents than 

the pseudo first order model. The intra-particle diffusion evaluation revealed the influence of film 
diffusion and external mass transfer. The sorbents were found to be very effective as low cost 

materials for treatment of oil spill waters. 

Keywords: Oil spill; sorption; crude oil; remediation. 

 

1. Introduction 

The oil spill is the main source of oil contamination in water which is a result of the 
unintentional introduction of oil into the environment during the extraction, production, trans-
portation or storage processes. When the oil is explored, transported and stored and its de-
rivatives are used, there is a risk for spillage with the potential to cause significant environ-

mental impact [1]. In recent times, major environmental pollution of soil and water is due to 
hydrocarbon contamination resulting from petrochemical industries activities. It can be caused 
by accidental discharge of petroleum industries products into the environment; it can also be 
caused by human activity. Hydrocarbon compounds are known for its carcinogenic and neu-
rotoxic behavior. The overall annual intake of petroleum hydrocarbon around the world is very 

high, and it is approximately about 1012 US gallons [2]. Higher concentration of the 
hydrocarbon molecules, which are the main constituent of crude oil and petroleum products 
are highly toxic to living beings, including humans. Petroleum produc ts also comprise trace 
amounts of sulfur and nitrogen compounds, which are hazardous and can react with the 
environment to produce secondary poisonous chemicals [3]. 
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The oily wastewaters and produced waters generated from oil and gas exploration activities, 
crude oil refinery, petrochemical and petroleum refining plants, steel manufacturing and metal 
works, vehicle repair, and various types of manufacturing plants are other sources of water 
contamination by oil. The discovery of oil has so much influenced the world’s economy that it 
appears to be one of the major sources of energy in homes and industries. At the same time, 

it has constituted a huge source of environmental disaster. Contaminated water cannot be 
used as a municipal water supply in industry, or for irrigation [4]. With oil continuing to pour 
into the Gulf of Mexico, the Deepwater Horizon drilling rig explosion, which occurred on April 
20, 2010, has been described as the worst environmental disaster in U.S history.  Every year 
approximately 5 million tons of petroleum oil is shipped across the oceans in shipping contain-

ers which place the marine life and the ecosystem at high risk [5]. Oil spills can also affect 
marine life, birds, and plantation. In 2010 the BP Deep Horizon rig was lit in flames leading to 
the death of 11 workers and released approximately 5 million barrels of oil into the Gulf of 
Mexico. The oil spills lasted for three months which led to the death of a huge population of 
marine animals and polluted 320 km of shorelines [5]. Oil spills are a common event in Nigeria. 
Half of all spills occur due to pipeline and tanker accidents (50%), other causes include sabo-

tage (28%) and oil production operations (21%), with 1% of the spills being accounted for by 
inadequate or non-functional production equipment. Corrosion of pipelines and tankers is the 
rupturing or leaking of old production infrastructures that often do not receive inspection and 
maintenance [4]. Oil in water constitutes a major contaminant and research are ongoing to 
develop techniques for removing these contaminants, especially from low cost agricultural 

waste. There are many techniques available for oil-in-water separation regardless of being 
physical, biological or chemical such as gravity separation, chemical treatment methods, flo-
tation system, coagulation, filtration, hydrocyclone, electrical process, reverse osmosis and 
membrane reactor which offer advantages and drawbacks over others [6]. Some existing 
methods are expensive, and sometimes some supplementary treatments are needed in order 

to achieve the stipulated environmental standards. Among these methods, the sorption pro-
cess has emerged as a highly efficient treatment method due to its simplicity of the design, 
ease in operation and inert to toxic substances in removing dissolved organic components from 
water.  

The high commercial sorbent costs and stringent environmental regulations have resulted 

in the need to develop low-cost sorbents derived from biomass materials, such as wheat straw, 
sawdust, rice residues, corncob, coconut husk, kapok fibers, cotton, wool and wood [7-9]. The 
advantages of these materials include being low cost, biodegradability, and non-toxicity. 
Among the main existing oil removal techniques, the sorption process has gained high popu-
larity as it is one of the easiest and most cost effective physiochemical methods for removing 

contaminants from aqueous solution [10]. Synthetic organic polymers such as polypropylene, 
polyurethane, and polyethylene have been widely used to remove oil. Synthetic polymers have 
a high sorption capacity, but their major drawbacks are non-biodegradability and high cost. 
Over the years, researchers have tried to use adsorption as a technique for the control of 
environmental pollution from heavy metals and oil spills. Intensive researches have been done 
on various sorbents for oil spills control, and both their thermodynamic and kinetic studies 

have been reported. The highly hydrophobic characteristics of biomass combined with its high 
porosity develop a capillary force towards the adsorption of oils. Vegetal tissues, with the large 
surface area and big pores, tend to adsorb organic contaminants through physical and chem-
ical mechanisms, in a similar way to charcoal. Several researchers, while studying the 
adsorption of oil by-products using different types of biomass, have observed the promising 

character of these materials as adsorbents [11]. it was observed that the application of carbon 
in the form of commercial activated carbon or charcoal (ACC), which had proved to be very 
effective in treating most complex industrial wastewater, is exorbitantly expensive and about 
10–15% of it, is lost during regeneration [12]. Therefore there is a need to source for a cheap 
alternative form of effective carbon-based adsorbents. However, the use of yam peel carbon 

and its zinc chloride activated form for crude oil removal hasn’t been established. The aim of 
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this study was therefore to utilize yam peel carbon, and its zinc chloride activated derivative 
as low cost sorbents for crude oil removal from aqueous solution.   

2. Experimental 

2.1. Sampling 

Waste yam peels were collected, washed and dried in sunlight for one week. The sundried peels 
were further dried in an oven at 1100C for one hour. The crude oil was obtained from Warri 
refinery and petrochemical company (WRPC) in Warri, Delta state of Nigeria. 

2.2. Characterization of crude oil and proximate analysis of yam peels 

The physical properties of the crude oil such as density, specific gravity, viscosity, and 
thermal properties were determined using ASTM methods (ASTM D1298-95, ASTM D445-01). 

The proximate analysis of the yam peels such as moisture content, ash content, crude fibre, 
crude protein, carbohydrate, and crude fat were determined using standard methods [13].  

2.3. Carbonization of the yam peels 

The dried yam peels were carbonized in a muffle furnace at 4000C for 1hr in the absence 
of air. The charcoal obtained was allowed to cool, grounded, and sieved to obtain a uniform 
particle size. This was then stored in a plastic container as Unmodified Yam Peel Carbon (UYPC).  

2.4. Chemical activation of the carbonized yam peel 

Two hundred grams (200g) of the carbonized material was divided into two equal portions. 
100g was transferred into a beaker mixed with 150mL 0.1M ZnCl2 until the mixture formed 
paste. The paste was transferred into a dry crucible, oven dried for 1hr at 1050C and finally 
introduced into the muffle furnace and heated at 5200C for 2 hrs in the absence of air so as 

to increase the surface area of the sample for the adsorption process. It was then cooled at 
room temperature, washed with distilled water until the filtrate obtained a pH of about 7. The 
washed activated carbon was dried for 3hrs in an oven at 1050C and then stored in a plastic 
container as the Activated Yam Peel Carbon (AYPC) [14]. 

2.5. Fourier Transform Infrared spectroscopy analysis 

The Infra-Red spectra of the samples were obtained before and after the adsorption analysis 
for the activated and inactivated portion of the sample using a Fourier t ransform infra-red spec-
trometer. This was carried out to identify the functional groups that were responsible for ad-
sorption.  

2.6. Batch sorption experiment 

The adsorption analysis was carried out by a batch process. A definite concentration of the 
crude oil was prepared (18g in 2.5L of distilled water). The adsorption experiments were car-
ried out by agitation of AYPC and UYPC in required amounts with 50mL of the oil/water mixture 

at room temperature in an orbital shaker. Several parameters affect the uptake on the adsor-
bent, so studies were undertaken to choose the best conditions. The adsorptions were carried 
out at various pH  (3.0 -13.0), the pH of the working mixtures was adjusted to the desired 
value with 0.1M HCl or 0.1M NaOH, contact time (0-80min), initial crude oil-water concentra-
tions (2.0 – 5.0 g/L) and adsorbent dosage (0.2 – 1.4g). At the end of a preliminarily deter-

mined period of time, samples were withdrawn by vacuum filtration and analyzed using UV 
adsorption spectrophotometer to obtain the final concentrations of the oil in the sample. The 
amount of crude oil adsorbed per unit mass of adsorbent at equilibrium, (qe mg/g), or at time 
t, (qt) were calculated according to the following relations; 
qe = (Co - Ce) 

𝑣

𝑚
                                                                        (1) 
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qt = (Co - Ce) 
𝑣

𝑚
                                                                        (2) 

where Co and Ce are the initial and final concentrations of crude oil (g/L), v is the volume of 
the crude oil-water mixture (L), m is the amount of adsorbent used (g). The percentage of oil 
removed was determined using the equation; 

% Removal = (Co - Ce) 
100

𝐶𝑜
                     (3) 

Adsorption data obtained from the effect of initial concentration and contact time were 
employed in testing the applicability of adsorption isotherm and adsorption kinetics respectively. 

3. Results and discussion 

3.1. Characterization of the yam peel and sorbents 

The result of the proximate analysis of the yam peel as well as the characterization of UYPC 

and AYPC are shown in Table 1. The proximate analysis presented the low amount of moisture 
content, ash content, crude fiber, crude protein, and crude fat. The low crude fiber value of 
the yam peel obtained indicated its usefulness in producing a good activated carbon [15]. Crude 
protein is an organic compound, and the low organic material is necessary to produce activated 
carbon with low ash content [16]. The result for the characterization of the sorbents showed a 

lower bulk density of AYPC than that of UYPC. Generally, the lower the bulk density, the higher 
the porosity and surface area. This suggests that AYPC would be more efficient as a sorbent 
for crude oil remediation than UYPC.  

Table 1. Proximate analysis of yam peel and sorbents characterization 

Parameter Yam peel UYPC AYPC 

Moisture content (%) 5.81 0.50 0.48 

Ash content (%) 4.99 14.0 13.2 
Crude fibre (%) 11.40 -  

Crude protein (%) 10.58 × 10-5 -  

Crude fat (%) 0.61 × 10-5 -  
Carbohydrate content (%) 78.01 -  

Bulk density (g/cm3) - 0.210 0.192 

Carbon yield (%) - 69.1 71.3 

3.2. FTIR analysis 

Fourier Transform Infra-Red (FTIR) analysis determined for UYPC and AYPC before and 
after sorption of crude oil and the absorption bands are presented in Table 2.  

Table 2. FTIR spectra absorption bands of the sorbents before and after crude oil uptake  

Sample Functional groups 

O-Hstr C-Hstr C-Ostr C-Nstr 

UYPC before sorption 3404 cm-1 2930 cm-1 1388 cm-1 
1122 cm-1 

1049 cm-1 

2381 cm-1 

UYPC after sorption 3420 cm-1 2926 cm-1 1383 cm-1 

1267 cm-1 

1157 cm-1 

2371 cm-1 

AYPC before sorption 3431 cm-1 N.D 1434 cm-1 

1050 cm-1 
2359 cm-1 

AYPC after sorption 3430 cm-1 2929 cm-1 1437 cm-1 

1050 cm-1 

2364 cm-1 

Some functional groups were revealed which were responsible for the sorption character-
istics of the sorbents. The band at 3404 cm-1 (broad peak) was indicative of a hydroxyl func-

tionality of absorbed water which became more intense after activation giving a peak at 3431 
cm-1 (narrow and sharp). The   C-Ostr peaks observed for UYPC became sharper and more 
intense after activation, showing two distinct peaks at 1434 cm-1 and 1050 cm-1. The peaks 
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observed for the Nitrile functionality also became more intense and distinct after activation. 
The peaks around 2900 cm-1 indicate C-Hstr of alkane which was not detected after activation. 
The C-Hstr was again observed after adsorption which is most likely from the adsorbed crude 
oil. Slight differences in absorption bands after crude oil sorption showed that the functional 
groups of both adsorbents were utilized in the removal process. 

3.3. Physical and thermal characterization of crude oil 

The physical and thermal properties of the crude oil are presented in Table 3. Watson and 
Nelson [17], depicted a relationship between crude oil gravity and characterization parameter: 
that lower gravity crudes tend to be more naphthenic, while higher-gravity crudes tend to be 
more paraffinic. From the experimental data obtained for the crude oil sample, it indicates 

that it contains more paraffinic components and less naphthenic components. 

Table 3. Physical and thermal properties of the crude oil 

Parameter  Value 

pH 6.203 
0API gravity (Degrees) 37.6 

Density (g/cm3) 0.814 

Kinematic viscosity (cSt) 1.1 

Dynamic viscosity, (cP) 0.895 

Heat of combustion, Qv (cal/g) 10,642.3 

Thermal conductivity, K (BTU. 0F-1hr-1ft-1) 0.0427 

Specific heat, c kcal/(kg°C) 0.495 

Latent heat of vaporization, L (kcal/kg) 229.35 

3.4. Effect of contact time on crude oil sorption 

The effect of contact time on the removal of crude oil from water was studied as shown in Fig.1.  

 

Fig.1. Effect of contact time on crude oil sorption on the sorbent 

An initial concentration of 5.0g/L of the crude oil was prepared. 0.3g of UYPC and AYPC was 
utilized by varying the time from 0 to 80 min at 5 min interval and 20 min interval after 40 
min. The adsorption was carried out in the 15mL crude oil-water mixture. The concentrations 
of the filtrate were obtained by running the absorbance in a UV-Visible spectrophotometer at 
320nm and extrapolating from the calibration curve. For UYPC, an increase in the percentage 

removal from 28 to 71 as the time increased from 5 to 60 min was recorded after which the 
% removal decreased to 70 at 80 min. This is as a result of desorption of the oil into the solution. 
Also for AYPC, an increase in the percentage removal as the time increased from 5 to 40 min 
was obtained with the maximum removal of 79%. During the sorption process, the particles of 
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the crude oil attach to the surface of the adsorbent by forces of attraction and occupy/ clog 
the available sites. The longer the time of contact, the more the available sites would be 
occupied until all the adsorbent sites are filled up. This is when the breakthrough time is 
achieved and no more adsorbate can be sorbed. The plot of percentage removal against time 
thus became constant. 

3.5. Effect of sorbent dosage on crude oil sorption 

The effect of sorbent dosage on the removal of crude oil from water by UYPC and AYPC was 
investigated as shown in Figure 2.  

 

Fig.2. Effect of sorbent dosage on the sorption of crude oil on the sorbents  

An initial concentration of 5.0g/L of the crude oil was prepared. The adsorbent dosage was 
varied from 0.2 to 1.4g at an interval of 0.2g. 20mL of the crude oil- water solution was used 
and the time was kept constant at 60 min. The percentage removal of crude oil increased 
steadily UYPC as the adsorbent mass was increased from 0.2 to 1.4g, with the optimum re-

moval of 64%. The percentage removal of crude oil increased steadily as the adsorbent mass 
was increased from 0.2 to 0.4g for AYPC where the highest percentage removal was attained 
at 83%. Beyond this, there was a decrease in the % removal depicting desorption. This shows 
that a smaller adsorbent mass of activated carbon is needed compared to the inactivated 
carbon. The decrease in the percentage removal after attaining the highest adsorption per-

centage as the adsorbent increases may be due to the aggregation of adsorption sites resulting 
in a decrease in the surface area available for adsorption and an increase in the diffusion path-
length. The decrease in percentage removal at 1.0g dosage was due to lack of achieving 
equilibrium between the amounts of oil adsorbed by the sorbent and the amount of oil re-
maining in the solution. As a result, active sites of the adsorbent were not fully bound to the 

oil molecules as a result of the weak van de Waal’s force of attraction between the adsorbate 
and adsorbent. 

3.6. Effect of crude oil concentration on the percentage removal 

The effect of initial concentrations was studied in order to analyze the sorption concentra-
tion dependence, and thus the sorption isotherm which allows describing the nature of inter-
actions between the sorbate and sorbent. The study on the effect of initial concentration on 
oil sorption onto UYPC and AYPC was carried out by varying the initial oil concentration from 
2.0 g/L to 5.0 g/L at 0.5 g/L interval, while other parameters sorbent dosage (20 mg/mL), 

contact time (60 min) and pH (6.5) were kept constant. The result is shown in Figure 3. It 
was observed that for UYPC, an increase in the initial concentration of the crude oil- water 
solution resulted in an increase in the percentage removal of crude oil. As the initial concen-
tration increases, the percentage removal increased from 25% at 2.0g/L to 52% at 4.5g/L 
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after which there was a decrease in the percentage removal. For AYPC it was discovered that 
an increase in the initial concentration of the crude oil- water solution resulted in an increase 
in the percentage removal of crude oil. As the initial concentration increases, the percentage 
removal increased from 35% at 2.0g/L to 73% at 4.5g/L, where there was maximum sorption 
capacity after which there was a decrease in the percentage removal. This is because all sorp-

tion sites on the sorbent surfaces were completely occupied by oil, and this hindered more oil 
to be sorbed. Increasing the initial concentration would increase the mass transfer driving 
force, and, therefore, the rate at which molecules pass from the bulk solution to the particle 
surface. This would result in a higher adsorption capacity. When the sites at the sorbent are 
occupied, there would be opposition to the mass transfer driving force which would lead to 

desorption [18]. 

 

Fig.3. Effect of crude oil concentration on sorption by the sorbents 

3.7. Effect of solution pH 

The effect of pH on the removal of crude oil from aqueous solution was studied as shown 
in Figure 4.  

 

Fig.4. Effect of pH on crude oil sorption on the sorbents 

An initial concentration of 5.0 g/L of the crude oil was prepared. The pH was varied from 
3.0 to 13.0 at an interval of 2.0 while sorbent dosage (20 mg/mL) and contact time (60 min) 

were kept constant. An increase in the pH of the crude oil- water solution resulted in an 
increase in the percentage removal of crude oil for UYPC. As the initial pH increases, the 
percentage removal increased from 47 % at pH 3 to 65 % at pH 7 after which there was a 
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decrease in the percentage removal. This indicates that under acidic conditions, the carbon 
could remove oil till a neutral pH where maximum sorption capacity was achieved. In the case 
of AYPC, it was discovered that an increase in the pH of the crude oil- water solution also 
resulted in an increase in the percentage removal of crude oil. As the initial concentration 
increases, the percentage removal increased from 60 % at pH 3 to 70 % at pH 7 after which 

there was a decrease in the percentage removal. The higher the pH of an adsorbent, the 
higher the removal efficiency of organic materials by the adsorbent from wastewater. The 
surface of the adsorbent functional group is usually repulsively associated with hydroxonium 
ions (H3O-) at low pH which invariably reduces the removal efficiency of organics during ad-
sorption. Interestingly, it was observed that a higher percentage crude oil removal was 

achieved for AYPC than UYPC under all conditions of pH, contact time, sorbent dosage and 
concentration which indicates the effectiveness of zinc chloride modification. 

3.8. Equilibrium isotherm and kinetic modeling of sorption 

In this study, Langmuir and Freundlich's models were used to describe the equilibrium 
between the crude oil adsorbed onto the carbon, and the adsorbate solutions (Table 4).  

Table 4. Equilibrium isotherm, kinetic and Intraparticle diffusion constants for sorption 

Isotherm Model UYPC AYPC 

Langmuir    

qm (g g-1) 0.0393 0.0605 
KL (L g-1) 0.2728 5.3184 

R2 0.6076 0.6698 

Freundlich    
KF (g g-1)  0.0100 0.0570 

n 0.4202 -12.94 

R2 0.7569 0.0152 
Pseudo first order   

Ki (min-1) 0.0269 0.0131 

qe (g g-1) 0.0798 0.0378 
R2 0.246 0.022 

Pseudo second order   

K2 (g g-1min-1) 0.3391 1.1654 
qe (g g-1) 0.03166 0.3282 

R2 0.9693 0.994 

Intraparticle diffusion   
Kd (g g-1 min-1/2) 0.0338 0.0327 

C 0.0327 0.101 

R2 0.9126 0.6653 

Equilibrium kinetic study on adsorption provides information on the capacity of the adsor-
bent. An adsorption isotherm is characterized by certain constant values, which express the 
surface properties and the affinity of the adsorbents and can also be used to compare the 

adsorptive capacities of the adsorbent for different pollutants. Equilibrium data can be ana-
lyzed using commonly known adsorption isotherms, which provide the basis for the design of 
adsorption systems. The Langmuir isotherm is valid for monolayer sorption onto a surface 
with a finite number of identical site, represented by the following equation: 

𝑞𝑒 =
𝑞𝑚𝐾𝑙𝐶𝑒

(1+𝐾𝑙𝐶𝑒 )
                  (4) 

Where, qm and KL are Langmuir parameters related to maximum capacity and free energy of 
adsorption, respectively; Ce is the equilibrium concentration in the aqueous solution and qe is 
the equilibrium adsorption capacity of adsorbent. The linearized form of Langmuir equation 

can be expressed as [18]:  
Ce/qe = 1/qLKL + Ce/qL                   (5) 
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The Langmuir constants qL and KL can be evaluated by plotting Ce/qe versus Ce [18]. The low 
values of the linear regression coefficient obtained showed this model was not appropriate in 
the description of the process.  

The Freundlich isotherm is an empirical equation based on sorption on heterogeneous sur-
face energy systems given as:  

qe = KfCe1/n                    (6) 
where Kf and n are the Freundlich constants that indicate adsorption capacity and adsorption 
intensity. The linear form of Freundlich isotherm can be written as:  
log qe = log Kf + 1/n log Ce              (7) 

The value of Kf and n can be calculated by plotting log qe versus log Ce. The best isotherm 

model in describing the sorption process must have the determination coefficient (R2) closer 
to 1. According to these criteria on the R2 results, it was observed that Langmuir isotherm 
showed a good fit to the experimental data with the highest R2 for AYPC and Freundlich iso-
therm was the best fit for the UYPC. In addition, the Langmuir model for AYPC indicates the 
formation of monolayer coverage of oil onto the homogeneous sorbent surface [19]. 

The pseudo first order and pseudo second order kinetic models were also applied, and the 

equation and model constants have been discussed extensively in a previous report [18]. The 
model constants are given in Table 4. The pseudo second order model was shown to give 
clearly a better fit than the pseudo first order model as R2 values obtained were close to one. 
This pseudo second order model assumes a chemisorptions mechanism between the sorbents 
and crude oil removal process.  

3.9. Intraparticle diffusion model analysis 

It is generally known that the sorption process is the rate- controlled process in which the 
slowest step determines the process rate limiting step. The kinetic data were further analyzed 
assuming that the mechanism of oil sorption can generally be described by four consecutive 
rate controlling steps which are external mass transfer (transport from the bulk solution to 

the sorbent surface), film diffusion (diffusion across the liquid film from the sorbent surface), 
intraparticle diffusion (pore diffusion, surface diffusion or combination of both mechanisms) 
and surface interactions at active sites [20]. Most of the time, only film and intraparticle diffu-
sion are considered as the rate limiting steps as the process of external mass transfer, and 
chemical surface interaction are generally rapid. The rate limiting step of the sorption can be 

qualitatively determined by analyzing kinetic data using the Weber-Morris model as given by: 

qt = Kdt1/2 + C                                  (8) 
where ki is the diffusion coefficient (g/g/min0.5), and C is a constant that gives an indication 
of the thickness of the boundary layer. The constants obtained are presented in Table 4. The 
sorption process is said to be intraparticle diffusion controlled if the straight line plot passes 

through the origin, while some boundary layer diffusion (external mass transfer or film diffu-
sion) may be present if it does not pass through the origin [20]. The plot for both UYPC and 
AYPC did not pass through the origin indicat ing some external mass transfer or film diffusion 
in the removal process. 

4. Conclusion 

The carbonized yam peel and zinc chloride activated yam peel carbon was found to be very 
efficient low cost materials for the remediation of oil spill polluted waters. The activated of the 
yam peel carbon by zinc chloride was very effective in improving the removal of crude oil from 

aqueous solution.  
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Abstract 

The upper Ordovician reservoir is one of the leading producing units in SW part of the Murzuq 
basin; it has a complex architecture inherited from the glacial effects on the braided fluvial deposits 

of the late stage at this era. The ultimate target for any petrophysical evaluation is to determine 

the quantities of water saturation and porosity accurately, but unfortunately, the models for thinly 
interbedded sand and shale layers are not straightforward. Therefore in this paper, an effort has 

been made to delineate and distinct between the types of interbedded (shaly -sand and sandy-

shale layers), and lithology end members by application compressional compliance versus density 
cross-plot in the two studied wells. After that, the determination of the thinly interbedded of layers 

type is augmented by correlating Vp-compliance with Poisson’s ratio, effective porosity, and 

VP/VS. Among all the examined cross-plot; Poison’s ratio, VP/VS and effective porosity with com-
pressional compliance enhanced the upper and lower boundaries of the thinly interbedded sand 

and shale layers of the Ordovician succession in Murzuq basin. The “Mamuniyat” formation (main 

reservoir) with more clean sand content displays low compressional compliance, low-velocity ratio, 
and low Poisson's ratio. In contrary, the rich TOC shale (Hot shale) shows high compressional 

compliance, high-velocity ratio and high Poisson's ratio. While the disputed sandstone, siltstones 

and silty shales of late Ordovician “Bir Tlacsin” formation has slightly higher compressional com-
pliance, velocity ratio, and Poisson's ratio than the underlying Mamuniyat formation, which enables 

drawing a clear contact between two gradually graded formations in the areas with no abrupt 

changes. The estimated petrophysical and elastic and properties are then used as an input for 
electrofacies prediction in both wells, by using unsupervised neural network classification. The 

predicted petrophysical facies clusters in both wells failed to differentiate between the various type 

of shales. However, the petro-elastic facies cluster reliably delineated the interbedded sandy- shale 
and shaly-sand thin layers without using gamma-ray logs. The results will help to avoid and to 

reduce the errors made during fluid substitution and rock physics models of shaly -sand formations. 

Keywords: Lithology prediction; Electrofacies; Upper Ordovician reservoir; Murzuq Basin. 

 

1. Introduction 

A principal task of geoscience in reservoir characterization is to determine the diverse litho-
facies and elactrofacies clusters of the main zone of interest from the interpretation of wireline 
and cores obtained from wells. However, for technical and financial causes cores are not al-

ways derived for the entire reservoir zone. Besides In old exploration wells, greatly deviated 
and horizontal wells only wireline data are often available. Thus petrophysical properties, elas-
tic properties, lithology, and facies prediction depend on the interpretation of the wireline logs. 
With the advent of quantitative seismic interpretation and rock physics modelling been incor-
porated into the conventional hydrocarbon exploration appraisal and development workflow, 

it became a necessity to understand the minor component of the reservoir unit. The upper 
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Ordovician reservoir are the main produc ing unit in the study area SW part of the Murzuq 
basin (Fig. 1); it has a complex architecture which has been inherited from the glacial effects 
on braided fluvial deposits during the Ordovician time.  

 

Fig. 1. Location of studied wells, Murzuq Basin, Libya 

Consequently, there is no consistency 
on the lithostratigraphic units that consti-
tute the Ordovician sedimentary infill of 
the Murzuq Basin. Especially the transi-
tional deposits between the source rock 

formation and underlying reservoir units 
that remains accurately undefined [1], 
They also consider this unit (Bir Tlacsin 
formation) as non-reservoir rocks which 
baffles the hydrocarbon flow during mi-

gration and production process. Further-
more, the thinning and gradually graded 
contacts with upper and lower formations 
masks the identification of this formation 
boundaries, consequently top reservoir 

boundary. In the literature, there is an ob-
vious gab in the studies concerned with  

the use of wireline data to overcome the fore stated problem in this region. A recent study by 
Abushalah and Serpa [2] have defined the upper and the lower boundary of this formation 
using seismic amplitude spectrum analysis and inverted density attributes, however, the den-
sity the Bir Tlacsin formation overlaps with densities of Mamuniyat and Tanezzuft formation 

even at wells scale. According to Bhat and Helle [3] the large overlap of the petrophysical 
properties in clastic rocks limit their effectiveness in accurate facies prediction. Therefore, in-
depth integrated petrophysical and elastic analysis to comprehend the lithology end members 
and facies is required before seismic inversion and reservoir modelling. 

According to [4-5], the mixed shale-sand layers should lie in a straight line between the two 

parent lithology end members (sand and shale). The former [4] has proposed workflow for 
determining shaly-sand lamination based on VP-compliance and density for a better applica-
tion of fluid substitution, while the latter [5] improved the interpretation of the fluid substitution 
models. By modelling the volume of dispersed shale, and its correlation with effective porosity 
VP. In this paper, the above method has been adopted and developed to enable the delineation 
of the existence of shaly-sand and sandy-shale layers distribution at the reservoir and well 

scale through incorporating more petro-elastic correlation applied to study wells. The principal 
objective of this paper is; 1) to determine the petro-elastic properties of the main lithology 
end members of the Upper Ordovician reservoir unit. 2) To enhance the separation of inter-
bedded sandy-shale and shaly-sand layers by minimizing the overlap between petrophysical 
properties of different fluid cases within the zone of interest. 3) Finally, group them into elec-

tro-facies derived from both petrophysical and elastic properties.  

2. Geological settings 

Ordovician reservoirs and their main lithofacies have been investigated in the recent geo-
logical record by many researchers namely [6-11]. Based on these studies the Ordovician plays 
were divided into several underlying sub-groups, but in this paper, the focus will be a shift to 

upper Ordovician deposits (Fig. 2).  

2.1. Upper Ordovician 

According to Aziz [6] Najem et al. [9] ,El-Ghali [11], Shalbk [12]  during the Late Ordovician, 
Melaz Shuqran Mamuniyat, and Bir Tlacsin formations were alternately deposited and locally 
covered by the basal Silurian marine deposits. The main Ordovician reservoir (Mamuniyat 
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formation) is typified by three sand-dominated cycles that indicate complex interlace of marine 
and glacial depositional effects (Fig. 2). The Lower Ordovician reservoirs consist of 3 zones, 
which are discussed below: 

 

Fig. 2. Representing the upper Ordovician lithostratigraphic column of the studied area (Modified from [11]) 

Lower Mamuniyat: This zone comprises the marine and possibly glacially-influenced Melaz 

Shuqran Formation, which was typically deposited in shallow to marginal marine settings (Fig. 2). 
Middle Mamuniyat: This zone covers the Middle Mamuniyat sequence with the deposition of 
proximal braid deltas. Some studies such as suggest deposition into glacial lakes/ponds that 
accumulated in ice-formed valleys and may be subjected to a marine transgression. Glacial 
influence is believed to be the toughest in this zone likened to the others (Fig. 2). Upper 

Mamuniyat: This zone includes the Upper Mamuniyat series, which typically contains upward 
coarsening braid-delta and localized shallow marine deposition with glacial influences.  Local-
ized burrowing (including Skolithos) testifies to the marine-influenced in this zone, which is 
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typically represented by sub-aqueous deposition of deltas which prograded from glacial 
sources. The zone is terminated by coarse braid delta deposition and the localized reworking 
of some deposits by possible aeolian processes. This is typically overlain by a transgressive 
phase and marine reworking. The contact with the overlying marine Silurian is characteristi-
cally distinctive, and may also be unconformable (Fig. 2). Reservoir quality of the Mamuniyat 

formation is maximum in the medium- to very coarse-grained fluvial sandstones with porosity 
up to 25% and permeability commonly up to 1000 mD (but locally higher). The glacially-
influenced sandstones show reduced reservoir quality, possibly as a result of poorer sorting 
characteristics.  

3. Methodology 

Two wells were used for deriving the main petrophysical and elastic properties. Then both 
properties have been combined using multiple cross-plots to delineate the Lithology end mem-
bers (sand, shale, sand-shale and shale-sand layers). After that, a set of selected petrophys-
ical and petro-elastic properties have been imported to the unsupervised neural network for 
electrofacies prediction.  

3.1. Petrophysical interpretation 

Two wells had relevant wireline logs that include Gamma-ray (GR), Resistivity, Sonic, Neu-
tron and Density logs from which the volume of shale, porosity and water saturation were 
derived. For V-shale estimation the Linear GR method will be used after best determination 
GRmax and GRmin using the following equation; For porosity determination, a combination 
method of neutron porosity, density and sonic logs will be applied to obtain more favourable 

total porosity (ϕ total) [13]. After that total porosity will be obtained by using the weighted 

average of neutron density porosity. The result was also supported by neutron density 
method. For effective porosity derivation [14] will be used by combining results. Finally, for 
water saturation estimation Indonesian equation have been used. 

3.2. Elastic properties determination 

Fortunately, in all the wells compressional sonic log is available but the shear wave sonic 

exist in only one well.  Several methods will be used for Vs estimation, these methods included 
Castagna “mudrock line”, Greenberg-Castagna, correlation regressions and finally multi-set of 
well logs as an input for supervised neural network method. After that, the above methods 
will be compared, and one of them will be selected based on its accuracy when compared to 
the measured Vs from well A. Gassmann fluid substitution is often employed on estimating 
elastic properties of clean sands with different water saturation for different fluid types and 

with a different range of porosities. For this paper shaly-sand, the fluid substitution will be 
applied to well A and B using the average reservoir porosity and pressure values. The mass 
balance equation will be used for calculating the bulk density of the mixed fluid rock. Moreover, 
fluid modulus has been estimated by using Wood’s  

3.3. Compressional-compliance to determination  

For defining the main end members of clastic lithology, we will be using the equation sug-
gested by Kathara [4], Backus [15]. 
𝜌 = 𝜌𝑆ℎ ∗ 𝑋𝑠ℎ + 𝜌𝑆𝐷 ∗ (1 − 𝑋𝑆ℎ)               (1) 

1

𝜌𝑉𝑝2 =
𝑋𝑠ℎ 

𝜌𝑆ℎ∗ 𝑉𝑝𝑠ℎ2 
+

1−𝑋𝑠ℎ 

𝜌𝑆𝐷∗ 𝑉𝑝𝑆𝐷2 
                (2) 

where 𝜌 = density; 𝑉𝑝 is velocity; 𝑆ℎ = shale and subscript 𝑆𝐷 denotes sand.  

The above two equations infer that both density and the compressional compliance (C=1/(ρVp2)), 
are linear functions of shale fraction. Which helped on the initial determination of interbedded 
sand and shale layers within the reservoir unit. Furthermore, the fluid substituted cases will 
be plotted against compressional compliance. Hence it is expected to provide more lithology 

separation especially, for the clean sand gas unit.  
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3.4. Facies prediction 

Finally, the estimated petrophysical and elastic and properties has been used as an input 

for electrofacies prediction in both wells, by using unsupervised neural network classification. 
Two inputs will be used; first, petrophysical logs only (GR, NPHI, ROHB and PHI) as an input 
and it was called petrophysical facies. The second a combination of elastic and petrophysical 
properties (Poison’s ratio, VPVS and effective porosity with compressional compliance), named 
petro-elastic. Then both facies will be calibrated to litho-facies derived from mud logging and 
wellbore side-cutting reports. The facies associations will be grouped to fit the facies associa-

tion introduced by [16]  

4. Results 

4.1. Shear wave estimation (VS)  

Three methods were tested for shear velocity prediction (VS) in well B, and then compared 
to the measured Vs in Well-A (Fig. 3). The estimated shear velocity using supervised neural 
networks (blue curves) illustrated an excellent overlap with the measured (VS) represented 
by the red colour curve in both wells. The result was achieved by using an input of gamma-
ray, effective porosity, Compressional compliance, and density logs in a supervised neural 

network with three hidden layers. While the other two curves represent derived Greenberg-
Castagna (black colour) and linear regression resulted from correlating VP measured and Vs 
measured (dotted purple colour) (Fig. 3). The former is slightly higher than measured shear 
velocity and slightly different from the other curves. Similarly the latter is noticeably lower 
than measured Vs (Fig. 3). 

 

Fig. 3. Vs prediction using three methods in Well A and Well B. (B). Red colour reflecting measured  VS 
value, whereas the black colour representing Greenberg-Castagna derived VS, blue colour denotes the 

neural-network, and dotted purple is shear velocity estimated using the regression values with VP  

4.2. Shale and sand end members’ determination  

Compressional compliance has been estimated for main reservoir intervals, and entire the 
wells (A and B) by using the workflow explained in section 3.2.3. Before starting the analysis 
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of defining shale and sand lithology end members, their distribution should be solely under-
stood. Therefore, the volume of shale log (X) was cross-plotted against gamma-ray log (Y) 
and colour-coded by total porosity in the reservoir zone for both wells (Fig. 5). It showed that; 
the clean sand cut-off in both wells has ranged between (0 – 0.3) shale percentage in both 
wells and shale zone considered to be all the values which more than 0.75. The minimum 

gamma reading in well A is higher than the one in well B (20 to 60 API) and (67 to 110 API) 
respectively, which means that the gamma-ray log is not reliable lithology represented in well 
in well A. 

  

Fig. 4. A cross plot of V-shale and gamma-ray to 
determine the clean sand and shale cut-off 

Fig. 5. A cross plot of compressional compliance 

versus the density (colour-coded by V-shale) re-
flecting the two main lithology end members 

(sand is blue and shale red) for the zone of in-

terest in both Wells 

4.3. Compressional compliance versus density cross-plot 

Once the primary lithology distribution is understood at both wells, the resulted compres-
sional compliance was correlated with density log in both wells (A & B) and colour-coded by 
the volume of shale (V-Sh). For each cross plot, a function representing the percentage of 
shale within the sandy layers is drowned with a range of (0 Sand-1 Shale) and an interval of 0.3.  

Figure (5) illustrates a cross plot of compressional compliance vs density log annotated by 

lines showing the percentages of shale in each formation. Where any values higher than 1% 
considered to be pure shale, more than 0.7% and less than 1% is siltstone with mud layers, 
between 0.4 and 0.7% is interpreted to be a sandy shale layer. While the lithology points fell 
below 0.4% and higher than 0.2% is considered to be shaly- sand layers and any percentages 
lower than that is clean sand (Fig. 5). The lithology end members showed a distinct trend in 

both wells at the reservoir interval with a very some mixed layers in between (Fig.5).  
The above-stated separation is increased when the density of oil used and even more by 

using the density of gas curve, which has enabled a better selection of the primary lithology 
end members (sand and shale) and their associated mixed layers (sand-shale and shale-sand) 
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in both wells (Fig. 6). However, with the remaining uncertainty that associated with an allo-
cation of the contact between sand-shale and shale-sand layers. 

 

Fig. 6. A cross plot of compressional compliance versus the density of gas case (colour -coded by V-shale) 

reflecting the two main lithology end members (sand is blue and shale red) for the zone of interest in 

both Wells 

 

Fig. 7. Compressional compliance versus density cross-plots for each formation within the within the 
zone of interest, (colour-coded by V-shale) reflecting the percentages and lithology type in both studied 
wells 
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To comprehend the composition in the zone of interest, the main formations were investi-
gated individually (Fig. 7). The pure shale (Tanezzuft Silurian shale) annotated by red colour 
can be outlined in Well A between density range of 2.5 to 2.66 G/CC, and c ompressional 
compliance of 0.025 to 0.043 1/MPA. The shalness of the formation in well A is higher than 
Well B. The cross-plot also enabled an accurate delineation of the rich TOC shale “Hot shale” 

especially in well B where the formation is characterized with higher compliances and gradual 
decrease in the density (Fig. 7). The next formation (Bir Tlacsin) is more complicated than 
others since it contains a range of rock types (shale, siltstone, and mixed shale sand layers) 
which harden the lithology and facies interpretation of this formation and often confused with 
upper shale unit (Tanezzuft) and lower reservoir unit (Mamuniyat). 

The main reservoir unit (Mamuniyat) showed by dark to light blue colours in both wells; 
the formation has similar density values with the underlying lower Ordovician formation 
(Melezshuqran). However, with a definite difference in the compliance values than the lower 
Mamuniyat reservoir. The Mamuniyat lithology points range lower than 0.026 1/MPA, while 
Melezshuqran is higher. 

4.4. Effective porosity versus compressional compliance cross-plot 

Another way for improving the lithology prediction and contacts allocation between different 
formations at the well scale is to cross-plot the corrected effective porosity vs estimated com-
pressional compliance colour-coded by average shale volume curve (Fig. 8).  

 
Fig. 8. A cross plot a) effective porosity versus compressional compliance log, b) is the same with a 

different template. The latter was used for lithology prediction illustrated in the lithology log. The figure 
represents the primary lithology end members and dispersed shale layers for different formation in the 

zone of interest of Well A and B 

The cross-plot enhanced the ability to define the sandy-shale and shaly-sand layers range. 
Figure (8a) represents the trend of the main lithology end members drown by the annotated 

(0 to 1%) blue lines in which the compressional compliance increases in the areas with abun-
dant shales and lower porosities (showed by v-sh colour coding red shale and blue sand). 
However, it slightly increases in the high porosity clean sandstone zones with shaly contents 
which can give an apparent difference between lower Ordovician formation “Melezshuqran” 
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and upper Ordovician Mamuniyat”. Where they have similar porosities range (0.14 to 0.2 V/V), 
however the shale content of the former is higher, causing a rise of compressional compliance 
values (0.023-0.033 1/MPA) (Fig. 8a). 

The cross-plot also led to the segregation of the three exist shales which is very hard to 
accomplish using traditional triple compo logging set. Since all the shale with high clay con-

tents exhibits a very low porosity, the Vp-compliance log is used to differentiate between shale 
types. The first type is pure shale (Tanezzuft Fm) has a compressional compliance range of 
(0.028-0.033 1/MPA) that is decreasing with the increase of quartz contents and porosity. 
Then the shale with compressional compliance higher the 0.045 1/MPA is considered to be 
shale with high TOC contents or what is known in this area by “Hot shale” (Fig. 8).  

 

The last type is the controversial shale of 
the late Ordovician known as “Birtlacsin” 
which is often confused with lower Silurian 
Formation Tenezuft and the Upper Ordovi-
cian Mamuniyat reservoir. The formation 
(Birtlacsin) has a lower compliance than the 

fore-stated two types below 0.03 1/MPA 
which is due to the higher contents of the 
mixed layers than the pure shale in this for-
mation (Fig. 8b). This observation outlined 
by the green shaly-sand line in figure (8b). 

The interpreted lithology log using the above 
cross-plot suggested a higher percentage of 
shaly-sand layers within the Upper Ordovi-
cian Mamuniyat reservoir overlain by sand-
shale layers within the late Ordovician 

Birtlacsin formation (Fig. 9). 
 
Fig. 9. Representing the prediction of different li-

thologies (Shale dark green, Sand yellow, sand-
shale light green, shale-sand orange and hot-

shale is red).using the cross plot of compressional 

compliance versus effective porosity 
 

4.5. Compressional compliance versus velocity and Poisson’s ratios cross-plots 

The relationship between compressional compliance, poison’s ratio and velocity ratio has 
been investigated in both wells. It was obtained by cross-plotting compressional compliance 
vs poison’s ratio and colour-coded by the volume of shale (Fig. 10). The graph illustrated a 

consistent continuation of shale (red) and sand (blue) lithology end members, which bound 
the sand-shale layers (yellow to light green) and shale-sand lamination (light blue) (Fig. 10). 
The cross-plot was used to generate lithology log which has confirmed the result previously 
generated using compliance vs density but with a slight improvement in the layers number 
and type’s distribution. The cross-plot of compliance versus Vp/Vs strongly supported the 

above lithology and contact separation obtained by poison’s ratio (Fig. 11). 

4.6. Facies prediction 

The scheme for classifying the facies of Ordovician succession in this study is entirely based 
on the response of petrophysical and estimated elastic logs. The scheme classifies Ordovician 
deposits on the basis of shale percentages within sand layers and vice versa, organic matter 

contents and wireline log response. Five clusters have been recognized (Fig. 12), namely: (1) 
sandy-shale dominated layers (FA1), (2) TOC rich deposits (FA2), (3) shaly-sand dominated 
layers (FA3), (4) clean sand deposits (FA4), and (5) pure shale deposits (FA5). In Well A, only 
four petrophysical facies associations are present and (FA1) is missing, but in petro-elastic 
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facies the five clusters are present. While in Well B only three petrophysical facies are identified 
(FA2, FA4 and FA5), however, under the petro-elastic classification all the facies are present. 
In both wells, the petro-elastic facies shows a closer match to the litho-facies more than 
petrophysical facies (Fig. 12). 

 
Fig. 10. A cross plot of compressional compliance versus Poisson’s ratio (colour-coded by V-shale) show-

ing the main lithology end members 

5. Discussion 

Precise delineation and understanding of lithology and facies are the primary keys to any 
successful exploration, appraisal and development operations. However, it still a fundamental 
obstacle for the subsurface operations [17].  Also, the profitability of any oil or gas field is 
reliant on the quality and correctness of lithology and associated facies prediction [18]. Before 

progressing with any elastic properties analysis, a robust estimation of shear wave velocity in 
all the wells is required. In this study, different methods (section 3.2.1) were tested and 
supervised neural network proved to be a powerful tool for shear wave estimation if suitable 
input logs were chosen (Fig. 3). Many input pairs were tested, and the set of gamma-ray, 
density, Vsh and total porosity logs was best predicted the shear wave with an almost overlay 
to the measured one in well A (Fig. 3). By investigating the different relation between esti-

mated elastic and petrophysical properties and cross-plot them with each other, color-coded 
mainly by the volume of shale in the whole wells and zone of interest, it provides treasured 
information for facies and lithology, from which, also sandy-shale, shaly-sand and TOC content 
percentages are inferred. All the examined correlations allowed lithology primary end member 
separation. However, they lack a clear differentiation between the two kinds of thinly inter-

bedded layers (shaly-sand and sandy-shale).  
Well B exhibited more than ten thin layers ranging from (0.3-2 m) in thickness. Poison’s ratio, 
velocity ratio and effective porosity cross-plots vs compressional compliance enhanced the 
allocation of the different lithological types within the zone of interest (Fig. 9, 10, and 11). 
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Fig. 11. A cross plot between A) compressional 

compliance versus VP/VS gas and B) compres-

sional compliance versus VP/VS gas (colour-

coded by V-shale) showing the main lithology end 
members 

Shaly-sand fluid substitution for both wells 
manages to recognise some of the thin lay-
ers within shale and sand intervals. How-
ever, most of the layers identified within res-
ervoir units have not been taking into ac-

count in the fluid substitution estimation. 
Therefore, erroneous results of fluid substi-
tution application may occur. The “Mamuni-
yat” formation (main reservoir) with more 
clean sand content shows low compressional 

compliance, low-velocity ratio, and low Pois-
son's ratio. In contrary, the rich TOC shale 
(Hot shale) shows high compressional com-
pliance, high-velocity ratio and high Pois-
son's ratio. While the debated sandstone, 
siltstones and silty shales of late Ordovician 

“Bir Tlacsin” formation has slightly higher 
compressional compliance, velocity ratio, 
and Poisson's ratio than the underlying 
Mamuniyat formation, which enables draw-
ing a clear contact between two gradually 

graded formations in the areas with no ab-
rupt changes (Fig. 9, 10, 11,and 12). The 
pure shale formation “Tanezzuft” has lower 
compressional compliance, velocity ratio, 
and Poisson's ratio than the rich TOC “Hot 

Shale” formation but higher values than the 
shale in the underlying Bir Tlacsin formation. 
This has enabled the separation of the three  

shales (Hot sale, Tanezzuft shale and Bir Tlacsin shale) that often have a higher gamma-ray 

reading and appears very similar when only petrophysical properties are considered. The thinly 
interbedded sand and shale layers are bounded between two main identified end members 
(clean sand of Mamuniyat and pure shale of Tanezzuft formation) and if the percentage of 
shale increases in the sandy unit the above parameters will move towards the shale end 
member and vice versa. 

According to Bhatt and Helle [3] the Application ANN in clastic rocks for facies prediction 
“reveals an average hit rate well above 90% in wells unknown to the network”.in compression 
to the other methods the technique proved to be a reliable lithology and facies clustering 
method. Hence it was favoured in this study for petrophysical and petro-elastic facies predic-
tion. Predicted petrophysical facies clusters in both wells failed to differentiate between the 
various type of shales as well as sandy-shale and shaly-sand layers (Fig. 12), where the facies 

association 2 (Hot shale) was considered to exist within the main reservoir unit, which is 
incorrect. This was due to the overlap between the petrophysical parameters of the clastic 
sediments and for minimizing its effect elastic properties are invoked in the analysis along 
with petrophysical properties. The facies is also significantly affected by the high gamma-ray 
reading in Well A, leading to misinterpretation and confusion of integrated sand-shale and 

shale layers. (FA3 and FA5).To overcome this issue, a combined petro-elastic facies cluster 
prediction using the earlier generated logs as input (Vp-compliance, Poisson’s ratio, VPVS, 
PHIE and RHOB) is generated, the cluster accurately determines the Hot shale (FA2) and place 
it in the correct position within both wells (Fig. 12). Also, reliably delineated the interbedded 
sandy- shale and shaly-sand thin layers without using gamma-ray logs which have lowered 

the effect of petrophysical properties values interference for the lithological end members. 
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Finally, The unsupervised neural network predicted petro-elastic facies using logs (Poison’s 
ratio, VpVs and effective porosity with compressional compliance) as an input showed a rea-
sonable ability for detecting mixed shale sand layers than the only petrophysical logs (GR, 
NPHI, ROHB and PHI) clusters (Fig 12). Also illustrated a closer match to the litho-facies de-
rived from mud logging. 

 
Fig. 12. Illustrate the predicted petrophysical and petro-elastic facies in comparison to the litho-facies 
for well A and well B 

6. Conclusion 

Even with the absence of high-resolution data such as image and core data, it is still pos-
sible to improve the determination of lithology and facies. In this study, a combination of 

petrophysical and elastic properties is correlated and used as an input for supervised and 
unsupervised neural network techniques in an attempt to improve the prediction of shear wave 
velocity, lithology and facies in the studied wells. The methods relied on a coupling of elastic 
and petrophysical properties to minimize the overlap of the petrophysical logs response to the 
clastic rocks. The supervised neural network analysis successfully improved the accuracy of 
VS estimation in Well B, where the measured one is absent. While the unsupervised neural 

network aided in the detection of different petrophysical facies clusters and significantly im-
proved the delineation of the upper and lower boundaries of thinly interbedded sand and shale 
layers under the petro-elastic facies scheme. Application to an Ordovician succession of Mur-
zuq basin revealed a precise five facies clusters. The outcome of this paper will help to improve 
sandy-shale fluid substitution, rock physics models reservoir model. 
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List of abbreviations 

𝑉𝑠ℎ Shale volume  𝐶 Compressional compliance 
𝐺𝑅𝑙𝑜𝑔 Gamma ray log reading 𝑅𝑡 Deep resistivity 

𝐺𝑅𝑚𝑖𝑛 Gamma ray sand reading 𝑚 Cementation exponent 
𝐺𝑅𝑚𝑎𝑥  Gamma ray shale reading 𝑉𝑝  Compressional velocity  

𝜙 N  Neutron Porosity from the logs  𝑉𝑠  Shear velocity 

𝜙𝐷 Density porosity 𝑉𝑝/𝑉𝑠 Velocity ratio 

𝜌𝑚𝑎 Matrix density 𝐾𝑠𝑎𝑡 Bulk moduli of saturated rock  

𝜌𝑙𝑜𝑔 Bulk density from log 𝐾𝑑𝑟𝑦 Bulk moduli of the dry rock  

𝜌𝑓𝑙  Fluid density 𝐾𝑓  Bulk moduli of the fluid 

𝜙𝑆  Sonic derived porosity 𝐾𝑚𝑎 Bulk moduli of the rock matrix  

∆𝑡𝑚𝑎 Matrix transit time 𝑆𝑤  Water saturation from logs 
∆𝑡𝑙𝑜𝑔 Sonic transit time from log 𝜌𝑤  Density of formation water 
∆𝑡𝑓𝑙  Fluid transit time  𝜌ℎ𝑐  Density of hydrocarbon 

𝜙𝑡𝑜𝑡𝑎𝑙  Total Porosity 𝜌𝑔   Density of formation gas 

𝜙𝑆𝑒𝑓𝑓   Effective porosity 𝜌𝑏   Bulk density 
𝑆𝑤 Water saturation 𝐾ℎ𝑐  Bulk moduli of hydrocarbon 

𝑛 Saturation exponent  𝜇𝑠𝑎𝑡 Shear moduli of saturated rock  

𝑅𝑤 Brine resistivity 𝜌𝑠𝑎𝑡  Density of saturated rock 
𝑆𝐷 Sand Stone 𝜇𝑑𝑟𝑦  Shear moduli of dry roc 

𝑆𝐻 Shale   
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Abstract 

Many oil reservoirs have heterogeneity in rock properties. Understanding the form and spatial distri-
bution of these heterogeneities is fundamental to the success of reservoir description. Permeability is 

one of the fundamental rock properties to characterize flow potentials of the reservoir when subjected 
to applied pressure gradients. A number of mathematical models have been suggested in the literature 

to simulate and quantify this property. However, common to them are difficulties in being able to model  

appropriately various geological variations associated with any reservoir. This study explores the bene-
fits of using the artificial neural network (ANN) and Nuclear Magnetic Resonance (NMR) log in the 

permeability predictive model development. ANN was used to capture the non-linearity issues between 

the dependent and independent variables while the transversal relaxation times (T2) data is capable 
of capturing intrinsic rock properties at pore scale level. Out of verified datasets available, 60% of the 

datasets were used for the training process and the remainder for testing and validation. The input 

data was transverse relaxation time data, its mean value of the bins, mean square value of the bins 
and the maximum value of the bins. The developed ANN was trained, tested and validated using 

MATLAB Neural network toolbox trained with backward propagation scheme. The result shows a very 

good performance of ANN when compared with other existing empirical correlations adopted in this 
study. 

Keywords: Permeability; Heterogeneity; Artificial Neural Network; Reservoir; MATLAB. 

 

1. Introduction 

Permeability and porosity are among the most important rock properties. Of this two, 

permeability has been found to be a function of porosity as it measures the ease with which 
fluids flow through the rocks’ pores under the influence of applied pressure gradient. Despite 
being a critical factor that affects the fluid flow within the rock, there has been no universally 
acceptable method for its estimation. Having a correct knowledge of permeability variation 
downhole is very important in reservoir characterization i.e. static modeling and dynamic 

reservoir modeling. 
Many a time, several researchers have made considerable attempts at studying the factors 

that control permeability and most of them concluded that porosity, grain size, degree of 
sorting, cementation are among the key parameters accounting for permeability variation. 
Most of the permeability models are based on the assumption that there is a strong correlation 
between porosity and permeability [1-3]. Previous works on the prediction of permeability such 

as Timur-Coates, SDR model, Carman-Kozeny model and FZI concept have suffered from either 
overestimation or underestimation of the reservoir rock permeability and inability to produce 
appropriate permeability for specific lithology [3-4].  

Furthermore, other researchers have also found that there exists an empirical relationship 
between capillary pressure, porosity, and permeability. Most of these models have been found 

to perform to an appreciable degree of confidence in sandstone reservoirs but fail in carbonate 
reservoirs because of diagenetic effect, grain size variation etc. [3-5]. Because of these setbacks, 
a better predictor that can handle these inherent unconformities will be good for modeling the 
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reservoir complexities as the accuracy of any model depend upon the objective of the research 
and level of understanding of reservoir complexities. 

Due to the inability of most empirical correlation to correctly model the reservoir rock com-
plexities, an alternative was sought in Artificial Neural Network (ANN). According to Hamada 
and Elshafei, this model has been found to perform excellently in modeling this complex 

relationship [5]. Unlike regression analysis used in developing the most empirical correlations, 
ANN doesn’t require the generation of any relationship between the input and output data as 
it has the ability to deduce the underlying relationship from the given training data. However, 
using ANN for identification purposes is more useful when a large number of data are available. 

This research work unlike no other study the development of a generic artificial neural 

network model to predict permeability of reservoir rock within the uncored intervals. The 
outcome of this study will also be compared with existing correlations to compare its relative 
performance. MATLAB ANN and NMR were used without the addition of conventional log data 
that have been proved to contain uncertainties. 

2. Methodology 

2.1. Data collection and analysis 

In this study, NMR logs and core data from an XYZ field were collected and analyzed. 
Furthermore, information gotten from the conventional logs were used to estimate permea-

bility using existing correlations such as the Schlumberger-Dolls-Research and Timur- Coates 
permeability.  

Prior to training the AANN model, the data sets must be analyzed to remove inconsistencies. 
Here, extreme values of permeability values were included in this study in order to the account 
for heterogeneity associated with the XYZ reservoir. In this study, the normalization algorithm 

used for transforming the data is the logarithmic type which has the ability to capture the 
effect of extreme values such as a low-permeable shale interval within a highly permeable 
formation. Also, this transformation will help reduces variability and makes the domain of its 
stochasticity uniform.  

Using all the datasets, the first step was to identify different regions such as regions of low 
permeability, medium permeability, and high permeability. Fig 1 depicts the histogram that 

shows the skewed distribution of the permeability within the XYZ reservoir. 

 
Figure 1. Histogram of the permeability distribution 
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2.2.Neural Network model development 

Inputs, in this case, T2 distributions, representing the variables that affect the output 

(permeability) of the network are fed to each of the neurons in the following layers with 
activation depending on their weighted sum of the inputs. Fig. 2a and 2b show the diagram-
matic representation of a typical biological neural network and artificial neural network archi-
tecture respectively, depicting various component and characteristics used in model develop-
ment. 

 

 
Figure 2b. Typical Artificial neural network Figure 2b. Typical Artificial neural network 

 

The network was trained to adapt the 
weights such that the error between the 

desired output and the network output is 
minimized. The summary of steps that were 
used in the development of the neural 
network model is as shown in fig. 3 The weight 
used was selected at random by the ANN 

toolbox itself. Two steps used in training the 
model include the feedforward computation 
and weight adaptation. The method of 
training used in this research is an adaptive 
training algorithm. Of the 69 available 

datasets, 60% of the available test data was 
used to train the network while the 
remaining data was used for model testing 
and validation. 

The performance indices used to assess the accuracy of the developed model are 

summarized in Table 1. The model developed was used to predict permeability and statis-
tically, the predictions were compared with the field and core data. 

For more confidence and applicability of the developed model, the network was inspected 

against datasets that were chosen differently from those used to develop the model. It covered 
all the ranges of the input variables. After this testing and validation phase, the structure of 
the model earlier predicted was retained because of its acceptable precision. After the network 
has been validated, the permeability of given interval predicted using network was compared 
with that obtained from the core and empirical correlations including Schlumberger-Doll 

research model and Timur-Coates model. After the ANN has been trained and inspec ted by 
testing and validation, the final network developed was used to predict the permeability of the 
un-cored part of the reservoir given its NMR data.  
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2.3. Statistical analysis 

In this phase, the Schlumberger Dolls research, Timur Coates and proposed Artificial Neural 

Network model were analyzed using performance indices summarized in Table 1.  

Table 1. Summary of performance indices (Arinkoola and Ogbe [6]) 

Name of measure Formula 

Absolute deviation(AD) 𝐴𝐷 =
1

𝑁
∑(𝑃𝑟𝑒𝑑 . −𝐸𝑥𝑝. )

𝑁

𝑖 =1

 

Average absolute deviation(AAD) 𝐴𝐴𝐷 =
1

𝑁
∑/(𝑃𝑟𝑒𝑑. −𝐸𝑥𝑝. )/

𝑁

𝑖 =1

 

Root mean square error(RMSE) 𝑅𝑀𝑆𝐸 = √
1

𝑁
∑(𝐴𝑐𝑡𝑢𝑎𝑙 − 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 )2

𝑁

𝑖=1

 

Average absolute percentage relative error 𝐴𝐴𝑃𝑃𝑅𝐸 =
1

𝑁
[∑/𝐸𝑖 /

𝑁

𝑖=1

] 

Maximum error(Emax) 

𝐸𝑚𝑎𝑥 = 𝑀𝑎𝑥/𝐸𝑖 /  

𝐸𝑚𝑖𝑛 = 𝑀𝑖𝑛/𝐸𝑖/ 

𝐸𝑖 =
𝑃𝑟𝑒𝑑. −𝐸𝑥𝑝.

𝐸𝑥𝑝.
× 100 

Standard deviation(SD) 𝑆𝐷 = √
1

𝑁 − 1
× ∑ 𝐸𝑖

2

𝑁

𝑖 =1

 

3. Results and analysis 

As earlier stated that previous works on the estimation of permeability such as Timur-
Coates, SDR, and Kozeny-Carman models have suffered from either overestimation or under-
estimation of the reservoir rock permeability because of their inability to produce appropriate 
permeability model for specific lithology. To confirm this assertion, a preliminary assessment 
of these models was performed with the result as shown in fig. 4, 5a and 5b.  

 
 

Figure 4. Performance evaluation of ANN training Figure 5a. Preliminary assessment of existing corre-
lations 
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Figure 5b. Preliminary assessment of existing correlations 

After the learning process, the following set of results were obtained. The regression plot 
(fig. 5) displays the network outputs with respect to estimate of the targets during training, 
validation, and test phase. For a perfect fit, the data should fall along a 45o line, where the 
network outputs are equal to the targets. From the assessment of this plot, it can be inferred 
that the neural model manages to properly interpolate the test data and achieves almost 

uniform performance on the entire log data. The correlation coefficients obtained for training, 
testing and validation are 0.9485, 0.9672 and 0.9464 respectively. For this problem, these 
coefficients are reasonably good and the developed model is capable of giving a realistic forecast 
of permeability where data are not available.  

Figure 6a and 6b show the estimate of permeability using the developed model, studied 
correlations and core data. From the figure, it can be seen that the ANN model was able to model 

the complex nonlinear relationship between the petrophysical properties and it was also able 
to generalize the relationship between the properties in different facies. The use of arti-ficial 
neural network has overcome the problem of non- linearity that has led to underestimation 
and overestimation associated with the use of other existing empirical correlations. This will 
surely help petrophysical scientist and oil companies in estimating permeability in un-cored 

well once the T2 distribution for each bin are available 
The statistical evaluation of the existing correlations coupled with the proposed model is as 

shown in Table 2. Here, the estimates of permeability of the developed model were compared 
with each target output. From Table 2, statistical analysis shows the negligible difference between 
the estimate of using ANN but large differences using SDR and Timur-Coates when compared 
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with the base value (core permeability). Although the model developed prediction is within an 
acceptable range, it can still do better if additional data are available. 

  

Fig. 6a. Well section 1 using the proposed ANN 
model 

Fig. 6b. Well section 2 using the proposed ANN 
model 

Table 2.  Summary of performance indices 

Measure ANN Timur SDR 

AD 0.02 2.29 2.43 
AAD 0.62 2.29 2.43 
RMSE 1.51 9.14 10.23 
SD 0.61 0.31 0.28 
Emax 6.09 16.68 28.48 

AAPRE 0.66 0.17 0.32 

The model developed using the artificial neural network presents a new and unique way in 

estimating reservoir permeability. The rock permeability estimated through this process is 
expected to less error prone because it mimics the way human being learn new things. It is 
also expected that the heterogeneities usually present in most reservoir were modelled accurately 
using the ANN. 

4. Conclusion 

From the results obtained it can be concluded that the prediction of permeability using 
artificial neural network had provided an accurate model for predicting permeability in oil and 
gas wells. It was also deduced that NMR derived permeability has shown good matching with 
core tests results. Also, that NN-predicted permeability from NMR decay times T 2 achieve very 
close values to the core permeability compared with other models. It is recommended to use 

the developed NN model to predict permeability from NMR data in other wells so as safe 
companies from incurring costs that could have been averted if they had used the model. It 
is also recommended to try different NN structures for possibly achieving improved results 
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than those obtained by Feed Forward Neural Network and also a considerable amount of NMR 
data should be provided for future research because the NMR data gives a better represen-
tation of the hydrocarbon fluid present in the oil and gas bearing rock. 
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Abstract 

Greenhouse gases (GHGs) emission profiles of a thermal plant were investigated for different 
scenarios of fuel utilization. The scenarios were the proposed plant using natural gas only and the 

existing plant with a mix of low pour fuel oil (LPFO) and natural gas (NG). Emission inventory 

approach was adopted to quantify annual levels of three key GHGs while global warming potentials  
were used to determine the carbon dioxide equivalent of the GHGs. Results showed that the ex-

isting plant with a mix of LPFO and NG had total carbon dioxide equivalent (tCO2 eq) of 13330961.8 

while the proposed plant had 10296349.7 (tCO2 eq). The discontinuation of LPFO was observed to 
reduce GHGs emission profile by 22.8%. Given, the desire to reduce GHG emissions and its neg-

ative impacts globally, scenario 2 is seen as the preferred alternative . 

Keywords: Thermal plant; urbanization; greenhouse gas; emission inventory; carbon dioxide equivalent; global 

warming 

 

1. Introduction  

The greenhouse effect is a natural phenomenon in the atmosphere and is essential to main-
tain the earth’s temperature. In fact, without the greenhouse effect, the earth would be about 
33oC colder than it is today and would be uninhabitable for humans and most other life forms. 

However, increasing concentrations of greenhouse gases will result in a continuous increase 
in earth’s temperature, and this increase could significantly impact life on earth [1-2]. The 
primary causes of climate pattern change are the greenhouse gases (GHGs) which include 
water vapour (H2O), carbon dioxide (CO2), methane (CH4), nitrous oxide (N2O), hydrofluoro-
carbons (HFCs), perfluorocarbons (PFCs) and sulfur hexafluoride (SF6) [3]. Increasing concen-

trations of these gases will allow the atmosphere to trap higher than the usual amount of 
thermal radiation, preventing heat loss into space and resulting in higher surface temperatures [4].  

CO2 is the leading GHG, accounting for about 80% of the impact [5]. CO2 enters the atmos-
phere through fossil fuel and coal combustion, agricultural activities, industrial activities, en-
ergy use, fertilizer application and as a result of other chemical reactions [6]. It is removed 

from the atmosphere by the plant during photosynthesis and also by acid rain. CH4 is emitted 
during production and transportation of coal, natural gas and petroleum products. It is also 
emitted from livestock, agricultural activities and decay of organic waste from municipal solid 
waste landfills. N2O is emitted during combustion of fossil fuels and solid waste, as well as 
industrial and agricultural activities while fluorinated gases (HFCs, PFCs, SF6) are synthetic 

gases emitted from a variety of industrial processes. They are emitted in smaller quant ities 
but are referred to as High Global warming potential (GWP) gases. GWP is an index that 
represents the global warming impact of a greenhouse gas relative to carbon dioxide. GWP 
represents the combined effect of how long the gas remains in the atmosphere and its relative 
effectiveness in absorbing outgoing infrared heat [7].  

1015



Petroleum and Coal 

                        Pet Coal (2018); 60(5): 1015-1020 
ISSN 1337-7027 an open access journal 

While urbanization is a welcome development, it has been identified as the leading force 
driving anthropogenic activities which are the leading causes of GHG emission [8-10]. It occurs 
as a result of changes in social wellbeing, in-flow, and concentration of people and activities 
in cities. The dynamics of urbanization is driven by changes in population, employment op-
portunities, industrialization, consumption patterns, and availability of energy, international 

migration, and accessibility. Over the years increase in population growth and human activities 
in urban areas had led to increasing GHG emission and urban vulnerability to hazards of cli-
mate change.   

One of the key factors driving urbanization but which is responsible for GHG emission is 
energy generation. The Nigerian energy generation systems comprise a mix of hydro and 

thermal plants but the latter forms the bulk of energy generated in Nigeria [11]. The drive to 
improve energy generation and at the same time limit the emission of GHGs is of major con-
cern. Although most of the thermal plants in Nigeria are natural gas fired, there are still pock-
ets of plants with a mix of natural gas and low pour fuel oil (LPFO). For instance, Egbin thermal 
station which is the largest contributor to energy generated in Nigeria uses a mix of natural 
gas and LPFO. Presently, plans are on-going to introduce additional natural gas fired thermal 

plants while discontinuing the use of LPFO. The present study was carried out to investigate 
how the proposed addition of gas fired plants and removal of LPFO fired plant from an existing 
thermal plant will impact on greenhouse gas emission. 

2. Methodology 

2.1. Study area description 

The study area is Egbin thermal power plant located at the suburb of Lagos State, Ijede 
area of Ikorodu (Figure 1). It is the largest power generating station in Nigeria with an installed 

capacity of 1,320 MW consisting of 6 units of 220 MW which was commissioned in July 1985. 
The station is located at latitude 60 33' 48" North and Longitude 30 36' 55" East. It is about 
40 km north east of the city of Lagos, and is situated on low land in Ijede and bounded by the 
Lagoon to the south, Agura/Gberigbe to the north and situated in Ijede Local Council Devel-
opment Area. The station is of reheat type with intermediate low pressure impulse reaction 
turbine design and a hydrogen cooled generator. 

 

Figure 1. The Power plant location and zone of interest 
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2.2. Greenhouse gases (GHGs) emission sources 

The existing power plants of capacity 1,320 MW in addition to the proposed three (3) units 

450 MW capacity plants are the identified main sources of GHGs in the studied project. The existing 
Egbin power station has six units 220 MW Babcock- Hitachi Power Plants which are in opera-
tions to give 1320 MW are already contributing to GHGs. These power plants operate on dual fuel 
including Low Pour Fuel Oil (LPFO) and natural gas. The proposed three units 450 MW Mitsubishi 
Hitachi Gas Turbines are also expected to contribute GHGs to the proposed project airshed.  

The emissions are as a result of fuel combustion activities in the power plants in addition 

to the other combustion products including criteria air pollutants and heat. During operation 
of the three units 450 MW Mitsubishi Hitachi Gas Turbines complete oxidation of carbon com-
pounds available in fuel may result in the formation of carbon dioxide (CO2) in the presence 
of complete combustion. It is the principal anthropogenic greenhouse gas that affects the 
Earth’s radiative balance thus the reference gas against which other greenhouse gases are 

measured. Its duration in the atmosphere is 50 – 200 with 100-year global warming potential 
of 1. Similarly, N2O is generated during fuel combustion by oxidation of chemically-bound 
nitrogen in the fuel and by fixation of nitrogen in the combustion air.  At about 600 – 1000 °C 
temperature during combustion activities in the power plants, the formation of N2O may be 
encouraged especially from HCN produced in intermediate reactions. Its duration in the at-

mosphere is about 120 years with a 100-year Global Warming Potential of 310. The other 
important greenhouse gas is CH4 because its molecules survive for about 12 ± 3 years in the 
atmosphere and it is about 30 times more effective in heat trap than CO2. In thermal power 
plant stations, CH4 sources include natural gas leakage and its escape from combustion activities.  

The anticipated annual GHGs emissions from the proposed thermal station expansion were 

determined using a combination of fuel consumption and the IPCC emission factor for natural 
gas and LPFO combustion. The natural gas consumption in each of the proposed power plants 
is 80,234 m3/h while it is 54,430 m3/h in each of the existing plants. The LPFO consumption 
in the existing plant is 45,760 kg/h. Table 1 shows the emission factors for the investigated 
gases. The scenarios considered include the emission of GHGs from newly proposed power 
plants (Scenario 1) only, emission of GHGs from a combination of newly proposed power 

plants and the existing power plants operating on natural gas (Scenario 2) and existing plants 
running on natural gas and LPFO (Scenario 3). In addition, the total GHG emission (tCO2 
equivalent) which is the standard reporting procedure for GHGs were determined by multiply-
ing the annual GHG (ton/year) with the corresponding global warming potential. 

Table 1. Emission factor for GHGs from thermal plants 

 EF for GHGs 

 CH4 N2O CO2 

Natural gas 1.00 0.10 56 100.00 

LPFO 3.00 0.60 77 400.00 

3. Result and discussion 

3.1. Annual tonnage of GHGs emission from proposed and existing system 

As presented in Table 2 the anticipated greenhouse gases emissions from scenario 1 are 

92.7 tons/annum, 9.3 tons/annum and 5.2 million tons/annum for CH4, N2O and CO2 respec-
tively but 183.3 tons/annum, 18.3 tons/annum and 10.3 million tons/annum from scenario 2. 
The Scenario 3 operations of the existing power plant will generate greenhouse gases of 411.9 
tons/annum, 72.9 tons/annum and 13.4 million tons/annum for CH4, N2O and CO2 respec-
tively. While the annual Scenario 1 operation of the proposed project will generate CO2 level 

that is 5.36% of the national CO2 emission from energy generation as reported by CIA [12], its 
Scenario 2 operation will generate CO2 level that is 10.61% of the national CO2 emission from 
energy generation while CO2 from its Scenario 3 operation will be 13.85% of the national CO2 
emission from energy generation. 
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Table 2. Emission sources characteristics of the proposed and existing gas turbines 

Emission source 
From natural gas (tons/annum) From LPFO (tons/annum) 

CH4 N2O CO2 CH4 N2O CO2 

Proposed 450 MW 
Mitsubishi Hitachi 

Power 1 

30.90 3.10 1 734 690.90 - - - 

Proposed 450 MW 
Mitsubishi Hitachi 

Power 2 

30.90 3.10 1 734 690.90 - - - 

Proposed 450 MW 
Mitsubishi Hitachi 

Power 3 

30.90 3.10 1 734 690.90 - - - 

Sub-Total 92.70 9.30 5 204 072.70 - - - 

Existing 220 MW Bab-

cock- Hitachi Power 
Plant 1 

15.10 1.50 848 071.10 53.20 10.60 1 372 320.60 

Existing 220 MW Bab-

cock- Hitachi Power 
Plant 2 

15.10 1.50 848 071.10 53.20 10.60 1 372 320.60 

Existing 220 MW Bab-

cock- Hitachi Power 
Plant 3 

15.10 1.50 848 071.10 53.20 10.60 1 372 320.60 

Existing 220 MW Bab-

cock- Hitachi Power 
Plant 4 

15.10 1.50 848 071.10 53.20 10.60 1 372 320.60 

Existing 220 MW Bab-

cock- Hitachi Power 
Plant 5 

15.10 1.50 848 071.10 53.20 10.60 1 372 320.60 

Existing 220 MW Bab-

cock- Hitachi Power 
Plant 6 

15.10 1.50 848 071.10 53.20 10.60 1 372 320.60 

Sub-Total 90.60 9.00 5 088 426.60 319.20 63.60 8 233 923.60 

Grand-Total 183.30 18.30 10 292 499 411.90 72.90 1 3437 996 

3.2. Carbon dioxide equivalent (tCO2 e) of the GHGs 

The standard practice in the reporting of GHGs is to express their emissions in carbon 
dioxide equivalent (tCO2 eq). This is to bring all GHGs to a common unit and to facilitate the 
determination of the total greenhouse gas concentration. The (tCO2 eq) of GHGs from the 

individual unit of Egbin thermal plants as well as overall (tCO2eq) from the different scenarios 
are reported in Table 3 and Table 4, respectively. The total GHG emission (tCO2 eq) from 
scenarios 1, 2 and 3 are 5206019.4, 10296349.7 and 13330961.8, respectively.  Considering 
the different scenarios of existing and proposed systems, the introduction of new sets of nat-
ural gas fired thermal plants and discontinuation of LPFO fired thermal plants as represented 

by scenario 2 is expected to result in about 22.8% reduction in the total GHG emission. 

Table 3. Total GHG emission from Egbin thermal station 

GHGs Scenario 1*         
(CO2 e) 

Scenario 2**            
(CO2 e) 

Scenario 3***             
(CO2 e) 

CH4 1 946.7 3 849.7 8 605.8 

N20 2883 5 673 22 506 

CO2 5 204 072.7 10 292 500 13 322 356 
Total 5 206 019.4 10 296 349.7 13 330 961.8 

*Describes the contribution of proposed addition with natural gas only 
**Describes the existing and proposed system with the removal of LPFO utilization 
***Describes the existing system with utilization of natural gas and LPFO 
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Table 4. Actual GHG emissions from proposed and existing gas turbines 

Emission source 
From natural gas (tons/annum) From LPFO (tons/annum) 

CH4 N2O CO2 CH4 N2O CO2 

Proposed 450 MW 
Mitsubishi Hitachi 

Power 1 

648.9 961 1 734 691 - - - 

Proposed 450 MW 
Mitsubishi Hitachi 

Power 2 

648.9 961 1 734 691 - - - 

Proposed 450 MW 
Mitsubishi Hitachi 

Power 3 

648.9 961 1 734 691 - - - 

Sub-Total 1946.7 2883 5 204 073 - - - 

Existing 220 MW Bab-

cock- Hitachi Power 
Plant 1 

317.1 465 848 071.1 1117.2 3286 1 372 321 

Existing 220 MW Bab-

cock- Hitachi Power 
Plant 2 

317.1 465 848 071.1 1117.2 3286 1 372 321 

Existing 220 MW Bab-

cock- Hitachi Power 
Plant 3 

317.1 465 848 071.1 1117.2 3286 1 372 321 

Existing 220 MW Bab-

cock- Hitachi Power 
Plant 4 

317.1 465 848 071.1 1117.2 3286 1 372 321 

Existing 220 MW Bab-

cock- Hitachi Power 
Plant 5 

317.1 465 848 071.1 1117.2 3286 1 372 321 

Existing 220 MW Bab-

cock- Hitachi Power 
Plant 6 

317.1 465 848 071.1 1117.2 3286 1 372 321 

Sub-Total 1 902.6 2 790 5 088 427 6 703.2 19716 8 233 926 

Grand-Total 3 849.7 5 673 10 292 500    

4. Conclusion 

The study investigated the impact of discontinuation of LPFO unit and the introduction of 
the additional natural gas unit on GHG emission profile of a thermal plant. The Scenario 3 
operations of the existing power plant were observed to generate greenhouse gases of 411.9 

tons/annum, 72.9 tons/annum and 13.4 million tons/annum for CH4, N2O and CO2 respec-
tively. The replacement of LPFO unit with additional units that run on NG was observed to 
yield 183.3 tons/annum, 18.3 tons/annum and 10.3 million tons/annum for CH4, N2O and CO2 
respectively. These values represent a significant reduction in the annual emission rates of 
these gases. Considering the carbon dioxide equivalent of the three GHGs, the replacement 

of LPFO unit with additional units of NG was observed to reduce GHGs emission profile of the 
thermal plant by 22.8%. Given, the desire to reduce GHG emissions and its negative impacts 
globally, it is concluded that the NG fired thermal plant will be a better alternative. 
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Abstract 

The increasing global demand for clean energy has made it imperative to explore and exploit 

unconventional oil and gas resources. Twenty-five percent of the sedimentary rocks in Peninsular 
Malaysia are Paleozoic shales. Nevertheless, no work has been carried out on shales in the Kroh 

Formation as regards their mineralogical composition and the effect of minerals in the hydraulic 

fracturing. Representative samples of black shales from the Kroh Formation were analyzed using 
X-ray diffraction (XRD) and Field Emission Scanning Electron Microscope (FE-SEM) with energy 

dispersive X-ray (EDX). The mineralogical composition of the shales has an important effect on 

the competency of rocks, for drilling and for hydrocarbon production. The FESEM results showed 
that the shale samples mainly comprised kaolinite which appears as booklets and quartz as round 

grain with small oval depressions of vary grain sizes. The elemental compositions of the shale 

samples determined by EDX confirm the minerals identified by FESEM. XRD and FESEM results 
both identified the minerals as illite, chlorite, pyrite, and a minor amount of dolomite, feldspar, and 

calcite.  Knowing the clay minerals composition of the shale can be useful in planning for drilling 

and hydraulic fracturing. 

Keywords: Minerology; Petrographic; Paleozoic shale; hydraulic fracturing; morphology. 

 

1. Introduction  

 Shale is a fine grain sedimentary rock, containing different types of clay minerals such as 
illite and kaolinite and non- clay minerals such as quartz and pyrite [1]. Shales are structurally 
fissile, which give them the tendency to split along relatively smooth surfaces parallel to the 
bedding plane. Black shale is a dark-colored mud rock containing organic matter, silt- and 
clay-sized mineral grains that accumulate together [2]. A shale gas reservoir comprises not of 

a single lithology but a collection of fine-grained rocks capable of storing significant amounts 
of gas. Most of the black shales are marine and may have a real extent of thousands of square 
kilometers. Unconventional hydrocarbon resource has become an interesting field of study and 
especially for it as source rocks which can also turn to be excellent reservoirs for generation 
and accumulation [3].  

Exploration and production of gas from fine-grained rocks such as shale, contemporaneous 

with technology advancement facilitated exploration of black shale and made them cost ben-
efit. During the last few years, a major concern has been given to unconventional oil and gas 
shales. Black shales have attracted interest from researchers primarily because of their eco-
nomic importance in terms of hydrocarbon development potential [4]. Mineral composition and 
texture can be critical properties that influence the potential of shales, particularly for drilling 

and production [5]. The mineral contents of the rocks in an unconventional reservoir are im-
portant when the operators want to perform hydraulic fracture operations successfully. The 
presence of expandable clays like smectite causes problems during drilling due to swelling of 
the clays. Fractures are more common and created more easily in carbonate-rich and silica-
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rich than in clay-rich shales. Mineralogy alone maybe the first deciding factor when assessing 
the economic exploitation potential of a shale reservoir [6].  

Generally, rocks with low clay and high quartz content have low Poisson’s Ratio and high 
Young’s Modulus, thus making them more brittle and more prone to natural fractures and are 
good for fracking [7]. Many Paleozoic black shales are rich in quartz and can be regarded as 

siliceous shales or marlstones. Shale can vary considerably in kerogen type, thermal maturity, 
and mineralogy [8-9]. In spite of the fact that Paleozoic black shales are old and their organic 
matter and degree of maturation might have been changed by diagenesis/metamorphism, 
these shales attract attention as potential unconventional oil and gas resources [10-12]. 

Twenty five percent of sedimentary rocks from Peninsular Malaysia are Paleozoic shales [13]. 

These black shale formations are exposed in areas such as Langkawi, Kedah, Perlis, North 
Perak, and many other areas in Malaysia. These areas have been mapped by the Minerals and 
Geoscience Department, and the lithology and stratigraphy have been studied extensively [14-19]. 
However, the mineralogy and petrography of these shales have not been studied in detail. 
Therefore, this study is designed to characterize the mineral composition and petrographic 
texture of the shale in order to get an idea about the hydraulic fracturing potential based on 

the minerals that present in the shale. 

2. Geological setting 

Paleozoic rocks are mainly marine and account for about 25% by area of Peninsular Malay-
sia. The Paleozoic formations of Peninsular Malaysia are distributed in three northwesterly to 
northerly trending zones parallel to the general elongation trend of the Peninsula [13]. They 

are the Western Belt, Central Belt and Eastern Belts (Figure 1). Each of these Belts is charac-
terized by distinctive tectonic, stratigraphy structure and sedimentary history.  

 

Fig 1. Simplified geological map of the Malay Peninsula 

showing the study area (after Tate et al. [30]) 

The Western Belt forms a portion 
of the Sibumasu Terrane, derived 
from the NW Australian Gondwana 

margin within the late Cambrian- 
Early Permian. The Central and East-
ern belts represent the Sukhothai Arc 
constructed within the Late Carbonif-
erous-Early Permian on the margin of 

the Indochina Block (derived from 
the Gondwana margin in the Early 
Devonian) [18].  

Paleozoic rocks of the Western 
Belt are distributed at foothills along 

both flanks of the Main Range granite 
batholith stretching from the Malay-
sian–Thai border southwards to Ma-
lacca. The Northwestern Zone of the 
Western Belt covers Langkawi, 
Kedah, and Perlis and these are 

mainly shallow-marine shelf sedi-
ments [17]. Lower Paleozoic rocks are 
confined to the Western Belt, while 
the Upper Paleozoic rocks occur in 
the Central and Eastern Belts. 
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The Kroh Formation is part of the Baling Group. It is characterized by the Early – Middle 
Silurian and Lower Devonian graptolites, and the Early – Middle Devonian Tentaculites. The 
Mahang Formation in Kedah is equivalent to the Kroh Formation in Upper Perak. The Kroh 
Formation is overlain by the Upper Paleozoic rocks. The Upper Paleozoic rocks were deemed 
as an extension of the Kati Formation [20]. They are extensively exposed in the Pengkalan 

Hulu, Kelian Intan and Kerunai areas in northern Perak. The rock succession extends east-
wards into the Bersia area as mentioned by [21] (Figure 2). Generally, the Kroh Formation is 
composed of black shale, sub-mature arenite, calcareous shale, and limestone.  

 

Fig 2. Location map of the study area (after [20]) 

Table 1. Schematic stratigraphic column of the Betong-Pengkalan Hulu Transect area, Malaysia show-

ing the Kroh Formation [19] 
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The rocks are divisible into four facies: the argillaceous facies, calc-silicate facies, calcare-
ous facies, and minor arenaceous facies. The widely spread argillaceous facies with a consid-
erable amount of carbonaceous content suggests that the deposition of this rock unit occurred 
in a euxinic marine environment. Fine-grained materials indicate long distance transportation 
and the deposition took place in a quiet and undisturbed environment. The absence of benthos 

fossils and bioturbation indicates that the deposition occurred in a deep marine environment. 
The calcareous facies and arenaceous facies with subordinate conglomerate might be depos-
ited in the continental shelf, the relatively shallower part of the depositional basin [19]. 

3. Material and methods 

Twelve representative samples were taken from six locations in the Gerik area, Upper Perak 

(Figure 2). They are carbonaceous shale and have been dated and assigned an Upper Ordo-
vician -Lower Devonian age [22]. All the shale samples were subjected to X-ray diffraction 
(XRD) and Field emission scanning electron microscope (FESEM) studies. XRD analysis is a 
useful method to identify minerals that are present in the shales. Shale samples were ground 
using a milling machine into powder, and the powder was analyzed using a Bruker D8 Discover 
X-ray Diffractometer according to the Hardy and Tucker method [23]. Field emission scanning 

electron microscopy (FE-SEM) is a known tool for investigating and imaging the microstructure 
of rocks [24-27]. The method depends on the interaction of the electrons emitted by the FESEM 
with the atoms that make up the sample producing signals that contain information about the 
sample surface topography, composition, and properties such as electrical conductivity. Sam-
ple preparation includes polishing the sample into thin blocks and then coating with gold. 

Energy-dispersive spectrometry( EDX ) technique was used to determine the elemental com-
position of the sample. 

4. Results and discussion 

4.1. X- Ray diffraction (XRD) 

XRD was used to identify the clay minerals and other minerals present in the shale samples.  
The results of all shale samples from the Kroh Formation have a mineralogical composition 
which typically consists of kaolinite, illite, and non- clay minerals such as quartz. A large 
quantity of illite usually indicates older rocks. All of these minerals were identified by the fact 

that each mineral has unique fingerprints.  
Kaolinite is a clay mineral, with the chemical composition (Al2Si2O5(OH)4). It is a layered sil-

icate mineral, with one tetrahedral sheet of silica (SiO4) linked through oxygen atoms [28], 
which has diffraction at 7.3Aº basal spacing [23]. Figure 3 shows the XRD result for one sample.  
Kaolinite is present in variable quantities in all shale samples. The XRD peak suggests that the 

kaolinite is a clear crystal. 
Quartz is very common in shales and is present in all the samples as shown in Figure 3. 

The quartz has diffractions at 4.2 Aº and 3.3 Aº. The intensities of XRD peaks suggest that 
quartz is dominant in all the samples. The quartz produced the highest peaks as compared to 
the other minerals. The height of the peaks produced by a certain mineral does not indicate 

its quantity. It just shows that the mineral has a good crystalline form [29]. 
The presence of quartz will be good for hydraulic fracturing because fractures form more 

readily and more widespread in carbonate-rich and silica-rich shales. Other minerals identified 
from the XRD analysis include calcite, alkaline feldspar, siderite, dolomite, smectite, musco-
vite, goethite and pyrite (Figure 3). Table 2 shows the mineralogical composition of 12 rock 

samples in the Kroh Formation which were analyzed by XRD. 
The qualitative analyses of mineral employing a search/match program become increas-

ingly challenging when the mineral is a mixture of several phases, rendering the diffraction 
pattern complex.  
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Fig 3. The XRD peak of shale from the Kroh Formation in the KR-3 samples 

Table 2. Mineralogical composition of 12 rock samples from the Kroh Formation determined by XRD  

4.2. Field Emission Scanning Electron Microscope with energy dispersive X-ray 
(SEM-EDX) 

Field Emission Scanning electron microscopes (FE-SEM) with energy dispersive X-ray (EDX) 
were employed to measure the surface topography, microstructure, and chemical composition 
of rock samples. The FESEM-EDX analysis was carried out on the twelve shale samples from 
the Kroh Formation. Figure 4 shows the images of shale samples at different magnification 
factors. The crystal structure can be clearly observed with increasing magnification. 

Kaolinite appeared as pseudo hexagonal plates or books in the SEM result (Figure 5 A). The 
presence of kaolinite was also confirmed by EDX techniques. Results showed that the shale 
samples are dominated by silica, oxygen, and aluminum (Al 2Si 2O 5(OH)4) and the weight 
concentration of Si and Al confirmed their identification as kaolinite (Figure 5B). In the SEM, 
the quartz appeared as rounded grain with small oval depressions and different grain sizes 

(Figure 6.A). The presence of quartz is also confirmed by EDX techniques. Results showed that 
the elemental composition of the shale samples is dominated by silica and oxygen (Si-O), and 
they have high peaks in the spectrum as shown in Figure 6.B. Addition, the weight concentra-
tion of these elements is high compared to the other elements present in the samples. 

Sample ID Quartz Kaolinite Illite Feldspar Pyrite Dolomite Smectite 

KR-1              

KR-2          

KR-3            

KR-4            

KR-5             

KR-6          

KR-7             

KR-8            

KR-9           

KR-10          

KR-11           

KR-12           
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Fig 4. Images of shale samples from the Kroh Formation. (A) Quartz appeared as rounded grain with 

small oval depressions. (B) Quartz appeared as large grains. (C) Quartz appears as different grain size. 
(D) Kaolinite appeared as pseudo hexagonal plates or books 

 

Fig 5. (A). Kaolinite appeared as pseudo hexagonal plates or books in sample KR-3. (B). EDX Spectrum 

Analysis of KR-3 for kaolinite show the elemental composition of the shale sample  
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Fig 6. (A). SEM image of sample KR-5 shale sample shows the quartz appeared as large grains. (B). EDX 
Spectrum Analysis of sample KR-5 for quartz 

5. Conclusion 

An integrated mineralogical and petrographic investigation of the shale samples from the 
Kroh Formation in the Upper Perak was performed to determine the minerals and the mor-
phology of the minerals present in the shale. Knowing the composition in the shales of the 

shale can be useful in planning for drilling and hydraulic fracturing. 
FESEM were used to identify minerals to determine the chemical composition of the miner-

als present in the shale. Shale is the most abundant sedimentary rock and is a combination 
of a wide variety of minerals that clay minerals found in the samples tested are illite, kaolinite 
and the non- clay minerals are quartz and pyrite.  The peaks of the quartz are highly diffracted 

because quartz has good crystalline form and shows larger peaks. On the other hand, clays 
do not diffract as well because they do not have good crystalline form and consequently, their 
peaks are lower than that of quartz.  

The peak height of the quartz does not reflect the quantity. It just means that the quartz 
has a good crystalline form. It is difficult to get the quantitative mineral composition of the 

clays. The reason is that they do not have good crystalline forms and do not diffract well.  

Acknowledgment  

The authors would like to acknowledge the support providing by the PRF project “Advanced 
Shale Gas Extraction Technology Using Electrochemical Methods.” 

References 

[1] Peters EJ. Petrophysics: Department of Petroleum and Geosystems Engineering. The Text note of 
the University of Texas at Austin 2004. 

[2] Swanson VE, Swanson VE. Geology and geochemistry of uranium in marine black shales: a review, 
US Government Printing Office 1961, Washington, DC. 

[3] Shoieb MA, Sum CW, Abidin NSZ, Bhattachary SK. The organic geochemical characterization: An 
indication of type of kerogen and maturity of early–Mid Jurassic shale in the Blue Nile formation.  
AIP Conference Proceedings, 2018. AIP Publishing, 030013. 

[4] Wignall PB. Black shales. Oxford University Press 1994, USA ISBN0198540388. 
[5] Shoieb MA, Abidin NSZ, Sum CW, Ibrahim Y. Mineralogical and Petrographic Characterization: An 

Indication of Fractability of Shale Gas Reservoir in the Blue Nile Basin, Sudan. ICIPEG 2016, DOI 
10.1007/978-981-10-3650-7_21. 

 

Fig 6 (A). SEM image of sample KR-5 shale sample shows the quartz appeared as large grains. (B). EDX 

Spectrum Analysis of sample KR-5 for quartz. 

1027



Petroleum and Coal 

                        Pet Coal (2018); 60(5): 1021-1028 
ISSN 1337-7027 an open access journal 

[6] Sondhi N. Petrophysical characterization of Eagle Ford shale. Ph.D. Thesis 2011, University of Ok-
lahoma, Oklahoma. 

[7] Elgmati M. Shale gas rock characterization and 3D submicron pore network reconstruction. Masters 
Theses. 6735, http://scholarsmine.mst.edu/masters_theses/6735. 

[8] Aplin AC, MacQuaker JH. Mudstone diversity: Origin and implications for source, seal, and reservoir 
properties in petroleum systems. AAPG bulletin, 2011; 95: 2031-2059. 

[9] Eseme E, Krooss B, Littke R. 2012. Evolution of petrophysical properties of oil shales during high-
temperature compaction tests: Implications for petroleum expulsion. Marine and petroleum geol-
ogy, 2012; 31: 110-124. 

[10] Pashin JC, Kopaska-Merkel DC, Arnold AC, McIntyre MR, Thomas WA. Gigantic, gaseous mushwads 
in Cambrian shale: Conasauga Formation, southern Appalachians, USA. International Journal of 
Coal Geology, 2012; 103: 70-91. 

[11] Soua M. Paleozoic oil/gas shale reservoirs in southern Tunisia: An overview. Journal of African 
Earth Sciences, 2014; 100: 450-492. 

[12] Baioumy H, Ulfa Y, Nawawi M, Padmanabhan E, Anuar MNA. Mineralogy and geochemistry of Pal-
aeozoic black shales from Peninsular Malaysia: Implications for their origin and maturation. Inter-
national Journal of Coal Geology, 2016; 165: 90-105. 

[13] Yee FK. The Palaeozoic sedimentary rocks of Peninsular Malaysia-stratigraphy and correlation. 
Workshop on Stratigraphic Correlation of Thailand abd Malaysia Haad Yai, Thailand 8-10 Septem-
ber, 1983, https://gsm.org.my/file/SCTM_01.pdf. 

[14] Burton C. The Baling group/Bannang Sata group of the Malay/Thai Peninsula. Journal of Southeast 
Asian earth sciences, 1986; 1: 93-106. 

[15] Jones CR. The geology and mineral resources of the Grik area, Upper Perak. Geological Survey 
Headquarters 1970. 

[16] Foo KY. Geology and Mineral Resources of the Taiping-Kuala Kangsar Area Perak Darul Ridzuan: 
By Foo Khong Yee, Geological Survey Headquarters 1990. 

[17] Cocks L, Fortey R, Lee C. A review of Lower and Middle Palaeozoic biostratigraphy in west penin-
sular Malaysia and southern Thailand in its context within the Sibumasu Terrane. Journal of Asian 
Earth Sciences, 2005; 24: 703-717. 

[18] Metcalfe I. Tectonic evolution of the Malay Peninsula. Journal of Asian Earth Sciences, 2013; 76: 
195-213. 

[19] The Malaysia-Thailand Working Group. Geology of the Pengkalan Hulu-Betong Transect area along 
the malaysia-thailand border, The Malaysia-Thailand Border Joint Geological Survey Committee 
(MTJGSC), 2009. 

[20] Teh G, Hussin AH. 1994. Field Relationships of Rock Units along the Malaysia-Thai Border, Nener-
ing, Hulu Perak. Warta Geologi, 1994; 20(3):244. 

[21] Mohd T, Mohd Zin, Selvarajah. Geology and Mineral Resources of the Kerunai Area, Perak Darul 
Ridzuan. Proceeding of the 24th Annual Geological Conference, 1993; 5: 92 – 106 

[22] Burton CK. The geology and mineral resources of the Baling area, Kedah and Perak. Geol. Sur. 
Malaysia Dist. Mem., 1972; 12: 1–150. 

[23] Hardy R, Tucker M. X-ray powder diffraction of sediments. Techniques in sedimentology, Oxford 
1988:191-228, ISBN: 0632013613. 

[24] Chalmers G, Bustin R, Powers I. A pore by any other name would be as small: the importance of 
meso-and microporosity in shale gas capacity. AAPG Annual Convention and Exhibition, Denver, 
Colorado, 2009.  

[25] Wang FP, Reed RM. Pore networks and fluid flow in gas shales. SPE Annual Technical Conference 
and Exhibition, 2009. Society of Petroleum Engineers. 

[26] Curtis ME, Ambrose RJ, Sondergeld CH. Structural characterization of gas shales on the micro-and 
nano-scales.  Canadian Unconventional Resources and International Petroleum Conference, 2010. 
Society of Petroleum Engineers. 

[27] Schieber J. Common themes in the formation and preservation of intrinsic porosity in shales and 
mudstones-illustrated with examples across the Phanerozoic. SPE Unconventional Gas Conference, 
2010. Society of Petroleum Engineers. 

[28] Pohl WL Economic geology: principles and practice. Metals, minerals, coal and hydrocarbons--in-
troduction to formation and sustainable exploitation of mineral deposits. Springer Science & Busi-
ness Media 2011, ISBN 978-1-4443-3662-7. 

[29] Butt AS. 2012. Shale Characterization Using X-Ray Diffraction. Master of Engineering Thesis 2012, 
Dalhousie University, Dalhousie University Halifax, Nova Scotia. 

[30] Tate RB, Tan DN, Ng TF. Geological Map of Peninsular Malaysia. Scale. 2008. 
  

To whom correspondence should be addressed: Monera Adam Shoieb, Universiti Teknologi PETRONAS, Department 

of Geoscience, Perak Darul Ridzuan, 32610 Seri Iskandar, Tronoh- Malaysia 

1028



Petroleum and Coal 
 

                        Pet Coal (2018); 60(5): 1029-1038 
ISSN 1337-7027 an open access journal 

Article                                                                  Open Access 
 

 

SUBSURFACE CHARACTERIZATION USING SEISMIC REFRACTION TOMOGRAPHY IN THE UNIVERSITY 

OF PORT HARCOURT 
 
Rasaq Bello1, Jonathan ChineduNwafor2 

 
1 Department of Physics, Federal University Kashere, Gombe State, Nigeria 
2 Department of Physics, University of Port Harcourt, Port Harcourt, Nigeria 

 
Received July 5, 2018; Accepted September 28, 2018 

 

 

Abstract 

Seismic refraction tomography survey was carried out in four different sites (profiles) for the sub-

surface characterization. Results showed that the study areas are made-up of three layers and 
there is an increase in velocity with depth in the areas. The first layer is the weathered layer and 

is suggested to be dry sand. It has average thicknesses of 12.49 m, 9.17 m, 11.71 m, and 11.73 

m, and velocity ranges from 779 m/s to 1531 m/s, 822 m/s to 1487 m/s, 846 m/s to  1480 m/s 
and 837 m/s to 1475 m/s respectively for the four profiles. The second layer is thought to be 

saturated sand (aquifer layer) and has average thicknesses of 2.9 m, 2.8 m, 2.0 m and 2.3 m at 

depths of 12.49 m, 9.17 m, 11.71 m and 11.73 m with velocities ranges from 1531 m/s to 2068 
m/s, 1487 m/s to 2073 m/s, 1480 m/s to 2026 m/s and 1475 m/s to 2006 m/s respectively along 

the profiles. The third layer which is thought to be sand stone at depths 15.39 m, 11.97 m, 13.66 

m and 13.99 m, and has infinite thicknesses with velocities ranges from 2068 m/s to 4216 m/s, 
2073 m/s to 4157 m/s, 2026 m/s to 4621 m/s and 2006 m/s to 4237 m/s respectively along the 

profiles. 

Keywords: Seismic; Refraction; Tomography; Lithology; Profiles. 

 

1. Introduction  

The first geophysical approach used in search of the reservoir is the seismic refraction 
method, but over the years its relevance in the exploration of oil has reduced because of 
different types of modern reflection studies. Though, seismic refraction survey is continually 
relevance on the shallow investigation of the subsurface, especially for civil and geotechnical 

engineering sites. It remains non negligible exploratory instrument for a shallow survey when 
applied together with investigative drill [1]. The two ways travel time is measured in a refrac-
tion survey at a known place on the Earth along its surface where the seismic primary (P) 
waves energy is generated via an energy source. The energy source is usually generated 
through a small explosive charge, vibrosis or accelerated weight drop [2]. The energy which 

radiates from the shot point traveled via the top layer and refracted on a boundary, and then 
detected at the surface by geophones (12, 24, 48, or more geophones) that are arranged in 
linear array whereas travel times are recorded via seismometer. Graphs of geophone distance 
(starting from the first geophone to the last) against time of those first arrivals are plotted to 
show the depth to refracting interfaces. “Seismic refraction method is quantitative as it pro-

duces depths of various geo-material layers and the compressional wave velocity (Vp) of these 
layers” [3]. 

Seismic refraction tomography is a method for examining the Earth’s interior with seismic 
wave generated by earthquakes or explosions. P-, S-, and surface waves can be used for 
tomographic models of different resolutions based on seismic wavelength, the seismograph 

array coverage, and wave source distance. The seismic refraction tomography (velocity gra-
dient or diving-wave tomography) employs first arrival travel time of seismic wave for its 
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input. In this method, both forward and reverse shots are taken by firing shots before the first 
geophone and after the last geophone respectively, and shots are also fired at various points 
of geophones which make it possible to scan every point of the Earth’s interior of the profile 
line from both forward and reverse shot. Although the depth of probe depends mainly on the 
energy source (explosive, vibrosis or weight drop) and geophones spacing along the profile, 

that means the higher the geophone spacing is higher the depth of probe. The spatial varia-
tions such as pore fluids, fracturing, or lithology, maybe forecasted from the information ob-
tained from seismic refraction tomography technique. Hence, the technique is of great im-
portance in applications to engineering and greater extent of exploration [4]. Seismic refraction 
tomography survey was carried out in four different sites in the University of Port Harcourt 

with a total length of 95 mands 5 m being geophone spacing.  

1.1. Geology of the study area 

The study area of the first site (behind faculty of Social Sciences) has coordinates of latitude 
04°54’28.5” North and longitude of 006°55’06.8” East with an elevation of 17.2 m, the second 
site (front of faculty of humanity) has coordinates of latitude 04°54’29.1” North and longitude 
of 006°55’09.3” East with an elevation of 17.4 m, the third site (behind Gas Engineering 

Department) has coordinates of latitude 04°54’26.0” North and longitude of 006°55’25.4” East 
with an elevation of 17.0 m, while the fourth site (adjacent to Gas Engineering Department) 
has coordinates of latitude 04°54’25.1” North and longitude of 006°55’23.0” East with an 
elevation of 17.1 m, all in the University of Port Harcourt, Obio/Akpor Local Government Area 
of Port Harcourt Metropolis, Rivers State of Nigeria. 

1.2. Stratigraphic framework 

The sequential order of the Niger Delta layers is made up three wide lithostratigraphic units 
and they are, (1) Benin Formation (sequence of a continental shallow massive sand), (2) 
Agbada Formation (a costal marine sequence of alternating sands and shales) and (3) Akata 
Formation (a basal marine shale unit) [5-8]. Clays and Shales including minor sand intercala-

tions are the components of the Akata Formation. They were deposited prodelta environments 
and sand deposited here is less than 30% in general. 

Sands and shales are the components of Agbada Formation signifying sediments of the 
transitional environment consist of the lower delta plain (mangrove swamps, marsh, flood 
plain) and the coastal barrier and fluviomarine realms. In the Agbada Formation sand varies 

in percentage from 30-70%, which is as a result of more large numbers of depositional offlap 
cycles. Generally, a complete cycle is made-up of minor fossiliferrous transgressive marine 
sand, followed by an offlap sequence which commences with marine shale and continues with 
laminated fluviomarine sediments followed by barriers and/or fluviatile sediments terminated 
by another transgression [5]. 

The Benin Formation is made-up of high sand which varies in percentage from 70-100% 
and forms the outermost Niger Delta layers depositional sequence. The huge sands were 
placed in a continental setting comprising the fluvial realms (braidedand meandering systems) 
of the top delta plain. 

2. Methodology 

2.1. Data acquisition  

All the data used in this research were acquired using seismic refraction tomography survey 
with instruments Seismometer; Twelve geophones, Cable, Weight drop (sledge hammer), 

Base plate, GPS (Global positioning system), Cutlass, Umbrella, Trigger geophone, Trigger 
cable realm, Tape and Wooden pegs, in the University of Port Harcourt, Abuja campus. The 
data were gotten in four different places, behind the Faculty of Social Sciences (first profile), 
in the front of the Faculty of Humanities (second profile), behind Faculty of Gas Engineering 
(third profile), and adjacent to the Faculty of Gas Engineering (fourth profile). The data were 

acquired in a relatively calm environment, and efforts were put in place to assure that random 
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noise was suppressed as much as possible. Though all the obtainable sources of the random 
noise could not be stopped because of the nature of the environment (school activities), but 
yet it was controlled to a reasonable extent. The profiles where the data were obtained have 
approximately zero gradients and structures were erected on the surroundings. The first and 
second profiles were about 120 m and 170 m respectively away from the road while the third 

and fourth profiles were 200 m and 100 m respectively away from the road. 
Shot points and geophone positions were first marked starting from one end marking 5 m 

and using wooden pegs to separate them to the other end. A total of twenty points were made 
for both forward and reverse shots. Twelve geophones were then fixed as shown in figure 1 
connecting to the cable with their polarity being observed. The cable and trigger cable realm 

connecting to trigger geophone positioned in a shot point were connected properly to ABEM 
seismometre being powered by a DC battery. Vertical geophones were properly placed per-
pendicular to the Earth’s surface in order to pick the vibration made by the ground. 

A total length of 95 m was used for each profile line (shown in Figure.1). Sledge hammer 
was, used as the energy source. In order to reduce the random noise, five stacks were made, 
and the averathe ges were recorded by the seismometer on each shot point. 

 

Figure 1. The profile line showing geophone and shot points positions in the site  

2.2. Data processing 

After the data had been acquired from the field using the adequate instruments listed 
above, the next step was the extraction of data from the seismometer for processing. The 

data was extracted by connecting the seismometer into a computer system providing access 
to the raw data. The raw data which has no value until it was processed by appropriate soft-
ware like Reflexw is of SEG2 file type. The first step in processing was to import the data in 
the Reflex as a SEG2 format. The data were imported into the software as a SEG2 format to 
enable the software to recognize them as seismic data. At this stage, the outline used in the 

site was provided to the software for proper processing, for example, number of shot points 
and geophone spacing, number of geophones used and others. After the importation of data, 
the next stage is to filter out the noise and then gaining.  

After importing the data which always comes with random noise, the next stage is to filter 
out the noise. Both random noise (noise coming from the environment such as vibration 
caused by car) and coherent noise (noise coming from the instrument maybe due to malfunc-

tion) in the data obscure the subsurface imaging, therefore, have to filter out in order to 
observe a comprehensible image about the subsurface. By filtering, bandpass frequencies of 
20 Hz for lower cutoff and 50 Hz for upper cutoff were applied. Gaining (Deconvolution) is 
applied immediately the data is filtered. By gaining, amplification of the amplitude of the signal 

5 m 

5 m 

Figure 1: The profile line showing geophone and shot points positions in the site 

Shot point 

Geophone 

95 m 
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which was reduced as it propagates through the Earth and spread its energy over a large 
surface was achieved. 

After enhancing the amplitude of the signal which gives room to identify the first refractor, 
the next is to careful pick the time it takes each geophone to record signal picked from the 
first interface by a particular source signal generation known as first arrival travel times or 

first breaks. This was carried out by manual picking. 
From the picking of the first arrival travel times for each shot, time-distance graph for 

forward and reverse shots were plotted (see Fig. 2). Travel times are recorded in milliseconds 
for both forward and reverse shots. The average refracted travel time is calculated which we 
used to assign layers. 

 

Figure 2. Time-distance graph for first shot arrival travel times picked for both forward and reversed 
shots of the 1st profile line 

The next is the wavefront inversion. By inversion, velocity-depth models directly from the 
recorded data are produced (see Fig. 3-6). The picked traveltimes of different shots are put 
together by traveltime processing (the first part) which also assign picks to special layers. The 
wavefront inversion method is used to invert the combined traveltimes into the underground 
model and hence allows: interactive back propagation of the wavefronts using finite differ-

ences approximation of the eikonal equation; the back propagation is exact, even for very 
complicated overburdens [9]. 

After the models were generated by wave front inversion, ray tracing was then applied. In 
a system which has regions of varying propagating velocity, absorption characteristics, and 
reflecting surfaces, ray tracing is seen as a technique used to calculate the path of particles 

or waves. Under these conditions, wave fronts may change direction, bend, or reflect off sur-
faces, complicating analysis. Ray tracing correct the setback by constantly advancing idealized 
thin beams called rays through the system by discrete amounts [10]. From this analysis, the 
tomography models were generated for the four profiles in the study areas. 
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Figure 3. The first profile inversion process with Reflex software to generate initial first and second layers. 
The model showing initial depth of the weathered layer in lateral direction of the profile 

 

Figure 4. Second profile inversion process with Reflex software to generate initial first and second layers. 
The model showing initial depth of the weathered layer in lateral direction of the profile  
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Figure 5. Third profile inversion process with Reflex software to generate initial first and second layers. 

The model showing initial depth of the weathered layer in lateral direction of the profile  

 

Figure 6. Fourth profile inversion process with Reflex software to generate initial first and second layers. 

The model showing initial depth of the weathered layer in lateral direction of the profile  
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Table 1. First shot arrival travel times picked for both forward and reversed shots of the 1 st profile line 

D istan ce  (m ) Fo r w ar d  Ti me  ( ms ) Reversed Time (ms) 

0 9 . 8 1 5 4 . 9 3 

5 1 1 . 7 7 4 9 . 0 4 

1 0 1 3 . 7 3 4 3 . 1 6 

1 5 1 9 . 6 2 3 9 . 2 3 

2 0 2 1 . 5 8 3 5 . 3 1 

2 5 3 1 . 3 9 3 3 . 3 5 

3 0 3 5 . 3 1 2 3 . 9 5 

3 5 3 7 . 2 7 2 1 . 5 8 

4 0 3 9 . 9 2 1 7 . 6 6 

4 5 4 5 . 1 2 1 1 . 7 7 

5 0 4 9 . 0 4 9 . 8 1 

5 5 5 3 . 8 9 7 . 8 5 

3. Results and discussion 

The velocity tomography models for first to fourth profiles are respectively shown in Figure 

7 to Figure 10. The velocity tomography models are presented in different shades of colours. 
The velocity distributions portrayed by the tomography models show an increase in velocity 
with depth along the whole profiles. There is no case or evidence where a low velocity layer is 
overlain with higher velocity layer. By the right hand side of each tomography model, a colour 
bar is attached to it showing velocity range of each colour. The tomography models are not 

discussed based on the colour distributions in the models but are discussed according to the 
velocity distribution attached to a colour from the colour bar. From the tomography models, 
a horizontal distance along the profile is shown in meters also, a vertical distance showing the 
depth of probe measured in meters. The tomography models clearly isolated the consolidated 
from the unconsolidated layer (weathered layer). 

 

Figure 7. Tomography model of velocity distribution along the first profile 
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Figure 8. Tomography model of velocity distribution along the second profile 

 

Figure 9. Tomography model of velocity distribution along the third profile 

For the first profile, the surface velocity down to the entire depth of the probe from the 

tomography model as shown in Figure 2 ranges from 779 m/s to 4216 m/s. The model shows 
the weathered layer primary wave velocity varies from 779 m/s to 1531 m/s. The weathered 
layer thickness is 11.59 m at the beginning, 14.33 m at the middle, and 9.22 m at the end 
with an average thickness of 12.49 m. The following layer has p-wave velocity varies from 
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1531 m/s to 2068 m/s at an average depth of 12.49 m. While the velocity of the third layer 
varies from 2068 m/s to 4216 m/s at an average depth of 15.39 m along the profile.  

 

Figure 10. Tomography model of velocity distribution along the fourth Profile  

The surface velocity down to the entire depth of the probe from the tomography model of 
the second profile as shown in Figure 3 ranges from 822 m/s to 4157 m/s. The weathered 

layer primary wave velocity varies from 822 m/s to 1487 m/s. The weathered layer thickness 
is 6.27 m at the beginning, 14.01 m at the middle, and 7.22 m at the end with an average 
thickness of 9.17 m. The following layer has p-wave velocity varies from 1487 m/s to 2073 
m/s at an average depth of 9.17 m. While the velocity of the third layer varies from 2073 m/s 
to 4157 m/s at an average depth of 11.97 m along the profile. 

Also, the surface velocity down to the entire depth of the probe from the tomography model 
of the third profile showed in Figure 4.4 ranges from 846 m/s to 4621 m/s. The weathered 
layer primary wave velocity varies from 846 m/s to 1480 m/s. The weathered layer thickness 
is 8.01 m at the beginning, 16.38 m at the middle, and 10.75 m at the end with an average 
thickness of 11.71 m. The following layer has p-wave velocity varies from 1480 m/s to 2026 

m/s at an average depth of 11.71 m. While the velocity of the third layer varies from 2026 
m/s to 4621 m/s at an average depth of 13.66 m along the profile. 

Then, the surface velocity down to the entire depth of the probe from the tomography 
model of the fourth profile showed in figure 5 ranges from 837 m/s to 4237 m/s. The weath-
ered layer primary wave velocity varies from 837 m/s to 1475 m/s. The weathered layer 

thickness is 10.17 m at the beginning, 16.01 m at the middle, and 8.96 m at the end with an 
average thickness of 11.73 m. The following layer has p-wave velocity varies from 1475 m/s 
to 2006 m/s at an average depth of 11.73 m. While the velocity of the third layer varies from 
2006 m/s to 4237 m/s at an average depth of 13.99 m along the profile. 

The four tomographic models have three equivalent layers and comparing the velocities 
with that of Kearey et al. [3], and Azwin et al. [1], the first layer is the weathered layer and is 

likely to be dry sand. It has average thicknesses of 12.49 m, 9.17 m, 11.71 m, and 11.73 m 

1037



Petroleum and Coal 

                        Pet Coal (2018); 60(5): 1029-1038 
ISSN 1337-7027 an open access journal 

respectively for the four profiles. The second layer is likely to be saturated sand which is the 
aquifer layer and has average thicknesses of 2.9 m, 2.8 m, 2.0 m and 2.3 m at depths of 
12.49 m, 9.17 m, 11.71 m and 11.73 m respectively. The third layer which is likely to be sand 
stone (the confined aquifer) at depths 15.39 m, 11.97 m, 13.66 m, and 13.99 m, and has 
infinite thicknesses along the profiles.  

4. Conclusion 

It is concluded from the 2D seismic refraction results that the weathered layer thickness 
and aquifer depth varies from the Earth’s surface in the four profiles. Though the weathered 
layer thicknesses and aquifer depths are relatively the same in average along the first, third 
and fourth profiles, the second profile is considered to reduce cost while sinking a borehole. 

The layers of the four profiles which are made up mainly sand and sand stones are the same 
because they have equivalent velocity range. The environments are good for structures, and 
multi storey buildings erect will not collapse provided the foundations are carried out properly.  
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Abstract 

In this work, the radial flow of a two-phase hydrocarbon fluid in a petroleum reservoir is first 

modeled. Using the mass balance equation and Darcy's law as the governing equations, a nonlin-

ear radial diffusion equation is obtained. We then assume that throughout the reservoir, 𝜕𝑃
𝜕𝑟⁄  is 

small and 𝜕𝑃
𝜕𝑟⁄ ≠ 0 also the viscosity (𝜇) is independent of pressure. The recent hypotheses are 

true about the radial flow. Accordingly, the resulting nonlinear equation is converted to a linear 

radial diffusion equation which is a one-dimensional equation (ODE) and it is noticeable to achieve 

the pressure distribution in the reservoir and adjacent to the well. Descriptions of reservoir pro-
cesses have motivated a large volume of work on ODEs. Analytical and numerical methods have 

provided solutions to the problems satisfying a fairly wide range of conditions. However, analytical 

methods continue to be highly valued for the inherent simplicity, their capacity to convey qualita-
tive information about the physical problem, and as a verification for numerical models. In this 

work, after obtaining the linear radial diffusion equation, regarding the transient state (𝜕𝑃
𝜕𝑟⁄ =

𝑓(𝑟, 𝑡) and 𝜕𝑃
𝜕𝑟⁄ ≠ 0 ) for the fluid flow, we apply the related boundary and initial conditions. Af-

terward, we apply the analytical methods for the resulting model to obtain the pressure distribu-
tion. To achieve this goal, we separately apply the separation of variables method (based on Bessel 

equations) and the method of Laplace transform to solve the problem. In the end of the second 

method, as for the resulted fraction any inverse value is not found in most of tables, so we apply 
Heaviside’s theorem. 

Keywords: Radial flow; Darcy's law; Transient state; Bessel equation; Laplace transform. 

 

1. Introduction 

Generally, after digging a well in a petroleum reservoir, the difference in pressure between 

the reservoir and the wellbore causes to the flow of fluid into the wellbore in three states: 

transient ( 0




t

P
), semi-steady ( constant





t

P
) and steady ( 0





t

P
) [1].  

When digging a well in the middle of the reservoir, the hydrocarbon fluid flows from the 
surrounding area to the wellbore, then a radial flow occurs (Fig. 1). When numerous wells are 
digged at a short distance from each other, the flow lines are parallel and a linear flow is 
created. The spherical flow occurs when the reservoir has a nearly hemispherical shape [2]. In 
this study, we assumed that the desired fluid has a radial flow in a hydrocarbon reservoir.  

The pressure distribution at any time ( t ) and at any point ( r ) in a reservoir producing a 

hydrocarbon fluid with radial flow is an applied function that is used daily by reservoir engi-
neers in order to predict pressure drop and provide methods of stabilizing or increasing the 
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pressure. Therefore, it is significant to provide a suitable model for determining the distribution 
of this important parameter in a reservoir.  

 

Figure 1. Radial flow into a wellbore 

In recent years, various studies have been carried out to calculate the distribution of pres-
sure in the reservoir. In this regard, the use of the diffusion equation in calculations has been 
of interest to many researchers. It seems that provision of analytical models (if applicable) 

with mathematical structures can play a decisive role in proving the validit y and reliability of 
numerical models in addition to problem solving. The analytical method of diffusion equation, 
which is superior in calculation to the existing analytical methods such as the integral trans-
formation method of Fourier or Laplace and/or the variable separation method, was thus es-
tablished in the parabolic space [3]. 

In this work, in order to achieve the pressure distribution throughout the reservoir, the 
problem is only studied in the transient state which is undoubtedly difficult to analyze. The 
semi-steady and steady states (due to the simplicity of the problem) will not be studied in this 
work.  

2. Mathematical formulation 

We consider the following assumptions: 

A. In a hydrocarbon reservoir, since deposition of some materials such as asphaltene, causes 
to changing the porosity in terms of time, so we ignore the deposition and assume that 
physical properties of the reservoir including porosity and permeability are constant. In 
general, we assume that the reservoir is homogeneous.  

B. Height of drilling well is equal to the reservoir thickness, in this case, assumption of radial 

flow for the fluid is correct. 
C. In a two-phase reservoir, the desired fluid is oil or gas and water is immobile. 

The mass balance equation is considered as “rate of mass accumulation = rate of input 
mass –rate of output mass” [4]. 

According to Fig. 2 and defined parameters earlier, the mass balance equation can be written as 

follow:  

dt

d
drrh

r
q

drr
q


 )2(


        or      

dt

d
rh

dr

r
q

drr
q 




)2(


             (1) 

where: drrh2  is the volume of vacant space in the cylindrical layer in which the fluid is 

placed. Equation (1) can be written as below: 

dt

d
rhq

r


 )2()( 




                                                                                                            (2)  

On the other hand, for a radial flow in horizontal mode, Darcy's law is [5-6]: 
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r

rkh
q










2
                                                                                                                          (3) 

where: rh2 is the surface which is perpendicular to the direction of flow. Using equations (2) 

and (3) we can obtain: 

dt

d
rh

r

rkh

r










)2(

2






















                                                                                           (4) 

 

 

Figure 2. A cylindrical part of a hydrocarbon reservoir with length h  (thickness of the reservoir) and 

thickness dr  and inner radius r  

The above equation can be written as follow: 

dt

d

r
r

k

rr






























1
                                                                                                          (5) 

Considering the compressibility of fluid is defined as follow: 

P

v

v
c






1
                                                                                                                                (6) 

Hence, according to definition of mass density (
v

m
 ), we can have: 

PP

m

m
c















 1
)(

                                                                                                             (7) 

By differentiating of both sides of equation (7) in terms of time, we can have: 

tt

P
c








 
                                                                                                                               (8) 

By substituting equation (8) in (5): 

t

P
c

r
r

k

rr 


















)(

1
                                                                                                       (9) 
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Equation (9) is called the radial diffusion equation in the reservoir which is nonlinear be-
cause the pressure indirectly affects the density, compressibility and viscosity. In general, 
equation (9) does not have any simple solution but in particular conditions can be linearized 
and can be solved. After differentiation, equation (9) can be extended as follow: 

t

P
c

r
r

k

r

k

r
r

rr

k

r
r

k

rr 

























































 2

2

)()()()(
1                             (10) 

On the other hand, equation (7) can be written as follow: 

rcr

P








 



1
                                                                                                                           (11) 

In a two-phase reservoir of oil or gas and water (water is considered immobile), the follow-
ing assumptions are true about the radial flow: 
A. Viscosity (  ) is independent of pressure. 

B. 
r

P




 is very small, so 

2)(
r

P




 can be ignored. Furthermore, we can ignore 

2)(
r

P
c



, if  1c  

Substituting equation (11) in equation (10) and according to the assumptions A and B, we 
can write equation (10) as follows: 

t

P

k

c

r r

P

r

P













 1
2

2
                                                                                                                  (12) 

Or: 

t

P

k

c

r

P
r

rr 


















 1
                                                                                                                   (13)        

Assuming c  is constant (independent of pressure), 
𝜑𝜇𝑐

𝑘⁄   is constant and equations (12) 

and (13) can be linearized.  Now, we define   as: 

c

k


                                                                                                                                               (14) 

Equations (12) and (13) can be written as follows: 

t

P

r r

P

r

P

















11
2

2

                                                                                                             (15) 

t

P

r

P
r

rr 






















11
                                                                                                                        (16)  

This equation is a linear form of the radial diffusion equation and   is known as the diffusion 

constant [7]. 

3. Solving the problem in the transient state 

In this case, the initial short time is considered and pressure P  throughout the reservoir 

(including err  ) is a function of time which is not affected by production yet, so 0




r

P
. We 

consider the followings; 

0
)0,( PrP                    

e
rr                                                                                               (17) 

w
PtP ),0(                                                                                                                          (18) 

ww
PtrP ),(                                                                                                                        (19) 
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3.1. Solving the problem by using the separation of variables method 

We do the following transform: 

w
PtrPtr  ),(),(                                                                                                            (20) 

Hence, we can write equation (15) and conditions (17), (18) and (19) as below: 





























trtt

1

2

2

                                                                                                  (21) 

00
)0,( 

w
PPr                                                                                                        (22) 

0),0(  t                                                                                                                              (23) 

0),(  tr
w

                                                                                                                          (24)      

By using the separation of variables method, we have: 

)().(),( tQrRtr                                                                                                                (25) 

According to equations (21) and (25): 

2

2

2 1

)(

1

)(

1
























r

R

rdr

Rd

rRdt

dQ

tQ
                                                                         (26) 

Note that the separation constant is chosen, the function )(rR  will be as orthogonal (Bes-

sel). Therefore, from eqaution (26): 

02  Q
dt

dQ
                                                                                                                    (27) 

and: 

t
etQ

2
)(


                                                                                                                     (28) 

We can also have: 

02
2

2 1





 R

r

R

rdr

Rd
                                                                                                        (29) 

Equation (29) is a Bessel equation with the following solution [8]: 

)()()(
00

rBYrAJrR                                                                                                 (30)     

From equation (25) and boundary conditions (23) and (24) we can have: 

0)(0)().(),( 
www

rRtQrRtr                                                              (31) 

0)0(0)().0(),0(  RtQRt                                                                 (32) 

As second-order Bessel functions are not defined at point zero, therefore in equation (30) 

when 0r  and in according to (32), 0B . On the other hand:  

0)()(
0


ww

rAJrR                                                                                           

The values of   are obtained by solving 0)(
0


w

rJ  : 

w
w r

r
405.2

405.2
11
   

w
w r

r
520.5

520.5
22
              
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w
w r

r
654.8

654.8
33
              

w
w r

r
792.11

792.11
44
              

Now, we put the values of )(tQ and )(tR in equation (25): 

)(),( 0

2

1

rJeAtr n
tn

n
n 





                                                                                               (33) 

By applying the condition (22): 

)(
0

1
0

rJA n
n

n 




                                                                                                               (34) 

Therefore, 
0  has been expanded in terms of Bessel sentences. Now, we use the orthogo-

nality property of Bessel functions. We multiply two sides of (34) in drrrJ n )(0   and after 

integrating, we will have: 

 
wr

n

wr

nn drrrJAdrrrJ

0

2
0

0
00 )()(                                                                                     (35) 

And: 

)(
2

)(

)(

)(

2
1

2

1
0

0

2
0

0
00

wn
w

wn
n

w

wr

n

wr

n

n

rJ
r

rJ
r

drrrJ

drrrJ

A




















                                                                           (36) 

Then: 

)(

2

1

0

wnwn
n

rJr
A




                                                                                                             (37) 

Finally, we write (33) as below: 

)()(

)(2
),(

1

0

1

2
0

wnwn

n

n

tn

w rJr

rJ
e

r
tr










                                                                            (38) 

 

Or: 

)()(

)()(2
),(

1

0

1

2
0

wnwn

n

n

tn

w

w
w

rJr

rJ
e

r

PP
PtrP










                                                         (39) 

            

3.2. Solving the problem by using Laplace transform 

First, we do the following transform: 

0
),(),( PtrPtr                                                                                                              (40) 

We can write equation (15) and conditions (17), (18) and (19) as follows: 

t

tr

r

tr
r

rr 


















 ),(1),(1 




                                                                                            (41) 
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0)0,(
00
 PPr                                                                                                            (42) 

ww
PPt  

0
),0(                                                                                                        (43) 

www
PPtr  

0
),(                                                                                                      (44) 

After applying Laplace transform on equation (41), we can have: 

))0,(),((
1),(1

rsrs
dr

srd
r

rr



















                                                                          (45) 

Now, with regards to equation (42) we can write equation (45) as below: 

0),(
),(),( 1

2

2

 sr
dr

srd

dr

srd s

r





                                                                                (46) 

Or:  

022   


rrr
s

                                                                                                       (47) 

Equation (47) is a modified Bessel equation. In general, a modified Bessel equation is pre-
sented in the form of equation (48), which has a solution such as equation (49) as bellow [8]: 

02222 )1(()2(   yxbxmabdxcybxax mmnmyx                           (48) 














 





 )()(2

1

)( n
p

n
p

m

mbx
a

x
n

d
BZx

n

d
AZexxy                                                 (49) 

where c
a

n
p 


 2)

2

1
(

1
 and Z  is one of the functions I , J , Y , K  which are determined 

by using Table 1.  

Table 1. Z in the solution of modified Bessel equation 

 
pZ  pZ  

p  
d  

1 
pJ  pJ  Non-integer Real 

2 
pY  pJ  Integer Real 

3 
pI  pI  Non-integer Imaginary 

4 
pK  pI  Integer Imaginary 

Accordingly, the solution for equation (47) will be: 

)()(),( 00 


s
rBK

s
rAIsr                                                                                          (50) 

On the other hand, after applying Laplace transform on (43) and (44): 

s

ws


 ),0(                                                                                                                         (51) 

s

wsr
w


 ),(                                                                                                                      (52) 
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Now, we apply the above conditions on equation (50) and we determine the coefficients A 

and B. For 0r  the left side of equation (50) is defined but 
0K  has an undefined value, hence 

B  must be zero. Now, for wrr   we can have: 

)(0 

 s
rAI

s
w

w   

And then: 

)(
0 



s
rsI

A

w

w  

Accordingly, the solution of the equations (46) and (51) and (52) is: 

w

w
s

rsI

s
rI

sr 






)(

)(

),(

0

0

                                                                                                        (53) 

Now, by applying inverse Laplace transform on the equation above, ),( tr  is resulted. 

There are many techniques to find the inverse Laplace transform of a Laplace domain function [9], 

but its discussion is outside the scope of this study. On the other hand, by referring to most 
of tables, any inverse value will not be found for the fraction above, thus, we use Heaviside’s 
theorem as follows. 

3.3. Heaviside’s expansion theorem [10] 

If )(sP  is a polynomial with degree less than n  and 
k

  is the roots of 0)( sQ , as well as 

)(
k

Q   is derivative of )(sQ  in terms of s at 
k

s   then: 

tk
n

k k

k e
Q

P

sQ

sP
L







 










1 )(

)(

)(

)(1
 

According to this theorem we can write: 

tks

k

kss

k

w

e

ds

dQ

sP

s
rsI

s
rI

L 


































0
0

0 )(

)(

)(
1




                                                                                  (54) 

where 
k

s  is the root of the following equation: 

0)(0 


s
rsI w  

In other words: 

00 s  

,...3,2,10)(0  k
s

rI k
w


 

There is the following relation between nI  and nJ : 
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)()()( 2 ixJeixJixI n

in

n
n

n


                                                                                           (55) 

,...3,2,10)(0  k
s

irJ k
w


                                                                                          (56) 

 Or: 

,...3,2,1.0)(0  k
s

irtsJ k
wkk 

                                                           (57) 

The first four roots of the recent equation are: 

2

2

11

)4048.2(
4048.2

wr
s


   

2

2

22

)5201.5(
5201.5

wr
s


   

2

2

33

)6537.8(
6537.8

wr
s


   

2

2

44

)7915.11(
7915.11

wr
s


   

It can be seen that regarding the values of 
k

 , the roots of 
k

s  can be easily obtained.  

Now )()( 0 

k
k

s
rIsP   must be calculated. 

1)0()0()( 00  IPsP  

,...3,2,1)()()( 00  k
r

r
J

r
irIsP

w
k

w

k
k




 

On the other hand: 

0)(0 


s
rsI w  

)(
2

)(

)(

10

0



 s
rI

srs
rI

ds

s
rsId

ds

dQ
w

w
w

w

















  

1)0(
0

0




I
ds

dQ

s

           

,...3,2,1)(
2

)(
2 11 



kJiI
i

ds

dQ
k

k
k
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Substituting the obtained values in (54) and according to the (53) we can have: 
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Or: 
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                                                                       (59) 

4. Conclusion 

The recent study has provided a nonlinear radial diffusion equation to achieve the pressure 
distribution in a petroleum reservoir producing a two-phase hydrocarbon fluid with radial flow. 

This nonlinear equation does not have any simple solution. In particular conditions, this equa-
tion is linearized and solved in the transient state of flow by two analytical methods. In the 
separation of variables method (based on Bessel equation), P  is written in the terms of Bessel 

sentences. In the second method (based on Laplace transform), we obtained a modified Bessel 
equation whose solution is determined. Applying the inverse Laplace transform based on 
Heaviside’s theorem, we solved the problem and achieved the pressure distribution which is 
an applied function in a petroleum reservoir. The assumption of an incompressible fluid such 

as oil in the problem, is equivalent to assuming that pressure is maintained constant at the 

well radius ( wrr  ) and at some external radius. In other words, the entire flow into the well 

passes across the external radius.  
In the continuation of this study, it would be interesting to obtain the distribution of pres-

sure in a reservoir producing the fluid by spherical flow. 

Nomenclature 

h  Height of a cylindrical part of reservoir 
r

q   Rate of output mass in cylinder  

dr  Thickness of a cylindrical part of reservoir    Mass density of fluid 

r  Inner radius of a cylindrical part of reservoir P   Pressure 

er  Outer diameter of the reservoir m   Mass of fluid  

eP  Pressure of the reservoir in radius er  c   Compressibility of fluid 

wr  Radius of well    Viscosity of fluid 

q   Amount of fluid flow     Porosity degree of reservoir rock 

drr
q


  Rate of input mass in cylinder    Diffusion constant 
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Abstract 

The productivity index is accounted as one of the main characteristics of well performance, and is 

of much importance in assessing the production amount/volume of liquids from wells. Further-

more, pseudo skin factor is an effective parameter in calculations related to the productivity index 
of producing oil/gas wells. In this study, an accurate and reliable method is proposed to estimate 

the pseudo skin factor as a function of dimensionless length and the ratio of horizontal well length 

over drainage area in both square and rectangular drainage areas. To measure the accuracy per-
formance of the newly developed method, a smart technique called least square support vector 

machine algorithm was used as a comparative method. The result demonstrate that the developed 

method can estimate the pseudo skin factor data with lower average absolute relative deviation 
compared to the smart technique (9.2 against 11.4%). 

Keywords: Productivity performance; Pseudo skin factor; LSSVM model; Drainage area; Horizontal well. 

 

1. Introduction 

As a matter of fact, the productivity index (PI) which plays a key role in evaluating the 
production amount/volume of liquids from wells, is accounted as one of the main characteris-

tics of well performance [1]. In other words, productivity index is required for a large number 
of calculations related to production and reservoir engineering. As a definition with no consid-
ering the type of formation and wellbore, the PI is the amount/volume of possible daily pro-
duction of reservoir fluids from a gas and/or oil well by 1 psi pressure drop [2]. As a result, 
several parameters (i.e. the reservoir permeability, geometry of drainage area, the length of 

horizontal wellbore, the properties of reservoir fluid, etc.) have influences on the value of PI 
for a drilled well particularly horizontal one. Nowadays, use of horizontal wells has gained 
considerable attention in petroleum industry because it can increase the production of oil/gas 
from reservoir, and the ability of injection to reservoirs for enhanced oil recovery (EOR) cases. 
Therefore, it is of great importance to assess the productivity performance of hydrocarbon 

reservoirs in case of horizontal wells. 
Normally, the producing wells partially penetrates the formation of oil fields, so that if an 

oil and/or gas well is completed as partially penetrating, the streamline converges and the 
area for flowing the reservoir liquid reduces in the environs of the wellbore, which results in 
added resistance (pseudo skin factor) [3]. Subsequently, pseudo skin factor is recognized as 
an effective parameter in calculations related to the PI and performance evaluation of produc-

ing oil/gas wells. Therefore, it is needed to estimate the pseudo skin factor due to partial 
penetration through analytical and empirical methods. Babu and Odeh [4] proposed a compli-
cated equation for estimating the PI of horizontal wells which needed that the drainage volume 
be approximately box-shaped, and all the boundaries of the drainage volume be sealed. Li et al. [5] 
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proposed a new method to evaluate the productivity performance of fractured reservoirs. They 
studied the influences of fracture properties on the PI of the wells. Fokker et al. [6] developed 
a new method for assessing the PI of complex wells. The results indicated that method pro-
posed could be applied in the finite-conductivity wells, well interference, non-homogenous 
formations, and hydraulically fractured reservoirs. Bahadori et al. [7] developed an easy-to-

utilize empirical correlation for the evaluation of pseudo steady-state PI of horizontal oil wells. 
To this end, pseudo skin factor was obtained by their new method. In the equation, they 
considered pseudo skin factor as a function of dimensionless length and the ratio of horizontal 
well length over drainage area side. Yu et al. [8] conducted a sensitivity analysis using the 
numerical simulation in order to find the effects of various geometries of multiple transverse 

hydraulic fractures on gas production. 
The aim of present study was to develop a reliable, accurate and applicable method for the 

evaluation of oil horizontal well productivity through estimation of pseudo skin factor. To this 
end, the literature data of pseudo skin factor as a function of dimensionless length and the 
ratio of horizontal well length over drainage area side were collected. Furthermore, the results 
obtained by the newly proposed method were compared with least square support vector 

machine (LSSVM). Finally, the influences of dimensionless length and the ratio of horizontal 
well length over drainage area side on the pseudo skin factor estimated by the newly devel-
oped method were evaluated using a sensitivity study technique. 

2. Proposing new method 

As mentioned earlier, the reservoir properties, geometry of drainage area, the length of 

horizontal wellbore, and the properties of reservoir fluid, etc., have significant effects on pre-
dicting the fluid productivity of wells. Furthermore, pseudo skin factor is accounted as one of 
the most important parameters in calculations related to well-testing analysis and productivity 
index. Therefore, a simple method which could rapidly estimate the pseudo skin factor is 
needed to evaluate the productivity performance of producing wells. To develop such method, 

the data of pseudo skin factor or shape-related skin factor (SCAh) as a function of dimensionless 
length (LD) and the ratio of horizontal well length over drainage area side (U or L/2xe) for 
square and rectangular shapes with ratios of sides 1, 2, and 5, was collected from literature [9-10]. 
The collected databank collected in this study covers a wide range of pseudo skin factor from 
1.412 to 5.86. Additionally, dimensionless length and the ratio of horizontal well length over 

drainage area side range from 1 to 100 and 0.2 to 1, respectively. 
Regarding issues discussed earlier, a simple method with two variables including dimen-

sionless length and the ratio of horizontal well length over drainage area side should be pro-
posed for the determination of pseudo skin factor or shape-related skin factor. During devel-
opment of the method, average absolute relative deviation (AARD or Ea) was considered as 

an error function to measure the accuracy of the newly proposed model. Final form of the 
method is as follow: 

𝑆𝐶𝐴ℎ =
2 𝑈 + 𝐿𝐷

0.3767 + 2.6936

𝐿𝑛(2.752  𝐿𝐷)
                                                                                                 (1) 

where SCAh stands for pseudo skin factor, LD expresses dimensionless length, and U is the ra-

tio of horizontal well length over drainage area side (L/2xe). The equation for calculating di-
mensionless length has previously been reported as follow: 

𝐿𝐷 =
𝐿

2ℎ
√

𝑘𝑣

𝑘ℎ

                                                                                                                                   (2) 

where L denotes the horizontal well length (ft), h expresses the formation thickness (ft), kv 
is vertical permeability (mD), and kh stands for horizontal permeability (mD). Here, it shoud 

be noted that the method proposed (Eq. (1)) is applicable for both rectangular and square 
drainage areas. 
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3. Sensitivity study 

To illustrate the relevancy of the selected variables (i.e. dimensionless length and the ratio 

of horizontal well length over drainage area side) for the estimation of pseudo skin factor, a 
sensitivity study was carried out in this study. To this end, the relevancy factor (r) approach [11] 

is employed to measure the influence degree of each variable applied in Eq. (1) for the deter-
mination of pseudo skin factor. In this approach, the positive or negative influence of input 
variables on the pseudo skin factor is however not determined by absolute value of r. The r 
values are calculated as follow [12]: 
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                     (3) 

where: Inpk,i stands for ith value of the kth input variables and 𝐼𝑛𝑝𝑘 denotes the average value 

of the kth input variables, μi indicates the ith value of the pseudo skin factor calculated by Eq. (1), 

and 𝜇̅ is the average value of the pseudo skin factor calculated by Eq. (1). 

4. Results and discussion 

As a consequence, the LSSVM approach has successfully been implemented for estimation 
of the different important properties in petroleum and chemical engineering [13-17]. Therefore, 

LSSVM methodology [18-19]  as a smart predictive technique was used in this study for comparing 
the results obtained by the newly proposed method (Eq. (1)) for the estimation of pseudo skin 
factor. In the LSSVM algorithm has two tuning parameters including σ2 and γ which should be 
optimized through an optimization technique. Hence, the coupled simulated annealing (CSA)  

[20-22] as an adjusting strategy was applied in the current study. Using the CSA technique, the 
tuned values of σ2 and γ for the developed LSSVM model for estimation of the pseudo skin 

factor are reported as 0.002228 and 27288.14, respectively. Furthermore, some important 
error parameters are considered to measure the accuracy of methods developed in this study 
as shown in Table 1. Table 1 also reports the results obtained by both Eq. (1) and LSSVM 
model for the estimation of pseudo skin factor. As clear in the table, the average absolute 
relative deviation obtained for the newly developed method is less than LSSVM model. The 

AARD values reported for Eq. (1) and LSSVM model are 9.2 and 11.4%, respectively. This 
clearly shows that Eq. (1) is more accurate than LSSVM model for calculation of pseudo skin factor. 

Table 1. Statistics error parameters of developed model for prediction of wax deposition rate  

Performance Ea
a
 % Er

b
 % SDc RMSEd R² e 

LSSVM approach 11.4 -2.7 0.14 0.354 0.90 

New method (Eq. (2)) 9.2 4.2 0.12 0.382 0.90 
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Figs. 1 and 2 illustrate the pseudo skin factor data calculated by Eq. (1) and LSSVM model 
in comparison with the literature reported records, respectively. Top vies of the two figures 
shows scatter diagram, and bottom view is considered for illustrating the distribution of rela-
tive error calculated for both Eq. (1) and LSSVM model.  

  
Fig. 1. Graphical error analysis for the proposed method. left: scatter diagram; right: relative error 

distribution plot 
 

 

 
Fig. 2. Graphical error analysis for the developed LSSVM model. Left: scatter diagram; right: relative 

error distribution plot 

As can be seen from the figures, the results obtained by Eq. (1) are in more agreement 

with the actual data of pseudo skin factor. Additionally, it is clear from the figures that the 
values obtained by LSSVM model have been more distributed around zero line compared to 

values calculated by Eq. (1). A further comparison between two methods is displayed in Fig.  3. 
Fig. 3 indicates the smooth performance of the both Eq. (1) and LSSVM model against actual 
data of pseudo skin factor. In other words, the figure illustrates the trend plot of pseudo skin 
factor estimated by Eq. (1) and LSSVM model versus dimensionless length at the ratio of 
horizontal well length over drainage area side equal to 0.2 (L/2xe=0.2). The figure confirms 
that the values estimated by Eq. (1) are more matched with the actual data of pseudo skin 

factor compared to the LSSVM model. This means that the Eq. (1) has an acceptable smooth-
ness trend in estimating pseudo skin factor. 

As already mentioned, a relevancy analysis is carried out to see the impacts of dimension-
less length and the ratio of horizontal well length over drainage area side on the pseudo skin 
factor estimated by Eq. (1). Fig. 4 illustrates the results of such sensitivity analysis. This figure 

shows that the dimensionless length and the ratio of horizontal well length over drainage area 
side have positive and negative effects on the pseudo skin factor estimated by Eq. (1), respec-
tively. The results obtained in this study demonstrate that the proposed method is capable 
and reliable for the estimation of pseudo skin factor. Additionally, the method proposed in this 
study could be applied in reservoir engineering soft wares to estimate the productivity perfor-
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mance of horizontal oil wells with rectangular and square drainage areas. Finally. It is worth-
while to mention that the method proposed in this study is a small equation with few number of 
coefficients which can be re-optimized if more relevant data become available in future. 

 

Fig. 3. Smooth performance of the proposed method and LSSVM model in estimating pseudo skin fac-
tor at the ratio of horizontal well length over drainage area side equal to 0.2 (L/2xe=0.2) 

 

Fig. 4. The impact of variable used in Eq. (1) on pseudo skin factor 

5. Conclusions 

This study aimed to assess the productivity performance of horizontal oil wells in square 
and rectangular drainage areas. To this end, an accurate and reliable equation was proposed 
to estimate the pseudo skin factor. The equation is applicable in both square and rectangular 
drainage areas. To measure the accuracy performance of the newly developed method, a 
comparative study was graphically and statistically carried out. Therefore, a smart technique 

called least square support vector machine algorithm was used to see whether the proposed 
method is reliable. The result demonstrate that the developed method can estimate the 
pseudo skin factor data with lower average absolute relative deviation compared to the smart 
technique (9.2 against 11.4%). Finally, a sensitivity analysis was performed to observe the 
effects of variables applied in the proposed method. The results indicate that the dimension-

less length and the ratio of horizontal well length over drainage area side have positive and 
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negative effects on the pseudo skin factor estimated by the newly proposed method, respec-
tively. 

Nomenclature 

EOR enhance oil recovery 
PI productivity index 

LSSVM least square support vector machine 

CSA coupled simulated annealing 
AARD average absolute relative deviation 

R relevancy factor 

SCAh  pseudo skin factor 
LD  dimensionless length 

U  ratio of horizontal well length over drainage area side (L/2xe)  

L  horizontal well length, ft  
h  formation thickness, ft 

kv  vertical permeability, mD  

kh  horizontal permeability, mD 
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