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This paper introduces a robust, real-time loop closure correction technique for achieving global consistency in 3D reconstruction, whose
underlying notion is to back-propagate the cumulative transformation error appearing while merging the pairs of consecutive frames in a
sequence of shots taken by an RGB-D or depth camera. The proposed algorithm assumes that the starting frame and the last frame of
the sequence roughly overlap. In order to verify the robustness and reliability of the proposed method, namely, Proportional Error Back-
Propagation (PEB), it has been applied to numerous case-studies, which encompass a wide range of experimental conditions, including
different scanning trajectories with reversely directed motions within them, and the results are presented. The main contribution of the
proposed algorithm is its considerably low computational cost which has the possibility of usage in real-time 3D reconstruction applications.
Also, neither manual input nor interference is required from the user, which renders the whole process automatic.
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1. INTRODUCTION

Reconstruction of 3D objects and scenes has various appli-
cations in research and industry contexts, examples of which
include virtual reality [1–3], 3D Scanning [4], and Simulta-
neous Localization and Mapping (SLAM) [5] by autonomous
systems [6]. The latter goal is usually achieved through tak-
ing multiple shots of RGB, depth or RGB-D frames and reg-
istering each of them onto the previous one through finding
the relevant transformations, using algorithms such as Itera-
tive Closest Point (ICP) [7, 8]. Nevertheless, each individual
transformation usually entails a certain level of error, which
when accumulated throughout a large sequence, will cause a
noticeable misalignment between the two ends.

The problem of correctly closing the loop for achieving
global consistency in 3D reconstruction has been investigated
and approached through different techniques in the exist-
ing literature. In most cases, especially in the presence of
large sequences of frames, the latter is necessary. Incremen-
tally tracking the motion by accumulating the drift through-
out the frame transformations [9] is one of the earliest exam-
ples that has been utilized along with the Structure from Mo-
tion (SfM) [10]. The offline optimization procedure proposed
in [11] is another early example from the foregoing list.

One of the first algorithms accomplishing real-time per-
formance in creating globally consistent 3D representations
of objects based on sequences of frames taken by a handled

camera was devised on the basis of probabilistic analysis of
feature position approximations [12], which was not capable
of dealing with sequences larger than a certain amount. More
clearly, due to the high computational cost involved, the lat-
ter method will fail to demonstrate real-time performance if
a large scene is going to be reconstructed, which demands
creating great feature vectors and incorporating them into the
calculations. Even with smaller scenes, the amount of data to
be handled is larger than what could be sustained along with
a dense filter map, which incurs having to ignore some of the
features, which is tantamount to reducing the accuracy.

Apart from detecting the loop, the majority of the loop
closure correction methods proposed in the literature relies
on complex and time-consuming statistical and mathemati-
cal algorithms and operations, including computationally ex-
pensive optimization procedures, which often require intense
manual input and interference from the user as well, practi-
cally preventing a real-time functionality, even if other ele-
ments of the pipeline comply with it. In [13] the closing of
loop is achieved using a pose graph optimization algorithm
based on the features extracted using the RGB data, for in-
stance. The foregoing approach is an example of the long list
of methods possibly leading to impressive global alignment,
but in the case of being exposed to large databases, either de-
laying the whole reconstruction process or loosing the poten-
tial precision and accuracy due to implementing a global fu-

DOI: 10.1515/msr-2018-0013

86

mailto:ea@icv.tuit.ut.ee
http://dx.doi.org/10.1515/msr-2018-0013


MEASUREMENT SCIENCE REVIEW, 18, (2018), No. 3, 86–93

sion algorithm, which is responsible for reducing the frames
to representations that are based on dense patches.

In the article proposed by Steinbrucker et al. [14] the loop
closure is estimated based on key-frames, where each new
key frame is matched against all previous key frames. The
loop closure is detected based on entropy ratio, where a small
error between frames coincides with high entropy value.

To reduce the computational cost in frame feature match-
ing, an efficient mechanism detecting loop closures via land-
marks is presented in the article by Liu et al. [15]. The land-
marks are compared between the incoming images and all
landmarks. According to the match information, the loop clo-
sure can be detected.

Article by Shiratori et al. [16] describes a method for align-
ing very large sets of 3D point clouds. From an initial esti-
mate of the sensor paths, a 3D graph is constructed and the
alignment problem is decomposed into smaller ones based on
the loop closures that exist in this graph. Data is aligned with
Simultaneous GICP (S-GICP) that exploits the loop closure
property to produce highly accurate intra-loop registration re-
sults. The individual loops are then combined into a single,
consistent point cloud via an inter-loop alignment step that
reconnects the graph of loops, according to a least squares
optimization.

The loop-closure problem is most widely explored int the
SLAM (simultaneous localization and mapping), where the
absence of loop-closure detection and error correction can
cause large errors, as it accumulates over the frames. In
SLAM problems, usually, a pose graph is built and then cor-
rected using the loop-closure constraint.

A popular approach [17] for this problem is the iSAM [18]
algorithm that is based on fast incremental matrix factoriza-
tion for the correction of transformation matrices. With the
help of QR decomposition of the matrix only the values that
change are updated, resulting in fast performance. The infor-
mation matrix was also used for error estimation.
Similar to this solution is the iSAM2 [19] system, where
Keiss proposed to use Bayesian trees, a data structure that
provides a better understanding of the matrix factorization in
terms of probability densities. It was shown how the fairly
abstract updates to a matrix factorization translated to a sim-
ple editing of the Bayes tree and its conditional densities. As
a result this system was faster and more accurate than the pre-
vious one.

Another commonly used approach for loop-closure is using
RANSAC and keyframes as proposed in [20]. Once detected,
to minimize the conflict between sequential constraints and
loop closure constraints, TORO [21] was employed. TORO
provides a gradient descend based error minimization solu-
tion for constraint-networks. The authors ran TORO each
time a loop-closure was detected, using the output of the pre-
vious run as initial guess.

Even though iSAM, TORO and iSAM2 are a great solu-
tion for the SLAM problem, they are overly complicated for
simpler and more controlled environments, where building a
location graph would be unnecessary.

In this paper, a loop closure correction algorithm with a
negligible computational load is proposed, which is referred
to as Proportional Error Back-Propagation (PEB), and aims
at applications where the sequence always possesses similar
first and last frames, whose examples, among others, include
scanning a room while stopping at a pose similar to that of
the starting frame. The main virtue of the PEB is its unpar-
alleled fastness, i.e. it usually takes a fraction of a second
for it to correct the transformations throughout the whole se-
quence. Such algorithm can be used in producing more real-
istic models subject to use in virtual fitting rooms or virtual
reality applications [22–28].

The remainder of the paper is organized as follows: The
proposed method is introduced in the next section. After-
wards, the experimental results are presented and discussed.
Finally, the paper is concluded.

2. THE PROPOSED METHOD

In this section, the underlying idea of the PEB is described,
along with the associated mathematical framework. It is
worth noticing that in a 3D reconstruction context, various
modules shall either precede or succeed the loop closure sys-
tem, none of which is investigated in this paper, where only
a selection of the existing solutions is considered for verify-
ing the efficiency of the PEB. From a broad perspective, the
items from the foregoing list may include preprocessing and
registering the depth frames and post-processing the resulting
point cloud.

The input to the PEB algorithm is a sequence of depth
frames, containing the 3D coordinates of the corresponding
points in the associated systems, and a set of homogeneous
transformations each of which supposedly maps every point
in a frame to the system of coordinates through which the
points from the one preceding it within the sequence are rep-
resented. More clearly, the foregoing transformations have
been calculated by a registration algorithm which is expected
to find the camera poses for all the frames, based on which it
obtains transformations that approximately map every point
in a frame to the one matching it in the previous frame.
However, the above transformations are usually not totally ac-
curate, and the negligible error entailed by each of them still
contributes to a considerable overall error, which causes over-
all inconsistency and prevents the reconstruction loop from
closing. More clearly, all the points in each frame are sup-
posed to be mapped to their locations in the reference coordi-
nate system, which is tantamount to that of the first frame, by
means of a homogeneous transformation resulted from accu-
mulating a sequence of transformations each of which maps
them one step backward, i.e. from the coordinate system as-
sociated with a frame to that of the one preceding it, where
although no outstanding misalignment might show up at ev-
ery step, the aggregated error may be considerable. The latter
errors may have been caused or compounded by a variety of
factors, including vibration of the camera or its movement in
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directions, or under axes, other than the intended ones and
measurement noise.

The purpose of the PEB is to overcome the above error, and
correct the loop closure, taking the following principle into
account as the criterion: If the first and the last frames are ex-
actly the same, the cumulative homogeneous transformation
taking the latter to the former must be equal to the identity
transformation. If the aforementioned condition is met, i.e.
if the first and the last frames are the same, the overall error
is equivalent to the existing cumulative transformation sup-
posedly mapping the last frame to the first one. By the PEB,
to correct the foregoing error, it is back-propagated through-
out the chain of transformations based on their proportional
contribution to the overall transformation.

In order to do so, the rotation and translation components
of the transformations are modified separately and respec-
tively, where an extra module mediating between them com-
pensates for the effect of the modification of the rotation on
the translation. It should be noted that the condition that the
first and the last frames input into the PEB must be the same
necessitates making a copy of the first frame and inserting it at
the end of the sequence before performing registration, where
the difference between the poses of the camera between the
first frame and the original last one needs not to be larger
than the threshold that could be tolerated by the registration
algorithm when finding the transformation mapping one to
the other, meaning that the scanning process should finish at
a pose close enough to its starting one.
The underlying methodology of the PEB will be described in
mathematical terms in what follows. Assuming that n distinct
frames, being each stood for by a set Fi, i= 1,2, . . . ,n, exist in
the whole sequence, the points in the ith one, i.e. Fi, are rep-
resented through a Cartesian coordinate system Fi which is
defined by the origin Oi and the axes Xi, Yi, and Zi, as follows:

∀ j, j ∈ {1,2, . . . ,ni}=⇒
[

pppi j(3×1)

]
Fi

∈ Fi, (1)

where pppi j
represents the position vector of the jth point in

Fi, namely, Pi j , and ni is the total number of the points in
Fi. It should be noted that i and j are dummy variables to
be changed throughout the paper. Then, having in mind that
a copy of the first frame, Fn+1 = F1, has been added to the
end of the sequence, i.e. there are now n+ 1 frames in the
sequence, upon constructing the homogeneous coordinates of
Pi j , namely,

{
pppi j

}
Fi

, as follows:

∀i∀ j, i ∈ {1,2, . . . ,n+1}∧ j ∈ {1,2, . . . ,ni}=⇒{
pppi j

}
Fi

=

[[
pppi j

]T

Fi
1
]T

,
(2)

the homogeneous transformation matrix TTT i(4×4) , which has
been obtained by the registration algorithm, maps the ho-
mogeneous coordinates of every point in the (i+ 1)th frame,{

pppi+1 j

}
Fi+1

, from its native coordinate system, being Fi+1,

to that of a point
{

ppp∗i+1 j(3×1)

}
Fi

supposed to match it in the

preceding one, namely, Fi, meaning that:

∀i∀ j, i ∈ {1,2, . . . ,n}∧ j ∈ {1,2, . . . ,ni+1}=⇒{
ppp∗i+1 j

}
Fi

= TTT i

{
pppi+1 j

}
Fi+1

, (3)

where:

TTT i =

[
QQQi(3×3)

ttt i(3×1)

000(1×3) 1

]
, (4)

in which QQQi and ttt i stand for a rotation matrix and a transla-
tion vector, respectively, and 000 denotes a vector of all-zeros.
If the camera poses have been calculated flawlessly, the lat-
ter transformation will map the homogeneous coordinates of
every point from the corresponding coordinate system to its
own representation in the coordinate system associated with
the previous frame, i.e. ideally,

{
ppp∗i+1 j

}
Fi

should be equiv-

alent to TTT i

{
pppi+1 j

}
Fi+1

=
{

pppi+1 j

}
Fi

, which is usually not

the case, due to the errors having, as aforementioned, arisen
because of a variety of reasons. The foregoing inconsistency
explains the cause of the loop closure error, i.e. the accumu-
lation of the error throughout the transformations prevents the
ends of a closed loop of the frames from coinciding with each
other at the pose they are supposed to do.
In order to define measures describing the overall error, which
is tantamount to the loop closure error and should be back-
propagated so as to correct the loop closure by modifying
the transformations, one could find the overall transformation
supposedly mapping the points from the coordinate system
associated with the newly inserted last frame to that of the
first frame, which are in fact the same, and upon noticing that
ideally it has to become an identity homogeneous transfor-
mation, deriving the loop closure pose error from it. In other
words, the accumulation of the first to the nth homogeneous
transformations, namely, TTT T(4×4) , which can be found as fol-
lows:

TTT T =
n

∏
i=1

TTT i, (5)

can be considered as a homogeneous transformation con-
structed on the basis of the parameters standing for the loop
closure error, such that with the following representation:

TTT T =

[
QQQT(3×3)

tttT(3×1)

000 1

]
, (6)

QQQT and tttT denote a cumulative rotation matrix and a cumu-
lative translation vector, respectively, which could be utilized
to extract the rotation and translation loop closure errors.
For extracting the loop closure error correction terms based
on the overall homogeneous transformation, i.e. TTT T , first,
Eq. (5) can be expanded through substituting each individual
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homogeneous transformation by the expression describing it
from Eq. (4) in order to find QQQT and tttT in Eq. (6), as follows:

QQQT =
n

∏
i=1

QQQi, tttT =
n

∑
i=1

(
i−1

∏
j=0

QQQ j

)
ttt i, (7)

where QQQ0(3×3)
= III3 is an identity matrix.

In fact, the goal of the PEB is to find modified rotation ma-
trices Q̂QQi(3×3)

and translation vectors t̂tt i(3×1) , according to the
original ones QQQi and ttt i, respectively, i = 1,2, . . . ,n, based on
their proportional contributions to the overall rotation ma-
trix QQQT and the overall translation vector tttT , respectively,
such that the resulting homogeneous transformation matrices
T̂TT i(4×4) constructed as follows:

T̂TT i =

[
Q̂QQi t̂tt i
000 1

]
, (8)

would overall accumulate the identity homogeneous transfor-
mation, represented by the 4× 4 identity matrix III4, meaning
that:

T̂TT T =

[
Q̂QQT t̂ttT
000 1

]
=

n

∏
i=1

T̂TT i = III4, (9)

where Q̂QQT and t̂ttT denote the corrected cumulative rotation
matrix and the corrected cumulative translation vector, re-
spectively.

In the context of the transformation correction procedure
of the PEB, first, the rotation matrices are corrected. The pur-
pose is to modify each rotation matrix QQQi, i = 1,2, . . . ,n, such
that the corrected overall rotation would become an identity
rotation. In order to do so, a set of rotation correction matri-
ces QQQei(3×3)

, i= 1,2, . . . ,n, should be calculated to be incorpo-

rated into the construction of the corresponding corrected ro-
tation matrices. In what follows, the proposed mathematical
framework for achieving the latter goal is explained, where
the virtue of the fact that the inverse of every rotation matrix
is equal to its own transpose has been resorted to for the sake
of reducing the consequent computational cost.

In order to format the structure of the rotation correction
procedure, an expression for each corrected rotation matrix,
Q̂QQi, i = 1,2, . . . ,n, in terms of the rotation and rotation cor-
rection matrices, is first derived in a way that would enable
the algorithm to manipulate the corrected overall rotation,
which must become identity, by adjusting the rotation cor-
rection matrices. To this end, the cumulative rotation matri-
ces QQQci(3×3)

, i = 1,2, . . . ,n, and their corrected counterparts

Q̂QQci(3×3)
are defined as follows:

QQQci =
i

∏
j=1

QQQ j, Q̂QQci =
i

∏
j=1

Q̂QQ j. (10)

Then by noticing that each corrected cumulative rotation ma-
trix should assimilate all the associated rotation correction

matrices, meaning that:

∀i, i ∈ {0,1, . . . ,n}=⇒ Q̂QQci =

(
i

∏
j=0

QQQe j

)
QQQci , (11)

where QQQe0
= III3, a closed-form expression can be found for

the corrected rotation matrices Q̂QQi, i = 1,2, . . . ,n, as follows:

∀i, i ∈ {1,2, . . . ,n}=⇒ Q̂QQci = Q̂QQci−1
Q̂QQi =⇒ Q̂QQi = Q̂QQ

T
ci−1

Q̂QQci =((
i−1
∏
j=0

QQQe j

)
QQQci−1

)T(
i

∏
j=0

QQQe j

)
QQQci =

QQQT
ci−1

(
i−1
∏
j=0

QQQe j

)T(
i−1
∏
j=0

QQQe j

)
QQQeiQQQci = QQQT

ci−1
QQQeiQQQci ,

(12)

where QQQc0
= Q̂QQc0

= III3.
Assuming that the accumulation of the above rotation correc-
tion matrices is represented as QQQeT(3×3)

, which is calculated as

follows:

QQQeT =
n

∏
i=1

QQQei , (13)

one has:

Q̂QQT =

(
n

∏
i=1

QQQei

)
QQQT = III3 =⇒

n

∏
i=1

QQQei = QQQT
T , (14)

meaning that QQQeT shall become the inverse of the overall ro-
tation matrix, i.e. QQQT , meaning that the individual rotation
correction matrices can be constructed such that they stand
for rotations around the same axis as that of QQQT , but lead to
rotation angles which accumulate the negation of that of QQQT .
Therefore, assuming that QQQT is represented by eeeT and φT as
the unit vector along the rotation axis and the rotation angle,
respectively, using the same rotation axis and the following
rotation angles:

∀i, i ∈ {1,2, . . . ,n}=⇒ φei =−
|φi|

n
∑

i=1
|φi|

φT , (15)

meaning that:

n

∑
i=1

φei =−
n

∑
i=1

|φi|
n
∑

i=1
|φi|

φT =−φT , (16)

the corresponding rotation correction matrices, i.e. QQQei , can
be obtained, where φi stands for the rotation angle associated
with QQQi, the ratio |φi|

n
∑

i=1
|φi|

being meant to make each rotation

correction matrix proportional to the contribution of the cor-
responding original rotation matrix to the overall one.

However, the correction of the rotation matrices affects the
translation vectors as well. More clearly, while the rotations
are being fixed, further drift will be introduced into the align-
ments, which appears as a higher level of error in the trans-
lations. Therefore, the translations are first revised such that
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the effect of the changes in the rotation would be minimized.
In order to do so, it is assumed that the average position of
the points from a given frame must be affected in the same
manner before and after revising the corresponding rotation,
which can be mathematically represented as follows:

∀i, i ∈ {1,2, . . . ,n}=⇒ QQQi

ni+1
∑

j=1
pppi+1 j

ni+1
+ ttt i =

Q̂QQi

ni+1
∑

j=1
pppi+1 j

ni+1
+uuui =⇒ uuui = ttt i +

(
QQQi− Q̂QQi

) ni+1
∑

j=1
pppi+1 j

ni+1
,

(17)

where uuui, i = 1, . . . ,n, is the revised translation vector. Thus,
the overall translation based on the newly obtained rotation
matrices and translation vectors could be found based on
Eq. (7), as follows:

vvvT =
n

∑
i=1

(
i−1

∏
j=0

Q̂QQ j

)
uuui = Q̂QQc j−1

uuui, (18)

Similarly to what preceded regarding correcting the rota-
tions, when it comes to doing so on the translations, the above
vector, i.e. vvvT , can be considered as the new overall transla-
tion error, since given the fact that the sequences consisting of
n+1 frames stands for a fully closed loop with identical first
and last frames, if the transformations had been calculated
perfectly, then it would need to become zero.

Thus the task of correcting the translations will consist of
distributing the aforementioned overall translation error to the
individual translation vectors, uuui, proportionally to their con-
tributions. The latter are represented as follows:

∀i, i ∈ {1,2, . . . ,n}=⇒ vvvi =
[
vi1 vi2 vi3

]T
=

Q̂QQc j−1
uuui.

(19)

Thus the translation correction vectors can be constructed
as follows:

∀i, i ∈ {1,2, . . . ,n}=⇒ tttei =

−
[
|vi1 | |vi2 |

∣∣vi3

∣∣]T� n
∑
j=1

([∣∣v j1

∣∣ ∣∣v j2

∣∣ ∣∣v j3

∣∣]T)� vvvT ,
(20)

which are proportional to the corresponding contributions vvvi
to the overall error, i.e. vvvT , and their cumulative value is its
negation, being realized as follows:

n
∑

i=1
tttei =

−
n
∑

i=1

([
|vi1 | |vi2 |

∣∣vi3

∣∣]T� n
∑
j=1

([∣∣v j1

∣∣ ∣∣v j2

∣∣ ∣∣v j3

∣∣]T)� vvvT

)
=

−
n
∑

i=1

([
|vi1 | |vi2 |

∣∣vi3

∣∣]T)� n
∑
j=1

([∣∣v j1

∣∣ ∣∣v j2

∣∣ ∣∣v j3

∣∣]T)� vvvT =

−vvvT .

(21)

Subsequently, the revised contributions to the overall trans-
lation are obtained as follows:

∀i, i ∈ {1,2, . . . ,n}=⇒ v̂vvi = vvvi + tttei = Q̂QQc j−1
uuui + tttei . (22)

Lastly, in order to incorporate the above conclusion into the
calculation of the corrected translation vectors, Eq. (19) is re-
called, and the relationship between the translation contribu-
tion vectors found through Eq. (22) and the corrected transla-
tion vectors is establishes as follows:

∀i, i ∈ {1,2, . . . ,n}=⇒ v̂vvi = Q̂QQc j−1
t̂tt i, (23)

based on which, utilizing Eq. (22), the corrected translation
vectors can be obtained as follows:

∀i, i ∈ {1,2, . . . ,n}=⇒ t̂tt i = Q̂QQ
T
c j−1

v̂vvi =

Q̂QQ
T
c j−1

(
Q̂QQc j−1

uuui + tttei

)
= uuui + Q̂QQ

T
c j−1

tttei .
(24)

3. EXPERIMENTAL RESULTS AND DISCUSSION

As mentioned before, the PEB has been devised such that
given the assumption that the sequence showing a sequence or
object possesses first and last frames which have been taken
from similar poses, the raw transformations which have been
found using an alignment method could be revised, thereby
removing the apparent overall misalignment from the point
cloud resulting from merging the individual depth maps.

A typical task to be left upon the PEB could be to mod-
ify the preliminary outcome of a standard 3D reconstruction
pipeline consisting of filming an object while being rotated
on top of a turntable, using an RGB-D sensor such as the
Microsoft Kinect 2 RGB-D camera [29]. In such a scenario,
although the individual transformations may appear to be rea-
sonable, the slight misalignments present in them usually ac-
cumulate, and appear as a noticeable diversion between the
parts of the reconstructed point cloud corresponding to the
initial and final images from the sequence.

Thus, the aim of the PEB would be to distribute the overall
misalignment to the individual transformations, so that the
structure of the object would be maintained. Similarly, if a
scene, e.g., a rectangular room, has been filmed instead, the
PEB can be employed to modify an initial reconstructed point
cloud.

However, filming scenes, as opposed to objects, usually
takes a higher number of frames, which is due to the fact
that every pair of consecutive frames fed into an alignment
algorithm need to have been taken such that the pose of the
camera in the second frame relatively to that of the first one
would lead to a reasonable difference, in order for the opti-
mization routine to converge with a tolerable level of error.
More clearly, if the pairs of consecutive frames are too dif-
ferent from each other, then the transformation returned by
the alignment algorithm may be wrong enough for the PEB
to perform weakly in terms of compensating for the present
misalignments.

Thus due to the higher number of frames, and as a result,
transformations reconstructing a scene are usually associated
with higher levels of misalignments, handling which would
be more challenging for the PEB. Therefore, in this paper, it
is assumed that if the capabilities of the PEB are verified in
modifying reconstructions of scenes, its reliability in recon-
structing objects would be implied as well. Based on the latter
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Fig.1. The first initial reconstruction result.

Fig.2. The second initial reconstruction result.

Fig.3. The third initial reconstruction result.

Fig.4. The corrected counterpart of the result shown in Fig. 1.

Fig.5. The corrected counterpart of the result shown in Fig. 2.

Fig.6. The corrected counterpart of the result shown in Fig. 3.
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reasoning, in this paper, the performance of the PEB is exam-
ined only in the context of reconstructing scenes, where rect-
angular rooms are considered as case-studies. The sequences
have been taken using Kinect 2.

While filming, it is ensured that the camera will stop at a
pose which is close to the starting one, being demanded by the
PEB. In order to evaluate the performance of the PEB under
arbitrary conditions, and examine its robustness, various tra-
jectories have been considered for the motions of the camera,
which include wavy patterns and movements of the camera in
the opposite direction of the general trend. The latter is neces-
sary for realizing whether the PEB could handle cases where
the experimental setup requires the user to perform indisci-
plined movements, e.g., due to the restrictions caused by the
lengths of the cables connecting the camera and the computer
to each other, as well as to the electricity outlet.

The sequences considered for the purpose of evaluating the
PEB consist of series of RGB-D frames taken while the user
moves throughout the room and holds the camera such that it
is facing a part of one of the walls at all of the timestamps,
which leads to around 500 frames for a 3× 4 m rectangu-
lar room, using a frame-rate of 30 Hz. The foregoing frames
have all been intentionally kept and fed into the reconstruc-
tion pipeline, i.e. downsampling has been avoided, for the
sake of introducing a strong amount of misalignment, thereby
verifying the robustness of the PEB.

The initial results of reconstructing the sequences using
the Iterative Closest Point (ICP) [30] algorithm are shown
in Figs. 1 through 3, whose counterparts which have been
improved through applying the PEB can be found in Figs. 4
through 6, in the same order.

It is noteworthy that the end of the sequence is determined
by taking the first frame of the sequence and iteratively com-
paring it to the frames from the end of the sequence, starting
from the last frame and going backwards. The frame simi-
larity is determined by SSIM and once a frame with highest
similarity is found, the process is stopped. If the first frame
is placed at the end of a partial loop, the algorithm will still
consider the sequence as a full loop, meaning that the final
results will be incorrect. Currently the implementation, does
not check for such cases.

As it could be seen from the results shown in the afore-
mentioned figures, although the PEB incurs a negligible com-
putational load, it provides a reliable platform for revising
the transformations returned by a typical alignment algorithm
such as ICP, which leads to smoothly distributing the overall
error to the relative poses, thereby obtaining a visually appeal-
ing representation of the scene that believably corresponds to
the expected 3D structure.

4. CONCLUSION

In this paper, a fast loop closure correction algorithm, namely,
Proportional Error Back-Propagation (PEB), was proposed,
which performs the task in a fraction of a second on a se-
quence of frames meant to reconstruct a 3D representation of
a scene, where the overall transformation error is distributed

to the individual relative poses proportionally to their con-
tributions to the cumulative transformation. The underlying
assumption was that the initial and final frames from the se-
quence need to be taken at similar poses of the camera, which
makes it a suitable choice for reconstructing a room, where
the camera films its surroundings trying to stop at a similar
pose as it had started. The proposed method was verified in
terms of visual and computational efficiency through apply-
ing it to a variety of sequences. The future works may in-
volve incorporating the possibility of correcting the transfor-
mations in case multiple closures appear in a given sequence
of frames.
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In this paper, the extremely low frequency magnetic field produced by the tablet computers is explored. The measurement of the tablet 
computers’ magnetic field is performed by using a measuring geometry previously proposed for the laptop computers. The experiment is 
conducted on five Android tablet computers. The measured values of the magnetic field are compared to the widely accepted TCO safety 
standard. Then, the results are classified by the Self-Organizing Map method in order to create different levels of safety or danger concerning 
the magnetic field to which tablet computer users are exposed. Furthermore, a brief comparison of the obtained magnetic field levels with the 
ones from typical laptops is performed. At the end, a practical suggestion on how to avoid the high exposure to the low frequency magnetic 
field emitted by the tablet computers is given. 

Keywords: Classification, magnetic field, measurement, Self-organizing map, tablet computers.  
 

 

 
1. INTRODUCTION 

The artificial magnetic field is a byproduct of the electric cur- 
rent, which flows through electrical or electronic devices. Ac- 
cordingly, the magnetic field is present everywhere in our en- 
vironment. It is characterized by its frequency. The time vary- 
ing magnetic field produced by electrical gadgets contains an 
Extremely Low Frequency (ELF) component. The ELF mag- 
netic field typically includes frequencies from 30 Hz to 300 
Hz. The magnetic field is strong if it is close to the emitter. 
Also, it rapidly decreases in the case of extremely low fre- 
quencies if we are getting away from the source. It is worth 
noting that some materials can block or rapidly decrease the 
level of magnetic field spreading. 

A magnetic field with different frequencies can interact 
with the human body creating internal currents [1]. Although 
it is not destructive as the ionizing radiation, such as gamma 
or x-rays, it has some potential negative effects on humans. 
At extremely low frequencies, the levels of induced currents 
inside the body are too small to produce meaningful effects. 
However, such magnetic field induces currents within the hu- 
man body, which can be sufficient to produce a variable effect 
on humans during long work. Also, there is no doubt that a 
short-term exposure to very high levels of magnetic field can 
be harmful to the human health. The current public concern 
focuses on possible long-term health effects caused by an ex- 
posure to magnetic fields at levels below those required to 
trigger acute biological responses.  Up until now, the exten- 

sive research in many studies, which have been conducted in 
the area of the ELF magnetic field, has not given a clear an- 
swer on how it is harmful to human health. With more and 
more available research expertise, it has become increasingly 
likely that an exposure to magnetic fields determines serious 
health hazards. Nevertheless, some uncertainties remain. The 
original scientific discussion about the interpretation of con- 
troversial results has shifted to become a societal as well as 
an economic issue. 

International safety standards concerning the magnetic 
fields have been developed to establish the level of expo- 
sure to the magnetic field which is not harmful to the human 
health. Accordingly, the standards for low frequency mag- 
netic fields ensure that induced electric currents are below the 
normal level of background currents within the body. Dur- 
ing the measurement of low frequency magnetic fields, the 
magnetic flux density has been characterized in terms of field 
amplitude and WP index [2], [3], that implement the weighted 
peak approach, well-suited in the case of complex waveforms. 
The security limits for exposure to a magnetic field are differ- 
ent according to different authors: 0.2 µT [4], 0.4 µT [5], 
and 1 µT [6]. Also, an exposure to 1 µT of magnetic field re- 
duces the total sleep time as well as sleep efficiency [6]. The 
widely accepted TCO standard proposes the following: (i) 
a prescribed geometry for the measurement of the magnetic 
field (measured at 0.30 m in front of and around the emitter) 
and (ii) a test procedure with reference values of the magnetic 
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flux density in the frequency region between 5 Hz and 2 kHz 
[7]. 

A tablet computer, tablet for short, represents a mobile 
computer, which includes a touchscreen display, circuitry, 
and battery. Also, it is equipped with sensors, cameras, a 
microphone, and an accelerometer. The touchscreen display 
typically uses finger recognition to replace the mouse and 
keyboard. The keyboard is given as a pop-up virtual keyboard 
which is used for typing. The tablet can also include some 
physical buttons. They are used for basic features such as 
speaker volume and power, and ports for network communi- 
cations and battery charging. The tablet is usually character- 
ized by screen size. It is supposed that the tablets incorporate 
a screen from 7” to 10” wide. 

In this paper, we pay special attention to the ELF magnetic 
field produced by the tablets. Hence, an experiment is con- 
ducted in order to measure, evaluate, and classify the ELF 
magnetic field to which the users are exposed. Accordingly, 
the high frequency magnetic field from the tablets’ compo- 
nents like WIFI, 3G/4G or similar is out of the scope of this 
paper. To the best of our knowledge, this is one of the first 
studies that analyze this problem. It has great importance be- 
cause of the wide-spreading of the tablets among the younger 
population. It is worth noting that the experiment is con- 
ducted on typical tablets. It means that we tested 5 tablets 
with screens from 7” to 10” wide, working in the "normal" 
operating condition. This condition means that the tablets 
are only used for Internet browsing. The tested tablets op- 
erate under the most widely spread tablet operating system, 
i.e. Android. In this way, we test the tablets in similar or the 
same conditions. The tablets are usually made of gorilla glass 
material at their top, and of plastic material at their bottom. 
At the end, we make the assumption that the users’ hands are 
in close contact with the touch area as well as its back. Hence, 
we accustom the measuring geometry to this way of using the 
tablets. 

The rest of the paper is organized as follows. Section 2 de- 
scribes the elements of the measuring method, the measuring 
equipment, the proposed measuring geometry, and the exper- 
iment. Section 3 gives the results of the measured ELF mag- 
netic field. Section 4 explains the classification technique, 
which will be used for the classification of the obtained mea- 
surement results. Section 5 presents the classification of the 
measurement results in order to establish the dangerous and 
safe levels of the magnetic field. At the end, Section 6 draws 
the conclusions. 

 
2. METHODS AND MATERIALS 

2.1. Magnetic fields 
In the normal operating condition, the inner components of 
the tablet are supplied by a current I. In this way, the cur- 
rent I flows through these electronic or electrical components 
inducing a magnetic field. This magnetic field is registered 
and measured by measuring devices. Usually, these devices 
register the scalar components of the magnetic induction: Bx, 
By, and Bz  as well as the Root Mean Square (RMS) of the 

magnetic induction B, which is calculated as: 

B =   Bx + By + Bz. (1) 
 

2.2. Measuring devices 
The magnetic field measurement is performed by the mea- 
suring device Lutron EMF-828 with separate probe, which 
includes the sensing head as well as the spectrum analyzer 
AARONIA NF-5030. 

Lutron EMF-828 measures the scalar components of the 
magnetic induction Bx, By, and Bz in the range between 0.01 
µT and 2 mT. It is measured in the ELF range, i.e. between 
30 and 300 Hz. The device has three measurement extents: 
20 µT, 200 µT, and 2 mT. The precision of the measurement 
is of the order of 0.01 µT for the measurement extent of 20 
µT, 0.1 µT for the measurement extent of 200 µT, and 1 µT 
for the measurement extent of 2 mT. Also, the measurement 
is confirmed by the measuring device AARONIA NF-5030. 
This device registers the minimum, maximum, average, and 
RMS magnetic induction in the range between 1 pT and 2 mT. 
It covers the full ELF range between 1 Hz and 30 MHz. It has 
six predefined measurement extents in the given frequency 
range. However, each user can adjust the measuring device 
in order to register the magnetic field amplitude in a custom- 
defined frequency measurement range. 

 
2.3. The measuring geometry 
The method consists of measuring the ELF magnetic field 
produced by the tablet computers. The measuring geome- 
try consists of 22 measurement points on the surface of and 
around the tablet. It is an integration of the previously pro- 
posed measuring geometry for portable computers [8], [9] 
and an improvement of the measuring geometry proposed in 
the TCO standard [7]. The magnetic field is measured: (i) at 
nine different positions at the tablet touchscreen at the top, (ii) 
at nine different positions at the bottom of the tablet, and (iii) 
at four positions around the tablet (30 cm away from the edge 
of the tablet). This measuring geometry is chosen as a con- 
siderable extension to the TCO proposed measuring geome- 
try [7]. We have strong reasons to accept the new proposed 
measuring geometry because of the typical way of using the 
tablet. Usually, the tablet users are in direct and constant con- 
tact with the top and the bottom part of the tablet with their 
fingers. Hence, the geometry proposed by TCO does not give 
a real condition of the exposure of the tablet users to the mag- 
netic field. Fig. 1 shows the measuring positions at the top 
and bottom of the tablet computer. 

 
2.4. Experiment 
The experiment was conducted on 5 different tablet comput- 
ers. All tablets use the Android operating system. The tablets 
are tested in their typical working condition, i.e. during In- 
ternet browsing. The magnetic field is measured ten times at 
the measuring positions: (i) at the top: tbmp1 ... tbmp9 (top 
body measurement point - tbmp), (ii) at the bottom: bbmp1 
... bbmp9 (bottom body measurement point - bbmp) [8], [9], 
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Fig. 1. Measuring positions of the tablet: (a) at the top 
(tbmp1,...,tbmp9), (b) at the bottom (bbmp1,...,bbmp9), (c) 30 cm 
away from the edge of the tablet (t1,b1,l1,r1) 

 

and (iii) at four measuring positions away from the edge of 
the tablet (t1,b1,l1,r1). The average values of the measure- 
ment are used as reference. Hence, we measure the magnetic 
field of the tablets at no distance from the touchscreen display 
or its bottom. We make this assumption taking into account 
the typical use of the tablet where the users’ fingers are posi- 
tioned on its top and/or bottom parts all the time. Fig. 2 shows 
a typical way of using a tablet. 

 

 
 

Fig.2. A typical way of using a tablet 
 
 

3. MEASUREMENT RESULTS 

At the four measuring positions away from the edge of the 
tablet (t1,b1,l1,r1), the obtained magnetic field was below 
0.02 µT. It can be considered as a background magnetic field. 
Hence, it is negligible. 

The measurement results of the magnetic field for all 
tablets Tj where j=1,...,5 are given in Fig. 3. 

Each area is characterised by a number representing the 
value of the emitted magnetic field in µT. As a thresholding 
(dangerous) level, we used the proposed TCO reference level 
of 0.2 µT. 

Table 1 shows the values of ELF magnetic field that are 
emitted by the top and bottom parts of the tablets in the min- 
max manner. 

Table 1. Measured magnetic field at the top and bottom part of the 
tablet given in the min-max manner (in µT) 

 
Tablet Top Min. Top Max. Bott. Min. Bott. Max. 

T1 0.04 0.15 0.05 0.20 
T2 0.06 0.43 0.07 0.86 
T3 0.02 0.22 0.01 0.51 
T4 0.05 0.86 0.05 0.96 
T5 0.06 0.45 0.07 0.11 

 
From Table 1 (see max. values), we can see that all tablets 

have some dangerous areas, which emit a magnetic field value 

above the safety reference level. Also, 3 out of 5 tablets have 
dangerous values on both sides, i.e. at the top as well as bot- 
tom. Also, it is worth noting that the left and right side areas 
are the most exposed to the tablet users due to the typical way 
of using them. 

 

 

Fig. 3. Magnetic field measurement results given in µT: (a) mea- 
sured values at the top areas of the tablets (touchscreen display area), 
(b) measured values at the bottom areas of the tablets. Colored fields 
represent the areas with higher magnetic field than it is allowed by 
the TCO standard (≥ 0.2µT ) [7] 

 
 

4. SELF-ORGANIZING MAP CLASSIFICATION 

In our analysis, we use a one-dimensional Self-Organizing 
Map (SOM) [10] to classify the measured values. It was se- 
lected because of its ability to adapt to the shape of the input 
data in order to manage a large variety of samples, and to 
cluster complex data sets in acceptable time. Furthermore, 
the SOM usually works fine in various applications, as it cor- 
rectly finds the classification of the data points. Finally, the 
SOM revealed its potential in discretising numerical values in 
different contexts [11]. All these aspects make the SOM an 
invaluable model to be employed in multiple domains where 
other methods fail to accurately classify the input data. The 
adopted SOM is characterised by one input neuron and 5 out- 
put neurons. Fig. 4 illustrates the applied SOM. 

 

 
Fig.4. Illustration of the applied SOM structure 

 

All neurons are initialized at the center of the feature space 
which corresponds to all the values from the minimum (typi- 
cally 0) to a maximum of the magnetic induction B. For each 
experiment, the inputs are all 9 measured values for the given 
set of tablets at one of their sides, e.g., at the top and later 
at the bottom parts in their typical workload. The training of 
the network includes changes for the weights and bias by fol- 
lowing the learning rules with incremental updates after each 
presentation of an input [12]: 

wi(t + 1) = wi(t) + hci(t)[x(t) −wi(t)], (2) 
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Tablet 2  
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(b) T2 

In the next stage, which is the simulation of the network 
for every tablet at the given mode and side, all induction val- 
ues are independently passed one by one through the input. 
Inside the SOM, the closest neuron is found for them by cal- 
culating the Euclidean distance to all 5 weights and selecting 
the minimal from them. A number from 1 to 5 is generated 
at the output denoting the associated class which the current 
test sample belongs to. Thus, the classification process takes 
place. 
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5. CLASSIFICATION RESULTS AND DISCUSSION 

Fig. 5 shows the classification results (5 classes) from all five 
tablets measured at the top positions. If we project the ELF 
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(d) T4 

magnetic field levels obtained by the classification into the 
measuring positions, then we can build a map of ELF mag- 
netic field dangerousness levels. This map is shown in Fig. 6. 

 
The ELF magnetic field levels are given in Table 2. 

 
Table 2. The ELF magnetic field levels obtained by the SOM clas- 
sification for the top parts of the tablets in the min-max manner (in 
µT) 
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Fig. 5. Classification of the five tablets’ magnetic field values at all 
nine measuring top positions (tbmp1...tbmp9) 

 

 
 

Fig.6. Dangerousness maps of the ELF magnetic field levels for the 
top parts of the measured tablets 

 
 

where wi(t) is the i-th weight of the network at time t; hci - 
the neighborhood function; x - the current input vector, and 
i=1...5. 

The inputs are presented in random order for 1000 epochs 
in each simulation. Every training sample causes changes in 
the position of the nearest neuron, the most in accordance to 
the update value - an increment by which the neuron is moved 
towards the current position of the input. The Euclidean dis- 
tance is used here as a measure [12]: 

/  

From Table 2, we can see that the top part of the tablet 
emits two dangerous levels of ELF magnetic field, which are 
L1 and L2, and three safe levels of ELF magnetic field, which 
are L3, L4, and L5. The highest peak is 0.86 µT, which is 
much higher than the safety reference limit of 0.2 µT [7]. 

From Fig. 5, we can observe that 40-60% of the top posi- 
tions in most of the tablets emit Highly Dangerous and Dan- 
gerous levels or a Middle Safe level, which is a borderline 
level of values just below or equal to the safety reference limit 
of 0.2 µT. 

From the top dangerousness maps of Fig. 6, we can no- 
tice that the Highly Dangerous, Dangerous, and Middle Safe 
levels mostly cover the areas where CPU and RAM are lo- 
cated. It can be observed in T4, where the Highly Dangerous 
and Middle Safe levels of ELF magnetic field are obtained in 
correspondence with the RAM, followed by the CPU, with 
values of 0.86 µT, 0.2 µT and 0.13 µT, respectively. Also, 
in T5 the RAM and CPU emit a Dangerous level, with values 
of 0.31 µT and 0.23 µT, respectively. Also, in T1 the high- 
est peak of ELF magnetic field is obtained in correspondence 

c = argmini||x −wi|| = argmini (x0 −wi0)2 + · · · + (xk −wik )2, with the CPU, emitting a Middle Safe level with a value of 
(3) 

where x and wi are one-dimensional for this particular real- 
ization. All other neurons change their position in a lighter 
degree. After reaching the end of the last epoch, the training 
is finished and the position of all neurons along the B axis 
gives the cluster centroids. This is the final step of the clus- 
tering process. 

1.15 µT. Similar considerations can be performed for T2 and 
T3, where the areas emitting Highly Dangerous and Danger- 
ous levels have a correspondence with the CPU and RAM, 
with the highest peaks of 0.43 µT and 0.22 µT, respectively. 
Fig. 7 shows the classification results (5 classes) for all five 

tablets measured at the bottom positions. The ELF magnetic 
field levels projected into the measuring positions provide the 
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Magnetic field level Dangerousness Min. Max. 
L1 (cyan) Highly Dangerous 0.43 0.86 
L2 (orange) Dangerous 0.22 0.31 
L3 (green) Middle Safe 0.12 0.20 
L4 (blue) Safe 0.07 0.10 
L5 (brown) High Safe 0.02 0.07 
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Tablet 1  
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Tablet 2  
 

 
bbmp1 bbmp2 bbmp3 bbmp4 bbmp5 bbmp6 bbmp7 bbmp8 bbmp9 

 
 
 
 
 

(b) T2 

reference limit of 0.2 µT. The highest peak of ELF magnetic 
field is 0.96 µT, which is noticeably higher than the safety 
reference limit of 0.2 µT. 

Fig. 7 shows that two out of five tablets, i.e. T2 and T3, 
have 50-60% of positions emitting Highly Dangerous, Mid- 
dle Dangerous or Dangerous levels. The other two tablets, 
T1 and T4 have 20% of positions with Highly Dangerous or 
Dangerous levels. Finally, the last tablet, T5, safely emits at 
its bottom positions. 
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Tablet 3  
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Tablet 5  
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Tablet 4  

 

 
bbmp1 bbmp2 bbmp3 bbmp4 bbmp5 bbmp6 bbmp7 bbmp8 bbmp9 

 
 
 
 
 

(d) T4 

From the bottom maps in Fig. 8, it is confirmed that the 
positions emitting the highest dangerous levels are mostly as- 
sociated with the RAM and CPU. It indicates that these com- 
ponents not only have an influence on the top part, but also on 
the bottom part of the tablet. On the contrary, it is interesting 
to observe that the battery has only an influence in ELF mag- 
netic field emission on the bottom part of the tablet, because 
of its disposition in the tablet case. In particular, in T4 the 
position where the CPU is located emits a Highly Dangerous 
level, with a value of 0.96 µT, followed by the position where 
the RAM is located, emitting a Dangerous level, with a value 
of 0.29 µT. Also, in T1 a Dangerous level is obtained in the 
area where the battery is positioned, with the highest peak of 
0.20 µT. Finally, T2 and T3 obtain Highly Dangerous, Mid- 
dle Dangerous and Dangerous levels in the area of the CPU, 

bbmp1 bbmp2 bbmp3 bbmp4 bbmp5 bbmp6 bbmp7 bbmp8 bbmp9 
 
 
 
 
 

(e) T5 
 

Fig. 7. Classification of the five tablets’ magnetic field values at all 
nine measuring bottom positions (bbmp1...bbmp9) 

 

 
 

Fig.8. Dangerousness maps of the ELF magnetic field levels for the 
bottom parts of the measured tablets 

 
 

dangerousness maps of the ELF magnetic field levels given in 
Fig. 8. 

The ELF magnetic field levels are given in Table 3. 
 

Table 3. The ELF magnetic field levels obtained by the SOM clas- 
sification for the bottom parts of the tablets in the min-max manner 
(in µT) 

 
Magnetic field levels Dangerousness Min. Max. 
L1 (cyan) Highly Dangerous 0.86 0.96 
L2 (orange) Middle Dangerous 0.35 0.51 
L3 (green) Dangerous 0.18 0.31 
L4 (blue) Safe 0.09 0.15 
L5 (brown) High Safe 0.01 0.08 

 
From Table 3, we can realize that the bottom part of the 

tablet emits three dangerous levels of ELF magnetic field, i.e. 
L1, L2, and L3, and only two safe levels of ELF magnetic 
field, i.e. L4 and L5. L3 is a borderline level, because it in- 
cludes some values which are just below the safety reference 
limit of 0.2 µT [7]. However, it is considered as a danger- 
ous level, because most of the included values are above the 

RAM, and battery.  In particular, in T2 the highest peak of 
ELF magnetic field is reached at the Highly Dangerous level, 
with a value of 0.86 µT. In T3, the highest peak is obtained at 
the Middle Dangerous level, with a value of 0.51 µT. In both 
cases, this peak is much higher than the safety reference limit 
of 0.2 µT. 

A comparison between the top and the bottom ELF mag- 
netic field levels shows that the bottom part emits higher dan- 
gerous levels than the top part. It is clearly visible from Ta- 
bles 2 and 3.  In fact, Highly Dangerous level is higher for 
the bottom part than for the top part of the tablet. Also, Mid- 
dle Dangerous level is detected as a bottom range, but not 
detected as a top range. Dangerous level is very similar for 
the top and bottom parts. However, it is worth noting that the 
bottom part of the tablet adds a dangerous level (Middle Dan- 
gerous) which is not emitted at the top part of the tablet. On 
the contrary, Middle Safe level is emitted by the top part of 
the tablet (see Table 2), but it is not found at the bottom part 
of the tablet (see Table 3).  Hence, a safe level is emitted at 
the top part, but not emitted at the bottom part. On the other 
hand, it is worth noting from Fig. 5 that most of the tablets 
have 40-60% of top positions with dangerous levels of ELF 
magnetic field.  It is different from Fig. 7 where only 2 out 
of 5 tablets have 50-60% of bottom positions with dangerous 
levels. Nonetheless, in the last case, the ELF magnetic field 
value associated with these bottom positions is much higher 
than the value of the first case associated to the top positions. 

From the aforementioned results, it is worth noting that the 
tablets do not emit the same level of measured magnetic field, 
which is emitted by the laptops [1], [8], [9], [13]. However, 
their intensity is still above the safety reference level proposed 
by TCO. To have a fair comparison between the tablets’ and 
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laptops’ ELF magnetic field emission, we only have to com- 
pare the emitted magnetic field of the battery powered de- 
vices. In these conditions, the laptops emit an ELF magnetic 
field between 0.2 µT and 4.5 µT at the top body (case) parts 
and between 0.2 µT and 3.5 µT at the bottom body parts [8]. 
On the contrary, the tablets emit an ELF magnetic field at the 
top body parts between 0.02 µT and 0.86 µT and at the bot- 
tom body parts between 0.01 µT and 0.96 µT. 

Also, the comparison between tablets and laptops should 
take into account that the tablets have much less processing 
power than the laptops. Furthermore, they typically work as 
battery powered devices. Hence, an objective comparison can 
be only established with laptops working in battery mode. 
Also, it is worth noting that the tablets emit a higher level 
of magnetic field at their bottom parts compared to their top 
parts. This result is similar to the laptops. However, the rea- 
sons for such ELF magnetic field emission are different in lap- 
tops and tablets. The primary reason for a higher ELF mag- 
netic field at their bottom parts are battery, CPU, and RAM 
memory. Furthermore, it can be assumed that the gorilla glass 
as a material has a lower magnetic field permeability than the 
plastic one. Hence, the top of the tablets is much more re- 
sistant to the magnetic field spreading than the bottom of the 
tablets. It is very important for a safe use of the tablets, be- 
cause they are held in the users’ hands. Consequently, some 
precautions are necessary during the tablets use. The most 
important suggestion is to keep a safe distance of 30 cm for 
usage. In fact, visually impaired people may tend to read text 
close to their eyes. This also happens with children that usu- 
ally play games on tablets. Of course, this has a relation with 
the magnetic field decay around the tablet. 

 
6. CONCLUSIONS 

The proposed study represents one of the first measurement 
experiments linked with the ELF magnetic field to which 
the tablet users are exposed. It is very important, because 
the tablets are very popular and spread in the younger pop- 
ulation. Hence, the real determination of the tablets’ emit- 
ted ELF magnetic field is invaluable for their users as well 
as for designers of the tablets. Furthermore, the measured 
magnetic field values were compared to the widely accepted 
safety standard, i.e. TCO. The results of the study showed that 
the level of magnetic field is typically above the safety limits. 
Hence, some precautions during the work with the tablets are 
necessary. Accordingly, an important suggestion for the safe 
use of the tablets was proposed. 
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A dust explosion is one of the key security issues for many industrial, pharmaceutical and agro-alimentary plants and for the safety of the 
workers. We have developed an optoelectronic sensor system to determine the mass of deposited dust and the resuspension rate. The authors 
also mount antennas on an optoelectronic sensor system to perform measurements remotely. The technique used is based on a non-invasive 
light absorption method. The paper reports a cost analysis in order to demonstrate the possibility to use, in our optoelectronic sensor system, 
several sensors to monitor large volume. In this paper the authors present the sensor system, the test and calibration of its components 
together with the results and the error analysis, demonstrating experimentally what is the maximum and the minimum readable range. 
 
Keywords: Measure, sensor, mass, resuspension rate, non-invasive. 
 
 
 
 
1.  INTRODUCTION 

A dust explosion is one of the key security issues for many 
industrial plants [1]-[5]. The main cause is the presence of 
large concentrations of combustible dust in an oxidant 
atmosphere with the presence of ignition sources. Major 
damage to the industrial plants is produced when dust is 
mobilized in confined volumes [6]-[16]. 

In the laboratory of Quantum Electronics and Plasma 
Physics (QEP), University of Rome “Tor Vergata”, the sensor 
system with the experiment STARDUST-Upgrade has been 
developed. It is a cylindrical stainless-steel vessel, where it is 
possible to replicate Loss of Vacuum Accidents with different 
conditions [17]-[24]. 

In the previous experimental campaigns, QEP research 
group studied the monophase fluid dynamic of STARDUST-
U [20]-[23] and, after that, PIV (Particle Image Velocimetry), 
PTV (Particle Tracking Velocimetry) and 
SHADOWGRAPH measures have been implemented [17]-
[19], [25].  

The aim of this paper is to present the calibration and test 
of a sensor, based on an optical technique, to measure dust 
mobilization factors together with the results obtained, the 
error analysis and the limits of the optical technique adopted. 
The  idea is  to  design  a  sensor  system  for  dust  
mobilization replicating this sensor in many positions inside 
STARDUST-U. 

2.  MATERIALS AND METHODS 
The technique developed to measure dust mobilization in 

confined environments (like STARDUST-U) is based on 
absorption of light. The light that crosses a material is 
attenuated; the attenuation factors are function of the optical 
properties and concentration of the material. It is possible to 
measure the concentration of the material starting from its 
optical properties [26]. 

 

 
 

Fig.1.  Scheme of the sensor developed to measure  
the deposited dust. 

 
Fig.1. shows a simplified scheme of the device developed 

in this work. A light source emits the light, which is 
parallelized through a first convex lens. Then, the light 
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crosses the wall where the dust is deposited. The wall must 
be transparent to the light source wavelength. Thus, the light 
passes the measurement region. At the end, a second convex 
lens converges the light in the light receiver, which reads the 
transmitted light. The initial intensity of the light is I0. Let us 
neglect the loss of light intensity due to the lenses. When the 
light crosses the wall, it loses a portion of light that is function 
of the Beer-Lambert-Bouguer law. The transmitted intensity 
is called Iw: 

 
𝐼𝐼𝑤𝑤 = 𝐼𝐼0𝑒𝑒−∫𝜎𝜎𝜎𝜎𝜎𝜎𝜎𝜎 = 𝐼𝐼0𝑒𝑒−𝜇𝜇𝑣𝑣𝜎𝜎                    (1) 

 
Where σ is the absorption cross-section of the material, N 

its molecular concentration and x is the coordinate parallel to 
the direction of the light propagation. If we use a 
homogeneous dust layer on the tray, the product of σ with N 
is constant and the integrative term can be written as μvx, 
where μv is the coefficient of linear attenuation. Once the light 
crosses the measurement region, interacting with the dust, a 
portion of this light is transmitted (It) and it is a function of 
dust concentration. If the deposited dust is homogeneous: 

 
𝐼𝐼𝑡𝑡 = 𝐼𝐼𝑤𝑤𝑒𝑒−∫𝜎𝜎𝜎𝜎𝜎𝜎𝜎𝜎 = 𝐼𝐼𝑤𝑤𝑒𝑒−𝜎𝜎𝜎𝜎�𝜎𝜎 = 𝐼𝐼𝑤𝑤𝑒𝑒

− 𝜎𝜎
𝑃𝑃𝑃𝑃𝑃𝑃𝑚𝑚𝐼𝐼𝑤𝑤 = 𝑒𝑒−𝜉𝜉

𝑚𝑚
𝑃𝑃      (2) 

 
Where PM is the molecular mass, A is the measurement 

section, m is the mass and ξ is the absorption cross section 
referred to the mass. Then, the measurement of mass can be 
achieved by (2): 

 

𝑚𝑚 = 𝐴𝐴
𝜉𝜉

ln �𝐼𝐼𝑤𝑤
𝐼𝐼𝑡𝑡
�                                  (3) 

 
Note that the measured mass is the entire mass of dust 

contained in the measurement volume. We can say that it 
coincides with the deposited mass only if the resuspended 
dust is negligible. 

In our experimental facility, we are interested in mapping 
dust mobilization. The large number of these devices needed 
to map entirely STARDUST-U led to the necessity of 
developing a low-cost system.  

The sensor system comprises a light source, two convex 
lenses, a light filter, a glass window, and a light detector. The 
light source is a red LED (High-output solid-state light 
source). It has a dominant wavelength of 627 nm and the 
forward voltage is 3.51 V. The first lens (LA-1951 
THORLABS) has a focal length equal to 25.4 mm. The 
second lens (LA-1805 THORLABS) has a focal length equal 
to 30.0 mm. A light filter (THORLABS NE10A) is used to 
avoid light source saturation. The light detector is a high-
speed silicon detector (THORLABS DET210). Mechanical 
supports are used to fix each component. Fig.2. shows a photo 
of the experimental setup described. 

A microcontroller (Arduino Uno) [27] is used to power up 
the light source and read the transmitted intensity. Arduino 
Uno is a microcontroller board, with some input/output 
analog/digital pins. One digital output is used to power up the 
light source. The output voltage is 5 V, and then a resistor is 
used to decrease the voltage on the LED The light source 
signal is read through analog input pins. The input pins have 

a resolution of 10 bits, and their influence on the 
measurements is analyzed in the results section. 

Four different types of dust are used inside STARDUST-
Upgrade. They are flour, stainless steel, tungsten, and 
graphite. The stainless-steel dust is an AISI 814 
(Fe/Cr18/Ni10/Mo8) powder, supplied by Good Fellow. The 
maximum particle size is 45 μm. The carbon dust is a natural 
graphite powder F, produced by LUBRITECH. It is a very 
fine dust with a high level of purity, generally used as a solid 
lubricant. The tungsten dust is a powder with 99.95 % of 
purity of the Alfa Aesar products. The last dust type is flour. 
We used a commercial “00” type flour of wheat, normally 
used for cooking. [24] 

 

 
 

Fig.2.  Photo of the sensor system in two different views. This is 
the device to test, calibrate and analyze the method. 

 
3.  RESULTS 
A.  Calibration 

The calibration is performed for each type of dust. At first, 
the transmitted intensity without dust is measured. We also 
measured the transmittance of the glass plate, which is 92 %. 
One hundred measurements have been performed for each 
dust type. Each measurement follows these steps: 
• Deposition of dust over the glass plate. The dust is 

deposited through a sieve (that has a grid size of 50 µm) 
in order to avoid agglomerated particles; 

• The mass of deposited dust is measured through a 
precision weighing scale; 

• The plate with the dust is positioned in the prototype; 
• The light source turns on and the light receiver starts the 

acquisition. The light receiver performs 300 
measurements. The mean and the standard deviation are 
calculated; 

• Light source and receiver turn off and another 
measurement begins. 
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Fig.3.  Transmitted intensity (It) in function of mass per surface 

deposited on the wall. 

 
Fig.4.  Natural logarithm of intensities ratio in function of mass per 

surface measured experimentally and the linear fit of the data. 
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Fig.3. shows the transmitted light in function of the mass 
deposited on the glass wall. The mass is divided by the 
analyzed surface. The intensity exponentially decreases 
according to the Beer-Lambert-Bouguer law. Each point is 
calculated as the average of 300 consecutive measurements. 
Now, we have to find the absorption cross-section of each 
dust type. It can be calculated by means of (3). Then, we 
calculate the natural logarithm of the ratio between 
transmitted intensity by glass and mass (Iw/It).  

Fig.4. shows this variable in function of the mass surface. 
Then, a linear regression is performed, and the linear curves 
are shown in the figure. An intercept has been placed at (0,0) 
since we must have no light intensity variation when there is 
no mass concentration. Then, we have a curve with a general 
equation y = mx, where y is the mass per surface (m/A) and 
x is the natural logarithm of the intensities. Then, the slope 
coefficient (m) is equal to the absorption cross section (ξ). 

Table 1. shows the results of the calibration. The data 
confirmed the linearity, and the coefficients of determination 
(R2) are near one. 

 
Table 1.  Calculated absorption cross sections and coefficients of 

determination of the linear regression. 
 

Dust ξ [m2/kg] R2 
Flour 62.93 99.59% 

Tungsten 41.85 99.20% 
SS 53.302 99.41% 

Graphite 421.64 97.34% 
 
B.  Error analysis of mass measurement 

This section shows the error analysis of the method, in order 
to understand the limits of the techniques and the influence 
that the microcontroller has on the measurements. Consider 
(3) and let us apply the equation of error propagation for 
independent variables [28]: 

 

𝜎𝜎𝑚𝑚 = �
�𝜕𝜕𝑚𝑚(𝐴𝐴,𝜉𝜉,𝐼𝐼𝑤𝑤 ,𝐼𝐼𝑡𝑡)

𝜕𝜕𝐴𝐴
 𝜎𝜎𝐴𝐴�

2
+ �𝜕𝜕𝑚𝑚(𝐴𝐴,𝜉𝜉,𝐼𝐼𝑤𝑤 ,𝐼𝐼𝑡𝑡)

𝜕𝜕𝜉𝜉
 𝜎𝜎𝜉𝜉�

2
+

�𝜕𝜕𝑚𝑚(𝐴𝐴,𝜉𝜉,𝐼𝐼𝑤𝑤 ,𝐼𝐼𝑡𝑡)
𝜕𝜕𝐼𝐼𝑤𝑤
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Where σi is the standard deviation of the variable i. We 

calculate each term inside the equation: 
 
𝜕𝜕𝑚𝑚(𝐴𝐴,𝜉𝜉,𝐼𝐼𝑤𝑤,𝐼𝐼𝑡𝑡)
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𝐴𝐴

= 𝑚𝑚𝜎𝜎𝑃𝑃
𝐴𝐴

    (5) 
 

𝜕𝜕𝑚𝑚(𝐴𝐴,𝜉𝜉,𝐼𝐼𝑤𝑤,𝐼𝐼𝑡𝑡)
𝜕𝜕𝜉𝜉
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𝐼𝐼𝑡𝑡
� 𝜎𝜎𝜉𝜉 = −𝑚𝑚

𝜎𝜎𝜉𝜉
𝜉𝜉

          (6) 
 

𝜕𝜕𝑚𝑚(𝐴𝐴,𝜉𝜉,𝐼𝐼𝑤𝑤,𝐼𝐼𝑡𝑡)
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     (7) 
 

𝜕𝜕𝑚𝑚(𝐴𝐴,𝜉𝜉,𝐼𝐼𝑤𝑤,𝐼𝐼𝑡𝑡)
𝜕𝜕𝐼𝐼𝑡𝑡

 𝜎𝜎𝐼𝐼𝑡𝑡 = −𝐴𝐴
𝜉𝜉
𝐼𝐼𝑡𝑡
𝐼𝐼𝑤𝑤

𝐼𝐼𝑤𝑤
𝐼𝐼𝑡𝑡
2 𝜎𝜎𝐼𝐼𝑡𝑡𝑤𝑤 = − 𝐴𝐴

𝜉𝜉
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        (8) 

Using equations (5), (6), (7), and (8) combined with (4) we 
obtain the following formulation of error propagation for the 
mass measurement: 
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     (9) 

 
That equation can be used also to calculate the relative error 

of the mass: 
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2

  (10) 

 
This equation is fundamental in the evaluation of error 

analysis and in understanding the technique limits.  
The relative error of the measurement area is function of the 

first convex lens, its distance from the light source and light 
source properties, especially the divergence of the emitted 
light. In fact, the relative distance between light source and 
lens determines the size of the area and its divergence. The 
divergence involves a change of the measurement area along 
the optical axis. The small depth of the deposited dust 
involves a very small error due to divergence. 

The relative error of the absorption cross-section can be 
calculated in the calibration section. We calculated it through 
a B method [28] and it was always lower than 5 %. 

The influence of both intensities plays an important role. In 
fact, they are directly proportional to the natural logarithm of 
their ratio (10). Then, when the mass is very small, and the 
natural logarithm goes to zero, there is a huge increase in the 
relative error. We have another critical value of the relative 
error of mass; that is when the transmitted intensity goes to 
zero. The error of light intensity is mainly due to the 
minimum resolution of the light receiver and to random error. 
Let us neglect the random error influence and call the 
minimum resolution of the light receiver δ (this parameter is 
constant).  

 

 
 
Fig.5.  Relative mass error in function of transmitted intensity 
calculated through error propagation equation. 
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Fig.5. shows the relative error of mass in function of 
transmitted intensity. This is calculated by (10), using a 
relative error of surface equal to 10 % and a no-mass intensity 
(Iw) equal to 5 mV. The error has been taken constant and 
equal to 1/210; that is the minimum voltage resolution 
readable by our instrument. The function has two vertical 
asymptotes for the transmitted light which tends to zero and 
to the no-mass intensity (Iw). It implies that there are two 
limits of transmitted intensity, which limits the minimum and 
maximum readable mass. 

Now, we calculate the experimental error using the 
experimental data and the model calculated. Then, we 
compute the error and the relative error as follows: 

 
𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝑖𝑖 = �𝑚𝑚𝑒𝑒𝜎𝜎𝑒𝑒,𝑖𝑖 −

𝐴𝐴
𝜉𝜉

ln �𝐼𝐼𝑤𝑤
𝐼𝐼𝑡𝑡,𝑖𝑖
��            (11) 

 

𝑅𝑅𝑒𝑒𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑒𝑒 𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝑖𝑖 =
�𝑚𝑚𝑒𝑒𝑒𝑒𝑒𝑒,𝑖𝑖−

𝑃𝑃
𝜉𝜉 ln�

𝐼𝐼𝑤𝑤
𝐼𝐼𝑡𝑡,𝑖𝑖

��

𝑚𝑚𝑒𝑒𝑒𝑒𝑒𝑒,𝑖𝑖
  (12) 

 
Where mexp is the mass measured through the weighing 

scale. 

 
 
Fig.6.  Relative error in function of transmitted intensity. The 
experimental data confirm the numerical model. We have an 
asymptote for the transmitted intensity which goes to Iw and to zero. 

 
Fig.6. shows the relative error calculated by the previous 

(12). This graph confirms what we demonstrated with the 
analytical analysis the two asymptotic trends for extreme 
values of transmitted intensity.  

The authors show the maximum and minimum readable 
mass through this method and this sensor system. At first, an 
acceptable error must be selected (it is arbitrary). In this case, 
the choice is 10 %. Then, consider the error propagation (10). 
It follows: 

 

�� 1

ln�𝐼𝐼𝑤𝑤𝐼𝐼𝑡𝑡
�

𝜎𝜎𝐼𝐼𝑤𝑤
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ln�𝐼𝐼𝑤𝑤𝐼𝐼𝑡𝑡
�

𝜎𝜎𝑡𝑡
𝐼𝐼𝑡𝑡
�
2

< 0.10    (13) 

 
Solving this equation, it is possible to find the maximum 

and minimum acceptable transmitted intensity. The minimum 

transmitted intensity is 0.001168 mV and the maximum is 
0.499 mV. This limit implies a maximum and a minimum 
limit of measurable mass, which depends on the absorption 
cross-section of the dust. The maximum and minimum mass 
changes for the different dust samples (see Table 2.) and are 
calculated by (3). 

This technique is sensitive to dust in the entire volume of 
measurements, so deposited dust should not be 
overestimated. In fact, if there is a cloud of resuspended dust, 
the transmitted intensity will decrease and then, according to 
(3), the read deposited mass increase. This error can be 
neglected only in two cases:  
1. The light sensor is very close to the surface. This case is 

usually unacceptable because of fluid-dynamic 
interaction with the light sensor. In fact, it may change the 
fluid-dynamic behavior and then the measurement is 
falsified. 

2. The concentration of resuspended dust is very low. This 
solution depends on what we are measuring, for example, 
when we have a low expected concentration in the volume 
measurement. It may happen when the mass inside the 
vessel is small and the volume is very large, that is equal 
to say that the average concentration of dust is low. 

 
Table 2.  Calculated absorption cross sections and coefficients of 

determination of the linear regression. 
 

Dust ξ  
[m2/kg] 

Minimum m/A 
[kg/m2] 

Maximum m/A 
[kg/m2] 

Flour 62.93 0.0366 0.1328 
Tungsten 41.85 0.0550 0.1998 

Steel 53.302 0.0432 0.1568 
Graphite 421.64 0.0054 0.0198 
 

C.  Remote measurements and cost analysis 
We can connect the Arduino board directly to a ZigBee 

antenna. If we have another antenna in the external 
environment, connected to a PC, we are able to read the 
measurements without the use of any cable. It may imply a 
better isolation of the vacuum vessel. Furthermore, the 
system could be used also in industrial applications, where 
usually the distance between the measurement devices and 
the control room are much larger.  

There are a lot of different antennae, which can reach 
different ranges of distances and frequencies. In our case, we 
used the XBEE SERIES 1 802.15.4. It has a data rate of 
250 kbs, 100 m in indoor range and 1.6 km outdoor. The 
frequency band is 2.4 GHz. 

At last, we performed a cost analysis of sensor. Table 3. 
shows the costs of each optical device. The light receiver cost 
is the highest in our sensor system. Anyway, this device has 
been used because of our laboratory availabilities. Cheaper 
light receivers can be used and their influence on the 
experimental setup can be evaluated following the steps in the 
previous section. Convex lenses and filter have an average 
cost which depends on their quality. The light source is the 
cheapest device (our light source costs 1.50 €). 
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Table 3.  Optical device costs. 
 

Optical Device Average cost 
Laser source 1.00 – 3.00 € 

Convex lenses 20.00 – 45.00 € (each) 
Filter 30.00 – 45.00 € 

Light receiver 100.00 – 200.00 € (cheaper devices exist) 

 
Table 4. shows the costs of the electrical and electronic 

components. The electrical conductors depend on their 
length, and then cost per meter is given. Arduino Uno is the 
electronic device used to power the light source and read the 
signal. Its use and influence on the measurement accuracy 
have been analyzed in the previous section. 

 
Table 3.  Electronics and electrical device costs. 

 
Electronic and Electrical Device Average cost 

Arduino Uno 15.00 – 30.00 € 
Electrical Conductors 1.69 [€/m] 

 
In case of remote measurements, the antenna 

implementation has an additional cost that depends on the 
antenna properties. The cost range is around 150.00 €. 

The low cost of the apparatus will allow us to set a large 
number of sensors inside the entire vessel of STARDUST-
Upgrade. Through these we will be able to understand where 
dust re-suspends and deposits, the resuspension rate, and the 
deposition rate. 

 
4.  CONCLUSIONS 

Information about dust resuspension and deposition is 
fundamental to understand the physics of multiphase 
interactions inside our experimental facility. The absorption-
based techniques are well known and used also to perform 
dust concentration. We developed a sensor to track 
resuspension and deposition of dust inside our vessel. Since 
we are interested in the use of several sensors, their cost is 
another important variable to take into account.  

The technique uses a light emitter, two lenses, a transparent 
wall, and a light receiver. The electronic device is an Arduino 
Uno and some conductor. This equipment is extremely cheap 
and the effect of this low quality should be analyzed.  

We calibrated our sensor and found the absorption cross-
section of each dust type. A good data fit has been found, 
which means a reliable technique. The error analysis has 
shown the accuracy of the method and highlighted two 
important limits. The first limit is the maximum readable 
dust. When there is too much dust on the surface, the 
transmitted light is too low and the error due to the maximum 
resolution of the light receiver dominates the measurement. 
The other limit is the minimum dust, since the ratio of the 
intensities goes to one and its logarithm goes to zero. It 
implies a singularity which makes the measurement wrong. 

We also consider the possibility to use an antenna, in our 
case an XBee, to avoid long wires and connector between the 
vacuum chamber and external environment. 

The cost analysis has been shown and the cost of the 
instrumentation is very low, especially if we change the light 
receiver. The cheapness of these devices allows using a lot of 
them to monitor the entire vessel of STARDUST-Upgrade. 

The sensitivity and the limits of this apparatus are 
acceptable for our aim and we are working on the design and 
making an instrumentation to set inside the STARDUST-
Upgrade facility. Anyway, this kind of application could find 
also interesting use in industrial fields, where the monitoring 
of dust may be crucial for safety and health issues. 
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Magnetic resonance imaging (MRI) is a very popular tool for diagnostic applications and research studies. Low-field MR scanners, usually 
with an open design, are suitable for claustrophobic and obese patients, as well as for children, who may be fearful in closed MR scanners. 
However, these types of scanners provide lower spatial resolution and a lower signal-to-noise ratio (SNR) if compared with the same 
examination performed at the same time at high field scanners. It is dominantly caused by the low field strength and other factors, such as 
radiofrequency noise. Therefore, a long measurement time is usually necessary. This research paper is focused on the development of novel 
probes and preamplifiers for low-field MR scanners to improve SNR, and thus, shorten the measurement time. In this study, we describe the 
design of a high impedance preamplifier and a high temperature superconductor (HTS) coil. This novel instrumentation was compared with 
uncooled and cooled copper coils. Improvement in SNR in the case of an HTS coil is reported. 
 
Keywords: Imaging, MRI, low-field tomography, signal-to-noise ratio (SNR), probe, coils, preamplifiers. 
 
 
 
 
1.  INTRODUCTION 

Signal-to-noise ratio (SNR) is one of the most important 
parameters for assessing the quality of images obtained by 
magnetic resonance imaging (MRI) in biomedical 
applications. Parameters such as spatial resolution and 
acquisition times are closely related to the SNR [1], [2], [3]. 
SNR is especially crucial at low fields, as the signal intensity 
is field-dependent. Although MR systems with high magnetic 
field strengths are the mainstream scanners these days, low-
field systems are still commonly used, as they provide space 
and accessibility important for claustrophobic and obese 
patients, for example, as well as for children, who are often 
fearful in closed MR scanners. Low fields are also useful for 
modern applications, such as blood oxygenation level 
dependent contrast MRI (BOLD MRI) [4], [5] and are even 
more desirable than high fields in some special applications, 
e.g., hyperpolarized gas lung MRI [6], [7]. In these types of 
scanners, the SNR is usually increased through signal 
averaging, which also makes the examination time-
demanding. 

There are many sources of noise that reduce image quality. 
Some of the most important of these are sample noise, patient 
noise, amplifier noise, and internal noise caused by the 
receiving coil itself. Impact of these noise categories depends 
on operating frequency and coil size. Based on these 
parameters we can operate in the sample noise dominant 

regime or in the coil noise dominant regime. Sample or 
patient noise are caused by the thermal (Brownian) motion of 
electrons within the body’s conducting tissue. Brownian 
motion gives rise to random radiofrequency (RF) currents, 
organized in a number of round-shaped eddy current loops, 
when the sample is placed into the magnetic field. These 
current loops produce random changes in magnetic fields, 
thus inducing noise voltage in the receiving RF coil [8]. This 
source of noise is important for both high-field MR scanners 
and low-field scanners. The way to reduce the impact of this 
source of noise on the MR images is to reduce the receiver 
bandwidth around the observed Larmor frequency. This can 
be achieved with a receiving coil of the highest possible 
quality. The coil quality can be expressed as: 

 

f
fQ
∆

= 0                                       (1) 

 
where Q is the quality of the receiving coil (resonance 
circuit), f0 is the Larmor (observed) frequency, and Δf is the 
bandwidth. 

The second important source of noise is the noise produced 
by the receiving coil itself, sometimes called Johnson noise. 
The inherent coil noise can be reduced by cooling down the 
temperature of the receiving coil [9]. This will also improve 
the quality of the receiving coil through a bandwidth 

Journal homepage: http://www.degruyter.com/view/j/msr 

http://www.degruyter.com/view/j/msr


 
 
 

MEASUREMENT SCIENCE REVIEW, 18, (2018), No. 3, 107-112 
 

108 

reduction (1). To improve the SNR gain of the receiving coils, 
it is advantageous to use high temperature superconducting 
(HTS) materials for the construction of the receiving coils.  

The dominant source of Johnson’s noise at low frequencies 
can be the receiver [8]. Furthermore, low-field systems often 
use a resistive type magnet with a volume-limited 
homogeneous static magnetic field. For large diameter coils 
with large objects measured with the coil, the sample exceeds 
limited volume where B0 homogeneity region is guaranteed. 
As a consequence, lower SNR is achieved. 

The usual cooling method for the winding of HTS coils is 
immersion into liquid nitrogen. The reason liquid nitrogen is 
used is that its boiling temperature is 77 K, and therefore, it 
is easier to handle [8] than liquid helium. 

Cooling of the coil causes a decrease in its resistance, 
together with the noise it causes. Closely linked with the 
decreased resistance of the coil windings is the improvement 
in the quality of the coil windings. The quality of the coil 
windings with serial resistance can be expressed as [10]: 
 

C
U R

LQ 0ω=                                    (2) 

 
where QU is the quality of unloaded coil windings, ω0 is the 
Larmor frequency, L is the inductance of the unloaded coil 
windings, and RC is the resistance of unloaded coil windings.  
Improved SNR has been described [11] by the following 
formula: 

T
QSNR L=                                (3) 

 
where T is temperature of coil windings, and QL is quality of 
the coil loaded by the sample. 

A common measure of probe performance is the ratio r 
between the Q factor of the unloaded and loaded coil (i.e., 
sensitivity to loading) described as follows [12]: 
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==                      (4) 

 
Another property of the receiving coil that influences the 

SNR is the coil filling factor, η. This factor is defined as the 
fraction of RF energy created by the coil, which is stored in 
the sample volume [11]. The relation between the filling 
factor and SNR has been described [13] by the following 
formula: 

LQSNR η∝                              (5) 
 

For the filling factor maximization, a volume coil is 
suitable. Due to the thermal isolation needed between the 
HTS coil and the sample, a slightly reduced filling factor is 
typical, which limits the potential SNR improvement [11]. 
Most recent studies have focused on the development of 
surface receiver coils for low-field scanners [14]. However, 
volume coils are still of great interest [15].  

The aim of this work was to design novel measurement 
instrumentation, which consists of a volume coil and a 
preamplifier for low-field MRI systems. Such 
instrumentation will potentially provide better image quality, 
with higher SNR for future in vitro, as well as in vivo 
measurements, and for testing MR systems performance. 
 
2.  SUBJECT & METHODS 
A.  Design and construction of the HTS coil and pick-up 
loop 

The receiving coil significantly affects the quality of images 
at low-field MR imaging. Thus, we designed the receiving 
coil in the form of a single-turn solenoid (volume coil), which 
has higher sensitivity compared to other single-turn volume 
receiving coils made of other conductive materials. The HTS 
receiving coil was built as a single loop (132 mm in diameter) 
of thin tape of bismuth strontium calcium copper oxide 
(BSCCO) with a width of 2.6 mm.  

When the HTS coil is cooled to 77 K, the HTS windings 
have low resistance, and the impedance of the parallel 
resonance circuit is high. The cooled HTS coil had high 
frequency selectivity; therefore, it had to be precisely tuned 
to the Larmor frequency of the scanner, in our case, 
7.605 MHz. For this purpose, the HTS coil was roughly tuned 
by fixed, high-quality capacitors and capacitance diodes were 
added for fine-tuning, as depicted in Fig.1.  

 

 
 
Fig.1.  Schematic of HTS coil with fixed capacitors and with added 
capacitance diodes. 
 

 
 
Fig.2.  Cryostat with the HTS coil, the pickup loop and the sample. 
The sample consisted of a bottle with a water solution of 
0.648 g/L NiCl2 and 3.214 g/L NaCl. 
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At this resonance frequency, the skin effect of the material 
becomes significant; therefore, the thin silver tapes, originally 
molded to the BSCCO to increase the mechanical strength of 
the HTS tape, had to be removed by etching. The BSCCO 
loop modified in this way was placed into the cooling holder 
and attached there with epoxy glue. 

As the HTS resonator has too high impedance at resonance 
frequency, and its direct connection to the preamplifier would 
cause an unwanted decrease in the quality of the HTS 
resonator, a pickup loop had to be used. The pickup loop was 
made of thin-wall copper tubing.  

This loop was directly connected to the preamplifier 
without tuning. Impedance matching of the receiving HTS 
coil to the preamplifier was achieved by choosing an 
appropriate distance between the HTS coil and the pickup 
loop (Fig.2.). 

 
B.  Preamplifier 

To achieve satisfactory SNR, the receive probe should be 
precisely tuned to the Larmor frequency of the MR scanner 
and matched to the transmission path. The classical approach 
is to tune the probe by two trimming capacitors that work as 
a tuning and matching set. This method is usually used when 
the probe is connected to the preamplifier by a coaxial cable, 
with a characteristic impedance of 50 Ohm. Another option 
for connecting the receive coil is to use a preamplifier with a 
high input impedance. Such a preamplifier can be directly 
connected as close as possible to the receive coil. In this case, 
the preamplifier must be constructed without magnetic 
components and the main magnetic field of the scanner must 
not interfere with its operation, e.g., amplification. The 
preamplifier circuit developed for our applications is shown 
in Fig.3.  

This preamplifier can be directly (without coaxial cable) 
connected to the pickup loop. Given that the preamplifier has 
a high input impedance of 3.53 kΩ, the distance between the 
receiving coil (HTS coil) and the pickup loop was set to 
1.5 cm, as determined experimentally. The output of this 
preamplifier was fixed by matching to a transmission line 
with characteristic impedance of 50 Ohm. In this way, the 
tuning of the probe was simplified, because it was sufficient 
to tune the probe to the resonance frequency, as no additional 
matching was required. The preamplifier was designed for 
low-field scanners, with the magnetic induction of the main 
field at 0.1 - 0.18 T. For protection of the signal input of the 
preamplifier, non-magnetic MELF (Metal Electrode Leadless 
Faced) diodes MADP-000235-10720T (M/A-COM Inc., 
Technology Solutions, Lowell, Massachusetts) were used. At 
the input of the preamplifier, two low-noise and high-linearity 
Pseudomorphic High Electron Mobility transistor (PHEMT) 
Field Effect Transistors (FET) transistors, ATF 34143 
(Avago Technologies, San Jose, California), were used. The 
preamplifier was powered by the symmetrical voltage ± 5 V. 
Frequency selectivity of this preamplifier is given by the 
connected receiving coil and resonant coupling inside the 
preamplifier. 

 
 

Fig.3.  Schematic of high impedance differential preamplifier with 
power source. 

 
 

C.  Test of coil performance 
HTS coil parameters (BW, Q) were measured outside the 

scanner by an impedance meter, TE 1000 RF (TOMCO 
Technologies, Norwood, Australia). 

For comparison, the properties of the superconducting coil 
were compared with the properties of a standard copper coil 
constructed as a single loop of copper tape, 2.6 mm wide and 
0.15 mm thick.  The loop had the same diameter as the HTS 
coil, for direct comparison [15]. Properties of this copper coil 
were evaluated with and without nitrogen cooling.  

The coils were also compared in terms of imaging 
performance, where the SNR was calculated for quantitative 
comparison. Both coils, HTS and copper, were placed into the 
same cryostat during imaging. The SNR was calculated (6) as 
the ratio between the mean signal intensity of a phantom 
image and the standard deviation of the background noise. A 
bottle phantom of 8 cm in diameter filled with a liquid 
solution containing 0.648 g/L NiCl2 and 3.214 g/L NaCl in 
distilled water to mimic the body loading was used. 

 

..DS

mean

N
S

SNR =                              (6) 

 
where Smean is the mean value of the signal and NS.D.  is the 
standard deviation of the noise background. 

The phantom images were obtained by all three coils, using 
the developed preamplifier, on a 0.18 T MR scanner, the       
E-scan Opera (ESAOTE, Genoa, Italy). Equally set T1-
weighted spin echo images were obtained, with TE =18 ms, 
TR = 500 ms, an acquisition matrix 256x256, number of 
acquisitions (NumAcq) = 1, and a slice thickness of 5 mm. 
The SNR was calculated from the signal intensity taken from 
an area of 1x1 cm in the center of the imaged phantom. 
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3.  RESULTS 
The images in Fig.6. were obtained to compare the impact 

of different coils on the image quality. The quality of the 
obtained images was based on the calculated SNR value. 

The quality factors of HTS and copper coils were measured 
and compared. The detailed values of the coil properties are 
summarized in Table 1. A decrease in frequency bandwidth 
with increased quality of the coil was detected, which was in 
agreement with the expectations. 
 

Table 1.  Parameters of used coils. 
 

Coil State Bandwidth 
[kHz] 

Quality 
of loaded 
receiving 
coil 

Quality 
of 
unloaded 
receiving 
coil 

Filing 
factor 
[%] 

copper uncooled 118 64.5 64.5 58 
copper cooled 41 185 186 58 
HTS cooled 23 330 387.47 58 

 
Fig.6. shows a large difference in image quality, if cooled 

and uncooled copper coils, respectively, were used for 
acquisition. The differences between the cooled copper coil 
and the HTS coil were not obvious to the naked eye, but the 
measured SNR was higher for the HTS coil.  

 

 
a) 

 
b) 

 
Fig.4.  Impedance characteristic of a) copper coil and b) an HTS coil. 

The SNR of the room-temperature copper coil was 14.53, 
while the SNR of the cooled copper coil was 38.75, equal to 
a 2.67 times greater SNR in the cooled state. For the HTS coil, 
the achieved SNR was 52.9, which is 3.6 times higher and 1.4 
times higher than the SNR of the room-temperature and 
cooled copper coils, respectively. The loaded winding 
resistance, RC, of both coils decreased after cooling with 
liquid nitrogen, which caused an increased impedance of the 
receiving resonance circuit (Fig.4.), and a corresponding 
increase in the quality of the coils (Table 1.), as described by 
equation (2). The induction of the HTS coil was changed after 
cooling, unlike the copper coil, as shown in Fig.4. The 
improvement in SNR can be calculated from equation (7), as 
a ratio of SNRs at room temperature and at the working 
temperature of liquid nitrogen, 77 K. Theoretically, the 
improvement in SNR (for the tested copper coil at 296.15 K 
room temperature) can be calculated as follows: 

 

32.3
77
15.296

15.296

77

15.296

77 =
⋅

⋅
=

K

K

K

K

Q
Q

SNR
SNR

        (7) 

 
4.  DISCUSSION / CONCLUSIONS 

Novel measurement instrumentation, with a high 
impedance preamplifier and a superconducting coil, was 
developed and tested on a clinical low-field scanner.  

The preamplifier itself is broad-banded, as shown by 
amplitude frequency characteristic in Fig.5. 

 

  
 
Fig.5.  Amplitude frequency characteristic of preamplifier, 
measured without receiving coil. 

 
Around the required frequency, which is 7.605 MHz (the 

Larmor frequency of hydrogen nucleus on a scanner with a 
main field of 0.18 T, which was the scanner we used), the 
gain of this designed and constructed preamplifier was 
21.26 dB and the noise figure was 2.2 dB. The constructed 
preamplifier had acceptable parameters, which were 
independent of the magnetic field strength. The amplifier gain 
was independent relative to the B0 field. It was identical 
inside and outside the main static magnetic field B0. The 
placement of the preamplifier into the B0 static magnetic field 
had no effect on the image quality.  
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For comparison, two types of receiving coils were 
constructed, one of copper and one of BSCCO tapes. These 
coils were of the same circular geometry: 2.6 mm wide and 
132 mm in diameter. The quality of the acquired images was 
evaluated on the basis of the achieved SNR. A relatively high 
change in SNR is obvious in Fig.6.a) and Fig.6.b). From the 
obtained images, it was calculated that the SNR improved 
2.67 times after the cooper coil was cooled (Fig.6.b). The 
theoretically calculated improvement in SNR was posited to 
be slightly higher (3.32) than the experimentally measured 
value. This was probably caused by the interference of the 
main static magnetic field of the tomograph with the 
impedance meter probe. Further improvement in SNR was 
achieved by using the HTS coil. The measured SNR was 3.64 
times higher than the SNR for the uncooled copper coil. 
Compared to the cooled copper coil, SNR was further 
improved by a factor of 1.37. 

 

   

 
 
Fig.6.  Images of the same slice of a water phantom: a) image 
obtained by uncooled copper coil, with the SNR = 14.53, b) image 
obtained by a cooled copper coil, with the SNR = 38.75, c) image 
obtained with an HTS coil, with the SNR = 52.9.  An air bubble is 
visible in figure c, which had moved into this slice, causing an 
artifact, but this did not compromise the SNR evaluation. 
 

This improvement was not obvious from a direct visual 
inspection of the image; however, it was clearly shown by the 
SNR calculations. While this may make it seem that the 
improvement in SNR for the HTS coil compared to the cooled 
copper coil was small or not significant, it should be noted 
that the coils were designed as simple, single-turn coils. 
Therefore, it could be anticipated that the construction of 
more complex receiving coils, such as birdcage, quadrature 
coils, and phased array coils, would lead to a significantly 
increased difference in SNR, if comparing HTS to cooled 
copper coils.  

As described in [14], higher SNR could also be achieved 
using an HTS coil designed as a surface coil, but in a small 
area near the coil. These types of coils would find an 
application in MR microscopy [10], [17] or spectroscopy on 
high-field scanners. Cryogenic MR receiving coils can 
provide spatial resolution well below 100 μm in each 
direction of space, with acquisition times of a few minutes 
[18]. One of the disadvantages that prevents the wider 
application of cryogenic coils is the fact that they cannot be 
placed as close to the sample as an uncooled copper coil, 
because of thickness of thermal insulation. This reduces the 
SNR gain for cryogenic coils. However, currently, modern 
thermal isolation materials are available that are thin and 
provide a high thermal resistance at the same time. One 
example of such a material is aerogel. 

In another study [19], an HTS surface coil was developed, 
with a diameter of 50 mm, designed for a high-field (1.5 T) 
scanner, and built from Bi-2223 material (Bi2Sr2Ca2Cu3O6). 
Its critical temperature was 110 K. The investigators 
compared the HTS coil and cooled copper coil and reported 
an improvement in SNR by a factor of 1.11. When they 
compared an HTS coil and an uncooled copper coil, SNR 
improved by a factor of 1.36. These SNR improvements are 
significantly lower compared to our results. This was 
probably caused by the fact that the inherent noise of the 
receiving coil in a high-field (1.5 T) scanner does not 
contribute to the overall noise in the measured image as much 
as it does for low-field scanners. In a low-field study by Ma 
et al. [14], an HTS surface coil was developed and tested on 
a 0.2 T scanner. The measured SNR of an image acquired 
with this HTS coil was 1.4 times higher compared to an image 
measured with a cooled copper coil. This is in good 
agreement with our study, where we reported an SNR 
improvement by a factor of 1.37 with a volume coil 
constructed for low-field imaging. 

Our study has some limitations. The width of our HTS coil 
was relatively small. By using wider HTS strips, the coil 
quality could be improved. However, our coil was compared 
with geometrically identical copper coils; thus, the 
improvement in the SNR is undeniable. The large distance 
between the coil and the sample also played an important role 
in the resultant SNR. This distance was determined by the 
isolation material used, which separated the insides of the 
cryostat at a temperature of 77 K from the area with the 
sample at a temperature of 296.15 K. Aerogel would seem to 
be a more suitable (thinner) material for thermal isolation, 
rather than the styrodur used. Aerogel would save about two-
thirds of the insulation thickness and its thermal conductivity 
is approximately 0.017 W.m-1.K-1 instead of the 0.032 W.m-

1.K-1 of styrodur. The use of aerogel as an isolation material 
could further increase the SNR gain. 

Future steps would be the design of a more suitable cryostat, 
with closed circulation of nitrogen and better and thinner 
thermal isolation. Currently, different types of HTS materials, 
such as Hg-1223 (HgBa2Ca2Cu3O8), whose critical 
temperature is 134 K, are available. These materials need to 
be studied in more detail. Our next step is to test a complex 
receiving coil design using wider HTS tape. 
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5.  CONCLUSION 
We designed, analyzed, and experimentally verified the 

properties of cooled and uncooled copper and HTS receiving 
coils for low-field MRI as well as the influence of these coils 
on image quality. We demonstrated that a receiving coil built 
from HTS material with a dedicated preamplifier can 
significantly improve the SNR of the obtained image at low 
magnetic fields, thus time-intensive signal averaging is 
reduced by about a factor of 2.  

Based on the results obtained, we can conclude that the HTS 
materials appear to be suitable for the construction of 
complex receiving coils, such as birdcage, quadrature coils, 
and phased array coils, for low-field scanners and will have 
applications in MR microscopy at high-field scanners as well. 
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In the vacuum thermoforming process, the product deviations depend on several parameters of the system, which make the analysis, the 
computational modeling, and the optimization of errors a multi-variable process with conflicting objectives. In this sense, the aim of this 
work was to study the dimensional and geometrical errors as well as the optimization (minimization) of these errors in one typical vacuum 
thermoforming product made of polystyrene (PS). In particular, it was intended to predict and minimize errors in a range of ideal tolerances 
using Multiple Response Optimization (MRO) Models. Thus, through the fractional factorial design (2k-p), initial experimental tests were 
performed using proposed measurement procedures, and Analysis of Variance being the data analysis is discussed. Following that, the MRO 
models were implemented which were also validated to represent the sample data. Through this analysis of the results, it can be concluded 
that the regression models of errors are not linear functions, hence, the developed models are valid for the studied process, and finally that 
the validation results proved the efficiency of MOR models developed, but these models will not be able to generalize to new situations in a 
range far from the values studied. 
 
Keywords: Dimensional and geometrical errors, vacuum thermoforming process, multiple response optimization, plastics processing. 
 
 
 
 
1.  INTRODUCTION 

Thermoforming is a generic term for a set of thermoplastic 
manufacturing processes which allow the production of thin 
wall plastic parts from flat sheets or plastic films, such as 
vacuum thermoforming, also known as vacuum forming, 
drape forming technique, thermoforming with the use of air-
slip forming, and other little-used techniques such as billow 
or free bubble forming, mechanical bending, matched-mold 
forming, and twin-sheet forming, which are the earliest and 
simplest methods of thermoforming [1], [2]. 

In this context, the vacuum forming technique is defined by 
[2]-[4] as the process where the vacuum force obtained by the 
negative atmospheric pressure is used to force a preheated 
sheet  against  the  “cold” surface  of the mold, which takes 
on  its  shape. Specifically, this is the forming technique 
and/or  stretching  where  a sheet of thermoplastic material is 

preheated by a heating system (Fig.1.a), Fig.1.b)) and forced 
against the mold surface (positive or negative) by means of 
the negative vacuum pressure produced in the space between 
the mold and sheet (Fig.1.d1)), by mold suction holes and a 
vacuum pump which “sucks” the air from the space and 
“pulls” the sheet against the surface of the mold (Fig.1.d1)), 
transferring it, after cooling (Fig.1.e)) and removing  excess 
material to shape it (Fig.1.f)), [4], [5]. The typical sequence 
of this technique is presented in Fig.1. [6]. 

However, according to [7], [8], there are still a number of 
challenges to be overcome in this process, caused by the 
conflict of objectives between the quality aspects and the 
adjustments of the process control variables. The evaluation 
of the performance of the system is usually dependent on 
many processing variables such as environmental 
manufacturing characteristics, equipment characteristics, 
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stretch speed, plug characteristics, temperature of heating, 
and cooling system [1], [9], [10]. Therefore, for [7], [8], [11] 
it is necessary to understand the complex and multi-variable 
process, with non-linear characteristics and conflicting 
objectives, in order to optimize the product quality 
characteristics and reduce errors before molding the part. 

 

 
 

Fig.1.  Schematic of basic vacuum thermoforming. 
 
Several authors have developed work with the objective of 

modelling and predicting the quality of the final product of 
the vacuum thermoforming process, [12] using computational 
optimization techniques, Finite Element Method (FEM), 
Artificial Neural Network (ANN), and [7], [8] statistical 
models, aiming to predict and to optimize the quality 
characteristics. We still have the works of [10], and others 
focusing on the development of an elastic-plastic model for 
thickness analysis [2], [13]. Leite et al. describe the 
application of a methodology based on Artificial Neural 
Network models with objective function [11], the model has 
processing parameters as inputs and the product errors as 
outputs. References [6], [14]-[17] concentrated their studies 
on aspects of mold geometry and process parameters to verify 
their influence on the distribution of product thickness, [4], 
[18] have developed a methodology for optimization of 
production technologies with the product design. Martin et al. 
have studied the instrumentation and control of 

thermoforming equipment in real-time analysis with the 
control of multiple variables [19]. Other researchers have 
focused on modeling, simulation and prediction of sheet 
temperature and optimization of the heating system by 
different methods and techniques [20]-[22]. 

However, in complex manufacturing processes such as this, 
[23]-[25] suggest that the traditional approaches to process 
control fail to understand all aspects of process control or 
existing subsystems. Thus, researchers are using Multiple 
Response Optimizations (MRO) to model systems with 
multiple input and response variables, in order to minimize or 
maximize all responses based on an objective function. With 
a multi-criteria optimization problem involving more than 
one objective function to be optimized simultaneously, 
usually, the objective functions are in conflict with, or 
compete with each other, thus, the possible optimal solution 
functions do not allow the minimization of all objectives 
simultaneously. Researchers present several approaches and 
methods to optimize problems of multiple objectives [26], 
some of them reported by [27], [28].  

One of the widely adopted techniques for MOR models uses 
Multiple Linear Regression Models (MLR models) to 
describe the relationship between a response and its regressor 
variables (process parameters), and also to estimate the 
response [29]-[31]. These models described by Montgomery 
[32] are linear regression equations that contain more than 
one independent variable or regressor and a dependent or 
response variable, that are related to k regressors or variables 
of input. Thus, these models need to be developed for each of 
the response variables for the modeling of an MLR algorithm 
[33]. The developed models are converted into a system that 
combines the n individual equations and an objective function 
through the programming of a multiple response optimization 
algorithm [18], [32]. Thus, the objective of this algorithm is 
to find a satisfactory solution or several possible 
configurations of the input variables that simultaneously offer 
the best performance for the multiple objectives of the n 
models [33], using solution space of input variables [29]. 
These equations can be solved by several mathematical 
methods of solving systems of linear equations or software 
[29]. 

First, the objective of this work was to study the 
dimensional and geometrical errors and the optimization 
(minimization) of these errors in one typical vacuum 
thermoforming product. For this purpose, the manufacturing 
parameters (factors) were studied statistically to determine 
their influence on the deviations of the product (response 
variables), and then, the Multiple Response Optimization 
Method that uses Multiple Linear Regression models to 
describe the relationships of the variables studied, 
(simultaneously) was used to simultaneously minimize the 
partial errors. A validation test was performed to evaluate the 
predictive capacity of the models and efficiency of the 
methodology studied. Finally, this study allowed us to 
identify the main significant factors, and also to develop 
models and algorithms that estimate and minimize errors of 
vacuum thermoforming parts. 
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2.  EXPERIMENTAL WORK 
2.1.  Material and equipment 

In this work, 2.0 x 2.5 m of white laminated polystyrene 
(PS) sheets with a thickness of 1.0 mm were used to 
manufacture the parts. The plates were cut into 300 x 360 mm 
sheets, cleaned with water and neutral liquid soap (pH), and 
then dried and wrapped in plastic film packages previously 
heated at 50°C and maintained for two hours. 

For the manufacturing of the mold, considering the inherent 
aspects of the manufacturing process and the volume 
contraction of the product of 0.5 % [1], [34], Medium Density 
Fiberboard (MDF) plates were used as the raw material. The 
three-dimensional (3D) design of the model was developed 
using Computer-Aided Design (CAD, SolidWorks® 2008) 
software, which was integrated with Computer-Aided 
Manufacturing (CAM, Edge CAM® 2010) software. The 
mold was machined in a Computer Numeric Control machine 
(CNC, Discovery 560 ROMITM Machining Center), and 
subsequently, the vacuum holes and the final finish were 
performed. Finally, we performed the Computer-Aided 
Inspection (CAI) of the mold in a Coordinate Measuring 
Machine 3D (CMM 3D, Micro-Hite 3D TESATM with 
Reflex Software) to determine the dimensional and geometric 
deviations present in the mold. 

A semi-automated vacuum thermoforming machine was 
developed and automated by the researchers. This equipment 
has the capacity to work with plates of thickness of 0.1 to 
3.0 mm, a useful area of 280 x 340 mm, displacement of the 
mold (z axis) of up to 150 mm, vacuum pumps of 160 mbar 
with motors of 1.0 CV, infrared heating systems composed of 
two resistors of 750 W and 1,000 W, movement by 
pneumatic systems and acquisition of temperature data by 
“K” thermocouples and non-contact infrared. The system is 
programmable through a commercial Personal Computer 
(PC) integrated with microcontroller board (Arduíno UNO 
Revision 3). 

 
2.2.  Parameters and measurement procedure 

There is no consensus among authors [4], [5], [7], [8] about 
the measurement parameters of control and quality in the 
vacuum thermoforming process and still, [1], [4], [9] there is 
no specific measurement procedure or equipment to be used. 
As a result, they were defined and developed to measure the 
errors of the piece. The procedures, scales, measurement 
process and tolerances are described in the following 
paragraphs. 

For measurement errors, 3D MMC was used carrying a 
4 mm diameter solid probe, calibrated with an error of 
± 0.004 mm and CAI software. The reference values for 
dimensions were calculated, based on the final dimensions of 
the mold. Also, according to [3], [9], a deviation of ± 1 % for 
linear dimension and ± 50 % for flatness on surfaces are 
acceptable, and as a reference, the values calculated for 
dimensions were adopted as the general criteria for 
acceptance of sample dimensions. Fig.2. presents the 
geometry of the standard product, where dimensions and 
parameters to be measured in the samples are represented. 

 
 

 
 

Fig.2.  Product standard: dimensions on piece or dimensional 
deviations parameters. 

 

 
 

Fig.3.  Measurement: Planes and references in the sample. 
 
So, the Dimensional Deviation Height (DDHi) or DEV 01 

was defined thus: 
 

57.92)(MHSDEV01  )TSH(MHSDDH iiii −===−=    (1) 
 

where i is the index of the analyzed sample and TSH is the 
Theoretical Sample Height (57.92 mm). The MHSi is the 
Measured Height in the Sample, calculated by the distance 
between two parallel planes formed by the upper and lower 
parts of the sample (Fig.2. and Fig.3.).  
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To determine the planes, 8 points were collected in each 
region using the 3D MMC (Fig.3.) and via CAI software the 
perpendicular distance between the planes was calculated. A 
negative (-) mean value indicates that the height is less than 
the ideal and a positive mean value (+) that it is greater than 
the ideal. 

The Deviation of the Diagonal Length (DDLi) or DEV 02 is 
calculated by the difference between the values of the MLDSi 
and the value of the TDL, being: 

 
)TDL(MLDSDDL ii −=                     (2) 

 
where, MLDSi is the Measured Length of the Diagonal in the 
Sample or DEV 02, which in this work was defined as the 
quadratic relation of the lateral distances of the upper end of 
the sample (length and width) (Fig.2. and Fig.3.) and TDL is 
Theoretical Diagonal Length of the Sample = 207.97 mm, so: 

 
).)) 97207(length(width(DEV02DDL 2

i
2

iii −+=      (3) 
 
To determine lateral distances, 5 points were collected 

along each side of the samples (Fig.3.), and later, via CAI, the 
distances between sides were calculated. A negative (-) mean 
value indicates that the length is smaller than the ideal and a 
positive mean value that it is greater than the ideal. Also, TDL 
is the Theoretical Diagonal Length of the Sample 
(208.0 mm). 

The DEV 03 or Geometric Deviation of Side Angles 
(GDSAi), in this study, is expressed as: 

 

)TLAF(LAMF4
1DEV04

GDLAz
1GDSA

SS

4

1Ji

Z

1J ii
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===
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∑
−

−
...

                  

(4) 

 
where z is the number of sides and s the evaluated face. The 
GDLA is the difference between the Lateral Angle Measured 
on the Face of sample i (LAMFi) and the Theoretic Lateral 
Angle of the Face (TLAF), for s = 1 ... 4, respectively, 95.93º, 
95.93º, 96.02º and 96.06º. To determine each ALMFs, 09 
points were collected on the surface to design the plan of 
control (lateral planes, Fig.2. and Fig.3.). The GDLAi was 
calculated, using CAI software, by the difference between the 
planes of the angles. 

The Geometric Deviation of Flatness (GDi) or DEV 04, that 
will have a zero value (0) for an ideal surface or positive 
values, was calculated as: 

 
0.11)(MGDSDEV03)TGDS(MGDSGD iiii −===−=  (5) 

 
where MGDSi is the Measurement Geometric Deviation of 
the i-th Sample, calculated by measuring 09 points on the 
surface of sample bottom (lower plane, Fig.2. and Fig.3.). 
Later, using CAI software, the distance between the two 
boundary planes of measured surface was calculated. Also, 
this procedure was used to calculate the Theoretical 
Geometric Deviation of the Sample (TGDS), which is 
0.11 mm. 

2.3.  Analysis method 
The Analysis of Variance (ANOVA) method has been 

performed to determine the importance of the process input 
parameters. The ANOVA is a set of statistical methods used 
to analyze data and to investigate implication of the main 
effects and interactions in the response variable. Moreover, it 
provides enough data to compare the parameter levels and the 
significances. [35]. 

Also, to estimate the response variable and evaluate the 
first-order models in A, C, ..., E, along with the AC, ...,  AE 
interaction, the Fractional Factorial Designs [35] technique 
was used. For this, the coefficients of multiple linear 
regression models (MLR) were calculated. The MLR is the 
regression model that contains more than one independent 
variable x, that is, the response variable Y, is related to k input 
variables [29], so: 
 
Y= β0+β1x1+β2x2+…+βjxk+ …+βjx1x2+…+βjxkxk+1 + ε (6) 
 

Finally, Multiple Response Optimization Models (MRO 
models) were developed [29], [32]. For this, the coefficients 
of MLR and statistical analysis data are used for 
computational modeling of the MLR models for each type of 
response variable. Afterwards, the MRO algorithms are 
developed with the MLR models, in order to generalize and 
estimate minimum error values and generate a list of possible 
optimal solutions. The script codes are programmed in the 
MATLAB® numerical analysis and programming software, 
with the techniques of analysis described. 

 
2.4.  Experimental study and analysis of data 

In this research, we used the parameters (factors) described 
by [3] and compatible with the geometry of sample and 
equipment, namely: A. Heating Time (in seconds - s), B. 
Electric heating power (in percentage - %), C. Mold actuator 
power (in Bar and cm/s), D. Vacuum time (s), and E. Vacuum 
Pressure (in millibar - mbar). Table 1. shows the levels - high 
and low and values of parameters. For these selected values, 
test trials were performed to determine the operating value 
(center points) and limits with which the samples could be 
manufactured [7]. 

 
Table 1.  Factors and levels selected for the main experiments. 

 
Level Factors 

 
A 
[s] B [%] C [bar and 

cm/s] 
D 
[s] 

E 
[mbar] 

1 (-1) 80 3.4 
(100%) 18.4 (100%) 7.2 10 

2 (+1) 90 4.0 (85%) 21.6 (85%) 9.0 15 
 

The experiment consisted of 17 treatment combinations 
according to the planning Fractional Factorial Design 2𝑉𝑉5−12 
with one center point [35]. For each treatment, two (2) runs 
were performed in a random sequence being that, 01 sample 
and 01 repetitions were manufactured in the same run, 
totaling 68 runs (4 samples per treatment combinations). The 
68 samples of PS were produced and then cooled completely 
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in an air-conditioned room at 22ºC with 60 % humidity. Then, 
to quantify the linear and geometric errors of the parts, the 
inspection methods described in the previous chapter were 
applied using CMM 3D and the results found were tabulated. 
Table 2. shows the types of deviations and respective mean 
values of 34 samples. It is observed that the data vs. type of 
deviation are well distributed, except for only two (02) points 
for DEV 03, respectively, samples 26 and 31 (outliers in data: 
values below Q1 − 1.5 x IQR or above Q3 + 1.5 x IQR, 
respectively for DEV 03 the interval from -0.415 to 1.345. 
Where: IQR is the Interquartile Range, Q1 first quartile and 
Q2 is third quartile.). 

 
Table 2.  Experimental main results. 

 
Order 
test 

Responses (values) 
DEV 01a 

[mm] 
DEV 02 a 

[mm] 
DEV 03 a 

[º] 
DEV 04 a 

[mm] 
1 -0.122 -0.238 0.358 0.269 
2 -0.628 -0.217 1.050 0.476 
3 -0.464 -0.305 0.238 0.113 
4 -0.463 -0.248 0.213 0.204 
5 -0.467 -0.231 0.294 0.082 
6 -1.565 -0.160 0.910 0.539 
7 -0.229 -0.294 0.270 0.218 
8 -0.490 -0.288 0.204 0.302 
9 -0.323 -0.198 0.418 0.410 
10 -0.943 -0.277 0.281 0.398 
11 -0.463 -0.383 0.288 0.107 
12 -1.000 -0.241 0.451 0.416 
13 -0.989 -0.217 0.301 0.128 
14 -0.328 -0.377 0.265 0.239 
15 -0.597 -0.423 0.110 0.235 
16 -0.492 -0.473 0.279 0.292 
17 -0.563 -0.227 1.150 0.476 
18 -1.431 -0.254 0.955 0.462 
19 -0.645 -0.328 0.502 0.433 
20 -0.576 -0.460 0.213 0.232 
21 -1.234 -0.245 0.805 0.442 
22 -0.794 -0.301 0.457 0.322 
23 -1.022 -0.310 1.106 0.442 
24 -0.639 -0.366 0.531 0.242 
25 -0.757 -0.297 0.230 0.043 
26 -1.306 -0.248 1.551b 0.628 
27 -0.785 -0.317 0.505 0.285 
28 -0.419 -0.358 0.265 0.223 
29 -0.692 -0.407 0.238 0.181 
30 -0.792 -0.466 0.213 0.164 
31 -1.294 -0.279 1.532b 0.642 
32 -0.824 -0.455 0.062 0.221 
33 -1.096 -0.288 0.320 0.477 
34 -0.832 -0.430 0.736 0.231 
 a Mean average value for 02 pieces; b Outlier 

  
 
The ANOVA assumptions were verified and validated 

using analysis of normality assumption (Anderson-Darling), 
assumption of homogeneity of variances (plot of residuals 

versus fitted values) and independence assumption (plot of 
residuals in time sequence) processed by MiniTab 16® 
software, none showed abnormal values. The ANOVA results 
for deviations versus the factors studied are summarized in 
Table 3., or F-test table, with a confidence level of 95 % 
(α = 0.05), and the critical test value for the F distribution 
f0,05;1;17 = 4.45. 

 
 

Table 3.  ANOVA summary table, results for the deviation 
analysis vs. factors in main experiments. 

 
Factor Responses 

DEV 01 DEV 02 DEV 03 DEV 04 

F(0) p-
valor F(0) p-

valor F(0) p-
valor F(0) p-

valor 
A 10.2 0.005 89.7 0.000 77.72 0.000 0.42 0.542 
B 37.0 0.000 82.6 0.000 86.23 0.000 22.5 0.000 
C 0.30 0.592 4.6 0.046 8.93 0.008 1.44 0.246 
D 0.98 0.336 6.43 0.021 56.03 0.000 0.02 0.899 
E 0.08 0.776 4.50 0.049 1.36 0.259 0.34 0.567 
A*B 1.92 0.184 52.1 0.000 43.81 0.000 3.91 0.065 
A*C 4.86 0.042 2.73 0.117 6.24 0.023 0.27 0.612 
A*D 6.13 0.024 1.29 0.271 5.58 0.030 2.27 0.150 
A*E 1.87 0.189 2.63 0.123 2.04 0.171 0.29 0.596 
B*C 5.66 0.029 0.01 0.943 0.42 0.525 5.04 0.038 
B*D 0.05 0.833 6.98 0.017 30.14 0.000 0.12 0.739 
B*E 0.63 0.438 0.08 0.783 2.45 0.136 0.89 0.359 
C*D 0.03 0.867 1.81 0.196 1.54 0.232 0.14 0.709 
C*E 3.02 0.100 2.23 0.154 29.55 0.000 1.12 0.305 
D*E 4.89 0.041 0.37 0.550 0.25 0.817 1.38 0.257 
All: S = 0.0648608; R² = 70.26% and; 𝑅𝑅(𝑎𝑎𝑎𝑎𝑎𝑎)

2 = 42. 28%. 
P-Value by Anderson-Darling test: DEV 01 = 0.235, DEV 02 = 0.100,                
DEV 03 = 0.057 and DEV 04 = 0.123. 
 
From Table 3., it is concluded that the critical 

manufacturing parameters are B and A, and also for DEV 01. 
For DEV 02, the factor B stands out as significant; for DEV 
03, all factors are significant; and in DEV 04, in sequence, the 
most significant factors are B, A, and D.  Also, at least 01 
factor, or its interaction effect, is significant for one error type 
analyzed (except the factor E for Dev 4). 

It is graphically presented in Fig.4.: the interactions of the 
factors vs. the errors using ANOVA. The analysis of the 
graphs confirms that the critical process factors are A and B, 
and that correlation between them is predominantly inverse 
and not proportional. Also, for all deviations, there is 
evidence of interaction between all the factors, and we see 
that there is no direct relationship between the levels (-1 and 
+1) of the factors and lower value of deviations. 

Finally, it can be concluded, by this data analysis, that the 
modification of factor levels cannot be studied in isolation for 
each type of deviation because the optimal levels are different 
for each deviation, for example: for DEV 01 are the +1 levels 
of factors A, B and D combined with the -1 levels of factors 
C and E (+A, +B, -C, +D and -E); for DEV 02, the optimal 
selection would be + A, + B, - C, + D and + E; for DEV 03: 
+A, +B, +C, +D and + E;  and to minimize  DEV 04 are +A, 
-B, -C, -D, and 0 (center point level). 
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a) 

 
b) 

  

 
 

c) d) 
 

Fig.4.  Interactions plot of factors: a) Interactions for DEV 01; b) Interactions for DEV 02;  
c) Interactions for DEV 03;d) Interactions for DEV 04. 

 
3.  DEVELOPMENT OF MULTIPLE RESPONSE OPTIMIZATION 
MODELS BY MULTIPLE LINEAR REGRESSION 

First, with the data analysis developed, Multiple Linear 
Regression Models were developed for each type of response 
variable (error). So, for each one it was calculated: the 
constants 𝛽𝛽0, the regression coefficients 𝛽𝛽𝑎𝑎 , the cross-product 
terms of the input variables taken two to two 𝛽𝛽𝑎𝑎𝑥𝑥𝑘𝑘𝑥𝑥𝑘𝑘+1 , and 
the random error term ɛ. Table 4. presents the calculated 
coefficients for each type of error being MLR model 01 for 
DEV 01, MLR model 02 for DEV 02, and so on, respectively. 
To evaluate the adequacy of these models to the data, we 
calculated the Coefficient of Determination (R2), the Pearson 
Correlation Coefficient (r), the Mean Squared Error (MSE), 
and Mean Absolute Error (MAE), which are presented in the 
table.  It  is evident  by  the  R2  value that capabilities of the 
models to predict the data are higher that 94 %, the r values 
above 0.97 indicate a very strong correlation between the 
response variables of regression models and MSE and MAE, 
which prove that mean values of prediction errors are less 
than 6 %.  

The Multiple Response Optimization Models algorithms 
were developed and implemented using the MLR set as sub-
models. For this purpose, the script sub-codes were 
developed in numerical analysis and programming software 
(MATLAB®), which uses MLRs to develop part of the MRO 
algorithm. The regression models developed for each type of 

error were programmed and the coefficients and constants of 
the estimates were coded and converted into external data 
files. The correlation of outputs of multiple response models 
were tested and evaluated, being that the r values found were 
lower than 0.76. 

Also, to select the set of optimal values of factors by the 
MRO algorithms, a general objective function was developed. 
Equation (7) presents this Oj estimator value used to quantify 
a solution given a set of input factors. 

 
Oj= 1

8
∑ �(𝐷𝐷𝑖𝑖)x Weighti�

4
i=1                      (7) 

for 𝐷𝐷𝑖𝑖 = MLRi, j

admissible errori
 

 
where j represents the j-th coefficient of performance for a 
(01) solution vector and i the deviation type, where i = 1, 2, 
3, and 4 for the deviations DEV 01, DEV 02 DEV 03, and 
DEV 04. Consequently, they are pretested and restrict the 
desired ranges for all deviation of solution for: 0 ≤ MLRi 
< admissible errori. For each test the function Oj assigns 
numbers between 0 and 1, where Oj = 1 is a value completely 
undesirable and Oj = 0 is the optimal value and so, the 
function’s internal search minimizes D values for the target 
values of Di = 0. The values of the “admissible errors” for i = 
1, 2,…4 were defined as | 0.6 mm |, | 2.1 mm |, | 1 mm |, | 0.72º 
| and the i-th weights adopted are: 2, 2, 3 and 1, respectively. 
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Table 4.  Multiple linear regression models: Coefficients of the model parameters. 
 

Parameter Model Type 
MLR for DEV 01 MLR for DEV 01 MLR for DEV 01 MLR for DEV 01 

Coefficient value 
Constant -27. 949777290 9. 868354195 69. 065370830 27. 416482210 
A 0.147198177 -0.127872101 -0.710060972 -0.208447796 
B 0.309674115 -0.064336080 -0.713180139 -0.221828149 
C -0.166175729 -0.047886613 0.131432500 0.007012008 
D 4. 219830150 0.274325867 -0.459804784 -1.188922512 
E -0.992314896 -0.005321494 -0.739571944 -0.250265384 
A*B -0.002028656 0.000906562 0.006966083 0.002162254 
A*D -0.017926562 0.001316982 0.008850926 0.004532616 
A*E 0.007246438 0.001383035 0.002194667 -0.001543027 
A*C 0.001335354 0.000165253 -0.001043778 -0.000311275 
B*D -0.019336285 -0.005722334 -0.000390741 0.001178064 
B*E -0.000626063 -0.000311248 0.005097667 0.003586834 
B*C 0.000775354 0.000287991 0.000180222 -0.000340673 
D* E 0.002764931 -0.001937292 0.014426852 0.004500225 
D*C -0.009421644 0.001797519 -0.005333642 0.006576914 
E*C 0.004313208 -0.000717682 -0.000784556 -0.000218731 
Center point adjustment constant -0.049108594 0.003270649 -0.029714583 -0.007910518 
R²: MLR for DEV 01 = 94,29%; MLR for DEV 02 = 99,99%; MLR for DEV 03 = 99,97%; MLR for DEV 04  = 99,98% and; All models = 98.56%;  
r: MLR for DEV 02 = 0.971; MLR for DEV 02  = 1.000; MLR for DEV 03  = 1.000; MLR for DEV 04  = 1.000 and; All models = 1.000;             
MSE: MLR for DEV 01  = 0,1950; MLR for DEV 02  = 0,0; MLR for DEV 03  = 0,0002; MLR for DEV 04  = 0,0; all models = 0,0488; 
MAE: MLR for DEV 01  = 0,0484; MLR for DEV 02 = 0,0016; MLR for DEV 03  = 0,0149; MLR for DEV 04 = 0,0040; all models = 0,0172. 

 
 
Based on this pre-development, the first code of the 

algorithm, the MRO model 01, was written to find the n-th 
best solutions inside of the full factorial design. The 
algorithm is processed according to this logic: first it 
discretizes the input values (factors) in the j-th possible 
solution and then it uses the data matrix and the sub-code 
developed with the MLR model to calculate the deviations of 
a j-th prediction. Then, by means of (7) the values of the 
general objective functions are calculated and, finally, 
compared, ranked and written in descending order are the n-
th possible solutions with the respective input values. Thus, it 
searches for the minimum value of the general solution vector 
(minimizes Oj). This procedure was developed and 
implemented using MATLAB® software. 

Table 5. presents the 05 best results. From the table it is 
evident that only one (01) set of factors/parameters is 
presented as the best solution to minimize deviations, having 
a value of Oj equal to 0.18, and factors A = 90 s, B = 100 %, 
C = 100 bar, D = 7.2 s and E = 15 mbar. 

 
Table 5.  Summary of the 05 best minimum of Oj value for the 

1st variation of the optimization algorithm. 
 

Oj value 
  

Factor  
A (s) B (%) C (bar) D (s) E (mbar) 

0.18 90 100 100 7. 2 15.0 
0.25 90 100 100 7. 2 12. 5 
0.27 90 100 93 7. 2 15.0 
0.27 81 100 85 9.0 10.0 
0.28 90 100 100 8. 1 15.0 

 

A second attempt was made to find optimal solutions. For 
this the solution space of the input variables was expanded to 
values beyond those used in the main experimental 
procedure, and also, smaller limits were defined for the 
discretization. For this new search the MRO model 02 
Algorithm was programmed. Table 6. presents the 05 best 
results.  

As shown in Table 6., the MRO model 02 algorithm can 
predict other n-th configurations of input variables, which 
minimize the Oj estimator. We see that several configurations 
have the same value of Oj and very close values, which were 
already predicted when dealing with a problem with multiple 
solution spaces. However, analyzing Fig.4., we see that in 
general, for the set of deviations, factor “A” has better results 
in levels ≥ 85, factor “B” in levels ≥ 95, since factor “C” 
improves next at levels ≤ 92.5, factor “D” at mean levels 
≥ 8.1, and factor “E” close to level ≥ 12.5. From this follows 
that the first solution from Table 6. is the most appropriate 
solution to the problem. 

 
Table 6.  Summary of the 05 best minimum of Oj value for the 2nd 

variation of the optimization algorithm. 
 

Oj value 
  

Factor  
A (s) B (%) C (bar) D (s) E (mbar) 

0.05 94. 5 97. 5 92. 5 6. 3 15 
0.06 94. 5 95 96. 25 6. 3 15 
0.06 94. 5 95 100 7. 2 15 
0.08 81 105 92. 5 7. 2 7. 5 
0.08 78. 75 105 92. 5 7. 2 7. 5 
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3.1.  Validation tests 
New experimental tests were performed to validate the 

MRO algorithms and to test their efficiencies in predicting 
the multiple errors in two different search conditions 
developed. For the development of these validation tests, two 
test sequences were performed, using five samples of each 
type, according to the selection of factors (parameters) 
developed, respectively. Also, the same experimental 
conditions, infrastructure and material were preserved. 
Afterwards, the samples were inspected, adopting the same 
procedures already described and the errors previously 
calculated. Table 7. and Table 8. show the errors measured in 
the pieces for each test model. 

 
Table 7.  Deviations: samples of 1st MRO model. 

 
Sample Results 

DEV 1 
 (mm) 

DEV 2 
 (mm) 

DEV 3 
 (º) 

DEV 4  
(mm) 

1st -0.269 0.240 0.201 -0.521 
2nd -0.367 0.215 0.308 -0.536 
3nd -0.113 0.108 0.259 -0.423 
4nd -0.084 0.246 0.114 -0.460 
5nd -0.272 0.142 0.169 -0.520 

 
Table 8.  Deviations: samples of 2nd MRO model. 

 
Sample Results 

DEV 1 
 (mm) 

DEV 2 
 (mm) 

DEV 3 
 (º) 

DEV 4  
(mm) 

1st -0.138 0.260 0.154 -0.308 
2nd -0.084 0.217 0.221 -0.287 
3nd -0.092 0.194 0.115 -0.406 
4nd -0.122 0.164 0.129 -0.342 
5nd -0.302 0.107 0.106 -0.339 

 
As evidenced by the values of the tables, the tests produced 

parts within the tolerance limits defined in this study; even 
the lower and upper limits of the deviations were at 
acceptable levels. The values of the errors are shown in Fig.5. 
For comparative purposes, the data of the best performing test 
pair (01 and 11) are shown with A = 90 s, B = 100 %, 
C = 90 Bar, D = 7,2 s and D = 10 mBar. 

As shown in Fig.5., even at different levels, all the 
deviations follow the same trend, independently of the 
optimal configurations of the models. Also, we see that, on 
average, the results of the MRO model 02 samples present 
errors in smaller values when compared with the parts 
produced with the parameters of the MRO model 01, and in 
general, a significant improvement when compared with the 
best samples of the experimental test. 

To compare the efficiency of the predictions, Table 9. and 
Table 10. present the results of the expected value (or mean) 
of the deviations for samples in the validation tests, at the 
95 % confidence interval (IC) on the mean (α = 0.05). The 
predictions of the models and also the results of the best 
samples in the main experimental tests, samples 01 and 11, 
are shown (Table 2.). 

 
 

Fig.5.  Comparison of mean value of the errors in the samples. 
 
Table 9.  General comparative of results for the 1st MRO model. 

 
Error 
type 

Samples of validation MRO 
model 01 

Samples 
nº01 and 

nº 11 
Mean 95% CI predicted Mean 

DEV 01 -0.221 -0.117 -0.325 -0.075 -0.293 
DEV 02 0.190 0.136 0.244 0.273 0.323 
DEV 03 0.210 0.144 0.276 0.084 0.188 
DEV 04 -0.492 -0.449 -0.534 -0.297 -0.310 

 

Oj 0.26 0.18 0.34 0.18 0.31 
 

Table 10.  General comparative of results for the 2nd MRO model. 
 

Error 
type 

Samples of validation MRO 
model 01 

Samples 
nº01 and 

nº 11 
Mean 95% CI predicted Mean 

DEV 01 -0.148 -0.070 -0.226 -0.006 -0.293 
DEV 02 0.188 0.138 0.238 0.029 0.323 
DEV 03 0.145 0.104 0.185 0.055 0.188 
DEV 04 -0.336 -0.297 -0.376 -0.230 -0.310 

 

Oj 0.20 0.13 0.26 0.05 0.31 
 
Finally, based on these results, we conclude that the 

validation tests produced samples within the tolerance limits 
defined in this study with a significant improvement in 
product quality. 
 
4.  DISCUSSION AND CONCLUSIONS 

The proposed procedure can be considered a new method to 
mutually model the manufacturing parameters and to predict 
and minimize dimensional and geometric errors in products 
during the vacuum thermoforming process, using a small 
number of tests in a laboratory. 

As already presented by other authors [7], [8], [11], [30], 
[26], the simultaneous analysis of parameters and errors of 
products does not allow us to select a single set of optimal 
values. This is because different levels of one factor could be 
optimal levels for different response variables (e.g., factor E). 
Consequently, it is necessary to use a multi-objective 
optimization technique to find the set of optimal levels for the 
problem. 
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The analysis of the interaction between product errors and 
parameters of manufacture presented us new information, 
such as: 
• The parameters of heating influence all types of 

geometrical and dimensional errors in a more significant 
way, considering all their different levels. 

• In addition to mold characteristics [15], [36] the 
parameters of mold can influence geometric errors; 

• The interaction of two factors can influence the deviations 
of the product by reducing the value of dimensional 
errors, but a significant increase of geometric errors can 
occur; 

• The manufacturing parameters interact simultaneously 
with the errors in a non-linear and non-proportional 
model; 
In the analysis of the deviation value as a function of the 
variation of factor levels, we can conclude that: 

• The factors “Heating Time” and “Heating Power” at high 
levels result in smaller dimensional deviations of height 
and lateral angles; 

• In relation to the reduction of deviations the parameters 
“Vacuum Time” and “Vacuum Pressure” for some 
deviations have direct correlation and to others, inversely, 
“Vacuum Time” and “Mold Pressure” have direct 
correlation in all deviations; 

• The parameter “heating time” in value equal to or greater 
than 90 seconds, produces smaller deviation values. 

• In general, among the analyzed factors, the “Mold 
Pressure” has the lowest ratio rate in its levels and, for the 
“DEV 02”, the factors have an inverse correlation 
behavior in relation to the other deviations. 

As for the MLR models, it can be concluded from the R2 
values that they are valid to represent the sample data and that 
this technique is valid to model errors in this process. 

From Table 9. and Table 10., we conclude that within the 
confidence interval, the implemented models have indeed 
been able to find new improved solutions and have a 
significant gain in the overall reduction of errors of validation 
test and of value of objective function. 

The MRO models have been able to find a set of n-th 
possible solutions that altogether minimize errors and these 
solutions are in values outside the limits of test of the main 
experiment. 

In addition, by the analysis of Fig.5. and Table 9. and 
Table 10., we conclude that the minimization solution found 
by the optimization of model 02 is the best configuration of 
factor levels for the problem. 

However, as shown in Table 10., there were failures in the 
predicted values in the new range of values [7], and from this 
we conclude that the solutions of optimization models for the 
errors are neither linear nor curved in the surface model. 
Thus, when using a linear model (MLR) with center point to 
model an (01) error, we obtain a representative model in 
relation to slope and direction [27], but this model is not able 
to represent all the local minima and the global minimum of 
a solution surface in this problem. 
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In the paper the set of representative parameters for a comprehensive assessment of the surface texture status after slide burnishing has 
been proposed. The analysis of correlations between the parameters of the surface texture, obtained by slide diamond burnishing of 317Ti 
steel has been performed. Correlations have been determined and several groups of surface texture parameters with strong mutual 
correlations (also parameters uncorrelated with the other) have been selected. For both groups of parameters - representative and 
uncorrelated - experimental mathematical relations defining influences of the input parameters of slide diamond burnishing on the surface 
texture parameters have been developed. Also, interaction effects for individual parameters of this finishing process have been disclosed. It 
has been found that by appropriate selection of input conditions of the slide diamond burnishing process, it is possible to obtain a wide 
range of states of the surface texture. 
 
Keywords: Surface texture, finishing, slide diamond burnishing, 317Ti. 
 
 
 
 
1.  INTRODUCTION 

Surface texture of the machine parts is the result of their 
finishing treatment. Often, the appropriate shaping of 
surface texture can radically change properties of the 
product, such as abrasion resistance, corrosion resistance, as 
well as their strength during changing operational loads. 
Therefore, various finishing techniques (inter alia slide 
diamond burnishing) are more and more developed and 
increasingly used. They are enabling to obtain optimal 
surface texture for the working conditions of given parts of 
machines. In such cases, the assessment of surface texture 
by conventional amplitude parameters is far from enough 
[1]-[3]. It’s commonly found that the surfaces, having same 
values of the amplitude parameters, can have very different 
values of other surface texture parameters and thus different 
functional properties. Therefore, already in 1990, the surface 
texture has been evaluated on the basis of eight parameters 
[4]. According to later proposals, which are included on the 
so-called Birmingham List [5], [6], it is necessary to take 
measurements of 14 parameters of the surface texture, to 
estimate its properties. A slightly different opinion have the 
authors of paper [1], who believe, that a representative set of 
surface texture parameters should be different and should 
depend on the type of work of the particular surface. 

According to the current ISO 25178-2 standard for the 
complete characterization of the surface texture, dozens of 
parameters should be measured. However, in industrial 
practice such a comprehensive characterization is never 

needed and a full assessment is never carried out. In the case 
of general-purpose, not very responsible machine parts, 
requirements are often set by determining the maximum 
permissible values of Ra/Sa or other amplitude parameters 
[7]. In paper [8], measurements of the polymers wear were 
based on the Ra parameter. Meanwhile in [9], tests of the 
correlations between bearing vibrations and various surface 
parameters were made. It was stated that vibration level had 
had the highest correlation coefficient with Sa/Ra 
parameters. However, in [10] it was found, that single Ra 
parameter is insufficient to describe the surface texture 
functionality. The optimization of hard turning process 
based on different stereometric parameters was made. Also 
in [7] there was surface state valuation based on different 
amplitude parameters, and in [11] roughness of the polished 
specimens was modelled with the use of Ra and Ry 
(maximum height of the profile) parameters. 

In case of parts working in the friction conditions, 
numerous other parameters are also important. In work [12], 
there are 11 highlighted parameters that need to be 
considered during testing the correlation between surface 
texture and sliding friction. In [13], five amplitude 
parameters (Ra, Rq, Rz, Rku, and Rsk) and five material 
ratio parameters (Rk, Rpk, Rvk, MR1, and MR2) were used 
to determine the best indicator of run-in. However, it 
follows from the study presented in [14] that one can fairly 
precisely describe a piston skirt surface topography using 
the following parameters: Sq, Ssk, Str, and Sdq. For the 
detailed description of topography, the authors of work [14] 
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also recommend parameters St±3σ, Sku, Sds, Ssc, and 
P∆ax/P∆ay. Meanwhile in [15], tribological properties were 
evaluated in connection with six 3D parameters such as: Sa, 
Sq, St, Abbot-Firestone Curve, Texture Directivity, and 3D 
view of surface. In similar researches presented in [16], 
besides the Abbot-Firestone Curve and functional 
parameters, that came out of it, parameters Sq, Ssc, Sds, Spd 
were also considered. Correlations between tribological 
properties and the state of surface, based on the 3D view of 
surface, and surface profile, but also Sz, Sq, Ssk, Sku, Str, 
Sal, Spd parameters, were described in [17]. In [18] the Ssk 
parameter was strongly correlated with the pressure, 
thickness of the lubrication layer in elastohydrodynamically 
lubricated sliding joints. The effect of surface geometry on 
the hydrodynamic bearing parameters was also shown in 
[19]. In [20] it was proven, that with usage of Ssk and Sku 
parameters it is possible to predict the contact region’s 
tribological behavior. It was stated that higher Sku and 
negative Ssk value will end in lower friction and it was 
confirmed that both of Ssk and Sku parameters can be used 
to design the textured surface. Meanwhile in [21] the Rq, Rz, 
tp (bearing coefficient), Rsk parameters were used to 
describe the fabric’s wear level. The spatial and hybrid 
stereometric parameters were used in [22] to estimate the 
surface topography in sliding friction conditions. In [23] 
after the tests of the surface roughness and texture 
parameters during lubricated sliding friction, there were few 
different specimens used. They were made with the isotropic 
and anisotropic surface roughness and with different 
textures. Thanks to these various specimens, the influence of 
the isotropic/anisotropic surface structure and Ssk and Sku 
parameters on the friction was proven. Also in [24] it was 
shown, that the tribological wear was correlated not only 
with Ra but also Ssk and Sku parameters. 

The mentioned researches have varied approach to the 
problem. It also can be seen in the researches of the dynamic 
loaded surfaces. For example in [12], parameters Sa, Sq, Std, 
and Svi were considered as the most important. In [25], 
during fatigue tests, only Sq, Sk parameters were verified 
and in [26] only Sa/Ra and Sz/Rz parameters and 3D view of 
surface were considered. 

It is known and has been frequently found during 
experiments, that there are correlations between different 
surface texture parameters (including those not necessarily 
resulting from physical dependencies). For example, in [27], 
correlations between 21 surface texture parameters defined 
in the ISO 25178-2 standard have been found and during the 
examination of the 17 surfaces obtained as a result of 
different machining methods there was found the existence 
of many strong correlations between surface texture 
parameters. The existence of this kind of correlations has 
also been shown in [28], after examining the surfaces of the 
cylinder liners. And in [29] the correlations between 
different surface texture parameters have been described and 
a way of identifying parameters that are significantly 
changing during the manufacturing process has been 
proposed. The fact that some surface texture parameters are 
unnecessary because of redundancy has also been shown in 
[30]. 

Analysis of these dependencies enables determination of 
necessary requirements for the drawings of the state of 
machined surfaces, but also allows us to reduce the number 
of surface texture parameters that should be controlled 
during the production process. This kind of analysis for the 
slide diamond burnishing process of the cylindrical-shaped 
parts made of austenitic stainless steel has been carried out 
in this work. The work also includes the calculations of 
mathematical relations, defining the influence of the basic 
parameters of slide diamond burnishing on the surface 
texture properties. 
 
2.  RESEARCH METHODOLOGY & MEASURING TECHNIQUES 

The samples made of austenitic stainless steel 317Ti after 
drawing process have been used for the model studies. The 
samples were prepared (by cold drawing) in the shape of 
shafts, with a diameter of 12 mm, a length of 100 mm and a 
surface roughness Sa = 1.05 µm. Presented in Fig.1., slide 
burnishing process (this technology was described in detail 
in [31]) was performed on the universal lathe using a special 
chuck ensuring elastic and adjustable burnishing force. One-
piece spherical burnishers made of PCD (synthetic 
polycrystalline diamond also known as carbonado) have 
been used. During the burnishing process a lubricating 
mixture of oil and kerosene with the proportion of 20:80 has 
been used. Studies of influence of selected slide burnishing 
parameters on the surface roughness were carried out 
according to the Hartley plan PS/DS-P:Ha3 [32] (Table 1.). 
Calculation methodology was described in detail in [33].  

 

 
 
Fig.1.  Slide diamond burnishing: 1 - object burnished, 
2 - burnishing tool, 3 - tool holder, 4 - pressure control spring, 
n - rotational speed, f - feed, F - burnishing force. 

 
Experiment required implementation of the N = 11 tests, 

with input parameters on three levels of variation. Values of 
input parameters have been selected according to the 
previously acquired experience, technical capabilities of the 
test bench and the preliminary studies. The experiment was 
carried out with three repetitions. Regression analysis of the 
results was performed with the significance level of 0.05. 
This allowed us to obtain mathematical relationships 
(regression equation), which describe the influence of the 
input parameters of the slide diamond burnishing process on 
the achieved results. The input parameters were: radius of 
the tool tip, load force, and tool feed. Output parameters 
were parameters of the surface texture obtained during the 
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process. The values of input parameters used during the 
individual tests are given in Table 2. 

 
Table 1.  Matrix of the Hartley's plan PS/DS – P:Ha3. 

 
Processing 

variant x1 x2 x3 x12 x22 x32 x1 x2 x1 x3 x2 x3 

1 + + + + + + + + + 
2 + - - + + + - - + 
3 - + - + + + - + - 
4 - - + + + + + - - 
5 + 0 0 + 0 0 0 0 0 
6 - 0 0 + 0 0 0 0 0 
7 0 + 0 0 + 0 0 0 0 
8 0 - 0 0 + 0 0 0 0 
9 0 0 + 0 0 + 0 0 0 
10 0 0 - 0 0 + 0 0 0 
11 0 0 0 0 0 0 0 0 0 

Table 2.  Values of the input parameters for the experiments. 
 

Input 
parameters 

Tool tip radius 
r [mm] 

Load force 
F [N] 

Tool feed 
f  [mm/rev] 

Zero level  (0) 3 100 0.07 
Upper level    (+) 4 150 0.11 
Lower level    (-) 2 50 0.03 
 
Measurements of surface texture parameters were carried 

out on the Talyscan 150 profilometer with the software for 
surface analysis TalyMap Expert 2.0.15. The measurements 
were performed with the contact method, using inductive 
contact sensor equipped with the measuring needle with tip 
radius 5 microns. The set of 28 parameters given in ISO-
25178-2 and ISO-4287 standards was measured. With the 
use of results of these measurements (listed in Table 3.) 
Pearson’s linear correlation coefficients between all studied 
parameters were calculated. The results of these calculations 
are given in the Table 4. 

Table 3.  Results of the surface texture measurements of tested samples. 
 

Measured 
parameter 

Processing variants 
1 2 3 4 5 6 7 8 9 10 11 

 1 Sa 0.153 0.209 0.349 0.341 0.206 0.234 0.145 0.2 0.216 0.12 0.156 
 2 Sq 0.262 0.435 0.496 0.616 0.438 0.313 0.211 0.416 0.291 0.189 0.256 
 3 Sp 3.16 2.22 4.47 2.04 2.42 2.84 2.59 3.83 1.35 1.23 2.13 
 4 Sv 6.19 8.61 5.82 16.2 8.54 4.53 4.79 11.1 6.95 7.44 8.52 
 5 St 9.39 10.8 10.3 18.3 11 7.37 7.38 14.9 8.31 8.67 10.7 
 6 Ssk -6.04 -6.8 -0.954 -7.31 -7.79 -0.748 -2.99 -9.91 -2.43 -7.17 -8.82 
 7 Sku 83.3 77 9.27 115 99.5 6.84 41.5 179 36 158 197 
 8 Sz 7.22 8.92 8.75 12.1 9.63 5.16 5.02 11.3 5.02 4.58 7.54 
 9 STp 57.2 61.1 56.6 56.4 57.8 53.7 52.3 55.1 50.5 53.2 52.8 
10 Smmr 0.00619 0.00861 0.00582 0.0162 0.00854 0.00453 0.00479 0.0111 0.00695 0.00744 0.00852 
11 Smvr 0.00316 0.00222 0.00447 0.00204 0.00242 0.00284 0.00259 0.00383 0.00135 0.00123 0.00213 
12 SPc 213 190 315 88.5 208 299 220 235 77.1 288 144 
13 Sds 1823 1852 1486 1595 1887 1835 1791 2315 1168 2225 1482 
14 Str 0.447 0.549 0.0872 0.563 0.858 0.264 0.218 0.634 0.0558 0.545 0.213 
15 Sal 0.0437 0.0421 0.0285 0.0706 0.0892 0.0475 0.0316 0.076 0.0312 0.115 0.035 
16 Std 22 45 2 63.5 26.5 1.5 88 45 88.5 45 63.5 
17 Sfd 2.13 2.06 2.38 2.1 2.03 2.38 2.27 2.08 2.23 2.12 2.14 
18 Sdq 0.0355 0.0484 0.104 0.0495 0.0399 0.0624 0.0306 0.037 0.0291 0.0213 0.0284 
19 Ssc 0.00562 0.00557 0.0148 0.00698 0.00542 0.00976 0.00599 0.00515 0.00582 0.00444 0.00545 
20 Sdr 0.0623 0.115 0.536 0.121 0.078 0.193 0.0466 0.0669 0.0421 0.0226 0.04 
21 Sbi 0.0913 0.238 0.131 0.442 0.221 0.131 0.0919 0.122 0.315 0.193 0.141 
22 Sci 0.96 0.739 1.22 0.929 0.864 1.32 1.28 0.917 1.39 1.2 1.12 
23 Svi 0.149 0.165 0.167 0.141 0.146 0.152 0.137 0.122 0.113 0.121 0.119 
24 Sk 0.421 0.455 0.865 0.914 0.46 0.7 0.443 0.512 0.706 0.347 0.479 
25 Spk 0.164 0.237 0.496 0.447 0.305 0.273 0.179 0.398 0.208 0.159 0.173 
26 Svk 0.465 0.903 0.834 0.995 0.808 0.458 0.322 0.672 0.381 0.239 0.337 
27 Sr1 8.79 11.7 11.4 9.17 13.2 9.03 9.28 10.3 9.55 10.2 8.99 
28 Sr2 87.9 86.6 83.8 87.3 87.2 87.6 89.9 89.4 93 88.4 90.2 
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3.  DISCUSSION OF TEST RESULTS 
If we consider correlation coefficients with absolute value 

greater than 0.7 as significant (highlighted in the Table 4.), it 
can be concluded, that there are many dependences between 
the surface texture parameters after the slide burnishing 
process. Most parameters are correlated with one of the 
following: Sa, Sv, Str, Ssk, Svk, Std, Svi or Sp. These 
parameters were found to be representative for the most of 
the others, as it was shown in Table 5. It also revealed 
parameters, which have been very poorly correlated with the 
others: Sds and Sr1. 

 

 
For some above mentioned representative parameters, but 

also for parameters with poor correlation coefficient, the 
calculation procedure was performed according to the 
methodology given in [32], [33]. This allowed us to obtain 
the regression equation, which defines the influence of the 
input parameters of the slide burnishing process on the 
obtained surface texture parameters. Regression equation 
coefficients were calculated and then their relevance and 
repeatability of experimental results were assessed. 
Adequacy of the obtained regression equation has been rated 
at the end. This calculation cycle has been performed 
repeatedly, each time for the different parameters from the 
above listed surface texture parameters. The result is a few 
mathematical models in the form of polynomials of the 
second degree. These models not only allow us to determine 
the direct influence of input parameters of the slide diamond 
burnishing process, but also allow us to observe the effects 
of interactions (synergy) of these parameters. Following 
mathematical relations have been obtained: 

 influence of the slide diamond burnishing parameters 
on the arithmetical mean height: 

  

Pf
rfPrSa

029.0
054.0887.2002.0371.0624.0 2

−
+++−=

   (1) 

 
 influence of the slide diamond burnishing parameters 

on the root-mean-square height: 
 

2123.00017.0739.0651.1 rPrSq +−−=  (2) 

 
 influence of the slide diamond burnishing parameters 

on the total height: 
 

rfP
fPrSt

542.440009.0
625.133228.0118.3546.13

2 −+

+−+=  (3) 

 
 influence of the slide diamond burnishing parameters 

on the texture direction of the surface: 
 PrPrStd 0061.0007.15219.1377.101234.66 2 +−−+−=  

      (4) 
 
 influence of the slide diamond burnishing parameters 

on the texture aspect ratio: 

PStr 002.0587.0 −=  (5) 

 influence of the slide diamond burnishing parameters 
on the root mean square gradient of the surface:  
 

PfrfrPf
rfPrSdq

0017.0065.00001.0503.2
019.0662.00004.0103.0150.0

2

2

−−−−

+++−=
(6) 

 
 influence of the diamond burnishing parameters on the 

arithmetic mean summit curvature of the surface: 
 

 
PfrfrPf

rfPrSsc
0006.001075.000001.0326.0

002.0071.00001.012.0019.0
2

2

−−−−

+++−=
 

(7) 
 
 influence of the slide diamond burnishing parameters 

on the kurtosis of the surface: 
 

rPr
fPrSku

349.0767.44
347.260444.1738.233290.129

2 +−

−−+−=
   (8) 

 
 influence of the slide diamond burnishing parameters 

on the skewness of the surface: 

 
PfrfrP

rfPrSsk
207.1979.44034.0

702.1267.14224.0553.12196.4 2

−+−
+−+−=

 

             (9) 
  

Experiments have shown that the slide diamond 
burnishing process is an effective method of treatment of the 
parts made of 317Ti stainless steel. It allows us to obtain not 

Table 5.  Correlation coefficient values of surface texture 
parameters. 

 
Representative 
parameter 

Correlated 
parameters 

Correlation 
coefficient value 

Sa 

Sdq 0.80 
Ssc 0.73 
Sdr 0.74 
Sk 0.93 

Spk 0.89 

Sv 

St 0.96 
Sz 0.91 

Smmr 1 
Sbi 0.72 

Str Sal 0.77 
Sci -0.79 

Ssk Sku -0.92 
Sfd 0.91 

Svk Sq 0.96 
STp 0.77 

Std SPc -0.72 
Svi Sr2 -0.86 
Sp Smvr 1 
Sds - - 
Sr1 - - 
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only a very smooth surface, but also other advantageous 
features of surface texture without any difficulties. For all 
obtained dependencies with assumed experimental 
implementation conditions, all received equations except 
one, are non-linear. The only linear equation is a model 
describing the relationship between the input parameters of 
slide diamond burnishing process and surface texture Str 
parameter. The calculated regression equations are useful 
for further analysis (e.g., optimization) and allow for 
selection of input parameters to obtain a surface texture with 
desired characteristics during the slide diamond burnishing. 

 
4.  CONCLUSIONS 
1.  Slide diamond burnishing process is a relatively easy 

method to obtain a good surface smoothness of parts 
made of 317Ti stainless steel. 

2.  For the comprehensive assessment of the state of the 
surface texture after the slide roller burnishing process it 
is enough to measure 10 representative parameters. The 
other parameters are relatively well correlated with them. 

3.  The influence of the slide diamond burnishing process 
input parameters on the surface texture parameters was 
described by the obtained regression equations. It allowed 
the disclosure of the synergies of individual parameters of 
the slide diamond burnishing process. 
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