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Sleep can be characterised as a dynamic process that has a finite set of sleep stages during the night. The standard Rechtschaffen and Kales
sleep model produces discrete representation of sleep and does not take into account its dynamic structure. In contrast, the continuous sleep
representation provided by the probabilistic sleep model accounts for the dynamics of the sleep process. However, analysis of the sleep
probabilistic curves is problematic when time misalignment is present. In this study, we highlight the necessity of curve synchronisation
before further analysis. Original and in time aligned sleep probabilistic curves were transformed into a finite dimensional vector space, and
their ability to predict subjects’ age or daily measures is evaluated. We conclude that curve alignment significantly improves the prediction
of the daily measures, especially in the case of the S2-related sleep states or slow wave sleep.
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1. INTRODUCTION

Sleep is a continuous process that can be described by a fi-
nite number of sleep stages. The Rechtschaffen and Kales
sleep model (R&K) [1] distinguishes five basic sleep stages.
These include the Wake stage, or stage of full wakefulness;
stages S1 (light sleep), S2, S3, and S4, also called nonREM
stages; and finally, the REM (rapid eye movement) stage, dur-
ing which quick eye movements behind closed eyelids are
typical. Stages S3 and S4 represent slow wave sleep SWS
(or deep sleep), and in this study are considered together. The
R&K model is mainly based on the analysis of EEG signals,
which are divided into non-overlapping 30-second segments;
each time segment is assigned to one of the above-mentioned
sleep stages. This results in a discrete sleep representation
known as a sleep hypnogram, where changes between a small
number of sleep stages are not smooth.

The probabilistic sleep model (PSM) [2] is an alternative
method of sleep process modelling. The model is EEG-
based, but in contrast to the R&K model, only 3-second time
segments are considered, and PSM distinguishes 20 sleep
states called sleep microstates. Instead of strict assignment
of a time segment to one of the 20 sleep states, a probability
value is computed for each sleep microstate separately.
Considering the probability values as a function of time, a
sleep probabilistic curve is obtained (Fig. 1).
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Fig. 1. An example of sleep probabilistic curves for 20 sleep mi-
crostates. The blue curves represent a whole night profile of a 42-
year-old healthy man.
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Fig.2. An example of the sleep probabilistic curves for sleep stages
Wake, S1, S2, SWS, REM. The blue curves represent a whole night
profile of a 42-year-old healthy man. Corresponding Rechtschaffen
and Kales scores [1] are depicted in red.

Physiological interpretation of sleep microstates is not
straightforward. Therefore, PSM also estimates the probabil-
ity (weights) of similarities between microstates and the stan-
dard sleep stages Wake, S1, S2, SWS or REM. For example,
using the current analysis, sleep microstate 1 is similar to the
S2 stage, with the probability of 84.7%, and to the REM stage
with the probability of 10.9%. Thus, the sum of probabilities
to the other R&K sleep stages is 4.4%.

In addition to the interpretation of sleep microstates, esti-
mated probabilities may be used as weights in a linear com-
bination of the sleep microstates in order to reconstruct pro-
babilistic curves for the standard R&K sleep stages (Fig. 2).
In the analysis of the sleep probabilistic curves, we aimed to
find typical overnight sleep profiles which significantly corre-
lated with age or daily life performance. However, when the
curves are misaligned in time (Fig. 3), the relationship with
daily life measures is difficult to detect. Two curves X and Y
observed on the approximately same time interval T = [a,b]
are misaligned if they are of similar shape, but important fea-
tures like local maxima or minima are shifted in time.

To align a pair of curves X ,Y means to find a strictly in-
creasing time transformation h : T → T which minimises cho-
sen similarity criterion C between the curves under the as-
sumption of the common start and end point

h(a) = a and h(b) = b.

The area under the squared difference of two curves

C(X ,Y ◦h) =
�

T
(X(t)−Y ◦h(t))2 dt (1)

is an example of a similarity criterion which is used with
small modifications in the majority of the curve alignment
methods.
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Fig.3. An example of two smoothed sleep probabilistic curves with
similar overnight profiles misaligned in time (left), and the aligned
version (right).

Two of the many methods developed for curve alignment
are self-modelling time warping [3] and pairwise curve syn-
chronisation [4]. The first method aligns a set of curves to one
common target curve, while the second approach aligns each
pair of curves separately. The curve alignment by moments
[5] defines a set of moments in a curve and aligns two curves
in such a way that the difference between their moments is
as small as possible. Following our previous practical expe-
rience with the presented sleep dataset, we prefer the elastic
time warping method as described in [6]. The general idea of
elastic warping was first mentioned in [7] or [8]. This method
aligns transformations of each curve called the square-root
slope function by using the criterion (1), rather than curves
themselves. For more detail, see [6].

There may exist sleep features in which exact timing influ-
ences sleep quality and daily behaviour. Therefore, we aimed
to detect sleep microstates or standard sleep stages where
the time alignment of the sleep probabilistic curves signifi-
cantly improves correlations between the sleep structure and
daily measures, and conversely, where the curve alignment is
counter-productive.

2. SUBJECT AND METHODS

In this study, the polysomnographic (PSG) recordings of 146
healthy subjects spending two consecutive nights in the sleep
laboratory were used. These recordings represent a subset of
PSG data collected in the European sleep project SIESTA [9].

After awakening, the subjects participated in a battery of
neuropsychological tests. They were also asked to subjec-
tively score their sleep quality or level of drive and drowsiness
[10]. In addition, in the morning and evening, their pulse rate
and blood pressure were recorded. The whole set of daily
measures collected is listed in Table 1.

In addition to the original daily measures, we considered
three artificial factors – factor of subjectively scored sleep
quality (FA1), physiological factor (FA2), and neuropsycho-
logical factor (FA3). These factors were obtained by apply-
ing the factor analysis method to the set of all available daily
measures [10].
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Table 1. The list of daily measures and their abbreviations used in
the article. For more details about the cognitive tests or question-
naires see [10].

Abbreviation Measure
s_qua subjectively scored sleep quality
a_qua subjectively scored awakening quality
s_com subjectively scored somatic complaints
wb_m, wb_e well-being morning/evening
drive level of drive in the morning
drows level of drowsiness in the morning
aff level of affectivity in the morning
mood level of mood in the morning
pul_m, pul_e pulse rate in the morning/evening
dia_m, dia_e diastolic blood pressure in the morn-

ing/evening
sys_m, sys_e systolic blood pressure in the morn-

ing/evening
num_m numerical memory test
ad_ts alphabetical cross-out test, total score
ad_sv alphabetical cross-out test, attention varia-

bility
errp alphabetical cross-out test, percentage of

errors
fma_r, fma_l fine motor activity test (right and left

hand)

First, PSM was applied to the PSG data, and sleep prob-
abilistic curves of 20 sleep microstates were extracted. Be-
cause of a high time variation between the beginning of sleep
(lights off) and falling asleep, the beginning of all probabilis-
tic sleep curves was set to the sleep latency, which is defined
as three consecutive 30-second periods of the S1 stage, or the
first period of the S2 stage, whichever comes first.

In the second step the probabilistic curves for the standard
sleep stages Wake, S1, S2, SWS or REM were reconstructed by
using the sleep probabilistic curves of 20 sleep microstates,
and similarity weights estimated by the PSM.

The sleep probabilistic curves were smoothed by applying
the functional principal component analysis (FPCA) method
with smoothing covariance surface [11]. The smoothing step
and the procedure described below were performed for each
sleep microstate or standard sleep stage separately.

The FPCA method is also able to predict the sleep proba-
bilistic curves profile at the end of the night according to the
behaviour of the whole database. Therefore, we can define
curves of all subjects over the same time interval.

A by-product of the FPCA method is the transformation of
a functional half-space of all non-negative curves into a fi-
nite dimensional vector space of principal component scores.
Each smoothed sleep probabilistic curve Xi, i = 1, . . . ,N
where N = 2× 146 = 292 can be expressed as a sum of an
overall mean curve µ and a linear combination of K func-
tional principal components φ1, . . . ,φK

Xi(t) = µ(t)+
K

∑
j=1

ai jφ j(t). (2)

Functions φ j : T →R, j = 1, . . . ,K are normalised and mutu-

ally orthogonal

�
T

φi(t)φ j(t)dt =

{
0, i 6= j,
1, i = j.

The vector of principal component scores

ai = (ai1, . . . ,aiK)
T , i = 1, . . . ,N

was used for further analysis, as the representative of the
curve Xi.

To relate principal component scores of the sleep proba-
bilistic curves with daily measures, a linear regression model
was applied. For a chosen sleep state, the dataset was divided
into a training and a testing part. A daily measure m was mod-
elled as a linear combination of principal component scores
belonging to the training dataset Dtrain

mi = β0 +
K

∑
j=1

β jai j + εi, i ∈ Dtrain,

where the estimators β̂0, . . . , β̂K for the unknown parameters
were obtained by the standard method of least squares. Then
we tested whether the estimated model is significantly better
than a constant model. After that, values of the daily measure
for the testing dataset Dtest were predicted by the estimated
linear model

m̂l = β̂0 +
K

∑
j=1

β̂ jal j, l ∈ Dtest .

Finally, Spearman’s correlation coefficient was computed
between real values ml , l ∈ Dtest and predicted values
m̂l , l ∈ Dtest .

To avoid misinterpretation of results caused by random
splitting into training and testing datasets, 10-fold cross-
validation was considered.

In the next step, the sleep probabilistic curves were aligned
in time by the elastic time warping method [6] immediately
after smoothing. The alignment was carried out for each
sleep state separately. Transformation of aligned curves into
principal component scores and modelling of daily measures
were done in the same way as described above. Finally, the
Wilcoxon test was performed to detect whether the difference
between correlation coefficients obtained from the original
and aligned curves was significant.

Different division of the data into 10 folds may lead to
slightly different results. Therefore, the whole procedure was
repeated 100 times and differences in correlations based on
misaligned or aligned curves were considered as significant if
the Wilcoxon test rejected the null hypothesis (no difference
between correlation coefficients) in more than 40 trials.

3. RESULTS

3.1. Sleep microstates
Time synchronisation of the sleep probabilistic curves of 20
sleep microstates resulted in a few changes of correlations
between real and predicted values of daily measures (Table 2).
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Table 2. Average correlation coefficients for daily measures and
sleep microstates. Only results where a significant difference be-
tween original and aligned curves was detected by the Wilcoxon test
are presented. The percentage of linear models which were signifi-
cantly better than a constant model is depicted in brackets.

Daily
meas.

Microstate p-value ρ̄ ,
misaligned
curves

ρ̄ ,
aligned
curves

wb_m 5 (65% SWS) 0.011 −0.14 (0%) 0.10 (91%)
aff 8 (73% REM) 0.017 0.02 (0%) 0.13 (37%)

9 (76% S2) 0.017 −0.04 (7%) 0.16 (94%)
19 (88% W) 0.014 −0.13 (0%) 0.09 (0%)

FA2 14 (72% REM) 0.021 0.25 (54%) 0.10 (0%)
20 (63% S2) 0.014 0.05 (9%) 0.25 (100%)

pul_m 8 (73% REM) 0.038 0.02 (2%) 0.17 (99%)
sys_m 14 (72% REM) 0.054 0.21 (100%) 0.03 (0%)
dia_m 14 (72% REM) 0.021 0.15 (69%) −0.02 (0%)
dia_e 1 (85% S2) 0.045 −0.08 (0%) 0.13 (87%)
FA3 6 (85% Wake) 0.017 0.25 (99%) 0.05 (11%)

8 (73% REM) 0.054 0.02 (0%) 0.17 (80%)
ad_sv 5 (65% SWS) 0.001 −0.13 (0%) 0.14 (63%)

In the case of subjectively scored sleep and awakening
quality, the only significant difference was observed in the
case of morning well-being (wb_m) and affectivity (aff) tests.

The sleep microstate 5 represents deeper sleep (65 % SWS,
35% S2) and the principal component scores of the original,
in time misaligned sleep probabilistic curves, were not able to
predict the values of wb_m. An increment in average correla-
tion values was observed after curve alignment, and the per-
centage of linear models being significantly better than a con-
stant model was higher (0% for misaligned curves and 91%
for aligned curves).

The average correlations between the real level of affectiv-
ity in the morning and its values predicted by using principal
component scores of misaligned curves corresponding either
to microstate 8 (73% REM) or 19 (88% Wake) were close to
zero, and none of the fitted models was better than a con-
stant model. Thus, it was impossible to predict the level of
affectivity by using the information from these microstates.
After curve alignment, the average correlations increased in
both cases, but were still low, see Table 2. Improvement in
percentage of linear models being significantly better than a
constant model was observed only in the case of microstate 8.

No relationship between the structure of the sleep mi-
crostate 9 (76% S2) and the level of affectivity in the morn-
ing was detected when misaligned sleep probabilistic curves
were used. The average correlation was ρ̄ = −0.04 and the
ratio of trained linear models which outperformed a constant
model was less than 10% (Table 2). In contrast, after curve
alignment, the average correlation increased to 0.16, and the
percentage of linear models being significantly better than a
constant model was also higher.

Considering the physiological measures, the curve align-
ment produced significant changes in correlations, especially
in REM-related sleep microstate 14. The average correlations
between the real and predicted values of FA2, systolic and
diastolic pressure in the morning decreased after curve align-
ment (Table 2). The ratio of linear models outperforming a

constant model was equal to 0. However, for the misaligned
cases, the percentage was above 50% in all three cases. This
indicates that curve alignment is counterproductive for mi-
crostate 14.

Microstate 8 is also similar to the REM stage, but its cha-
racteristics differ from those of microstate 14. As depicted
in Table 2, the average correlations with pulse rate in the
morning changed from insignificant for in time misaligned
curves to significant (≈ 0.17) after the curves were aligned.
The curve alignment also increased the percentage of linear
models outperforming a constant model (99 %), indicating
that there may exist a relationship between the structure of
microstate 8 and the pulse rate in the morning.

The last difference was observed in the case of the S2-
related sleep microstates 1 and 20 (Table 2) and FA2 or di-
astolic blood pressure in the evening. In both cases, curve
alignment produced higher correlations in contrast to the case
of misaligned curves. The percentage of linear models be-
ing better than a constant model was above 87% after curve
alignment.

Significant average correlations (≈ 0.25) between the FA3
factor score and the structure of the microstate 6 dimin-
ished after curve alignment. This microstate characterises full
awakening during the night or in the morning. The amount of
time spent awake during the night influences our cognitive
performance in the morning. However, after curve alignment
the information about the exact amount of time spent awake
is missing, and therefore, a decrement in average correlation
values and in the percentage of linear models better than a
constant model was observed.

For FA3 or ad_sv the curve alignment improved the predic-
tion ability of linear models fitted to the principal component
scores of either microstate 8 (73% REM) or 5 (65% SWS).
In addition, the percentage of linear models outperforming a
null model increased after curve alignment from 0% for mis-
aligned curves to 80% for microstate 8 or 63% for microstate
5. However, the difference between average correlations pro-
duced by either misaligned or aligned curves of microstate 8
was at the edge of significance (p-value = 0.054).

3.2. Standard R&K sleep stages
The alignment of the sleep probabilistic curves caused
changes in correlations between real and predicted results of
daily measures, especially for the REM stage (Table 3).

Improvement was observed in the case of age, physiolog-
ical factors, or the results of the numerical memory test. In
the last case, the insignificant correlation between daily mea-
sures and misaligned curves became statistically significant
after curve alignment. Moreover, the percentage of linear
models which were significantly better than a constant model
increased from 0% for misaligned curves to 85% for aligned
curves.

In the case of the level of mood or affectivity, the average
correlations between real and predicted values were signifi-
cantly lower for aligned curves for the REM stage. However,
no estimated linear model was better than a constant model
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Table 3. Average correlation coefficients for daily measures and
sleep stages. The same notation as in Table 2 is used.

Daily
meas.

Sleep
stage

p-value ρ̄

misaligned
curves

ρ̄

aligned
curves

age REM 0.026 0.40 (100%) 0.58 (100%)

drive Wake 0.021 0.14 (60%) −0.05 (0%)
mood REM 0.006 0.02 (0%) −0.23 (0%)
aff REM 0.003 0.01 (0%) −0.22 (0%)

S2 0.021 0.03 (8%) 0.24 (100%)

FA2 REM 0.021 0.23 (83.2%) 0.42 (100%)

num_m REM 0.014 −0.03 (0%) 0.13 (85%)

for either aligned or misaligned curves. We hypothesize that
the relationship between the REM stage and the level of mood
or affectivity simply does not exist, or we are not able to de-
tect it either with original or in time aligned curves.

For the Wake stage, the only significant change observed
was a decreased correlation with the level of drive in the
aligned curves. More than half of the linear models were sig-
nificantly better than a constant model when using principal
component scores of the misaligned curves. This indicates the
existence of a relationship between the Wake stage profile and
the level of drive. However, after alignment, this relationship
disappeared (the percentage was exactly 0).

Regarding the sleep stages S1, S2 or SWS, the correlations
between real and predicted values of daily measures were
higher for aligned curves in several cases, but not signifi-
cantly.

4. DISCUSSION AND CONCLUSIONS

In this study, we demonstrated the benefit of time alignment
of sleep probabilistic curves when detecting the relationship
between sleep structure and daily measures. The sleep prob-
abilistic curves of either 20 sleep microstates or five standard
sleep stages were aligned using the elastic warping method.

The improvement in average correlations between real
and predicted values of daily measures was observed after
curve alignment in the S2- and SWS-related sleep microstates,
which is consistent with the results observed in the case of the
standard sleep stages. We can conclude that the whole struc-
ture of the sleep states related to the S2 stage or SWS is more
important than the exact timing of their periods.

The PSM distinguishes two sleep microstates similar to the
REM stage. In the case of microstate 8 (73% REM), curve
alignment helps to detect existing relationships between the
structure of the microstate and morning pulse rate or level
of affectivity. However, alignment of the sleep probabilis-
tic curves of microstate 14 (72% REM) led to a decrement
in average correlations. When considering the standard REM
stage, new or improved correlations with daily measures were
observed after curve alignment. The benefit of curve align-
ment for the REM stage is therefore questionable. We recom-
mend the use of both misaligned and aligned versions of sleep
probabilistic curves of microstates similar to the REM stage,
and careful interpretation of the results.

These results indicate different structures of the two REM-
related sleep microstates and confirm the necessity of a larger
set of sleep states considered by PSM, in contrast to the stan-
dard R&K model.

Considering either aligned sleep probabilistic curves of the
Wake stage or sleep microstates related to wakefulness, the
average correlations were significantly lower in comparison
to the misaligned case. Moreover, the percentage of linear
models outperforming a constant model decreased. We hy-
pothesize that, for the Wake stage, the exact timing of sleep
features is important for the sleep quality and cognitive per-
formance in the morning.

Finally, we can conclude that curve alignment is useful as
a pre-processing step, especially when analysing the structure
of S2, SWS, or related microstates.
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This work presents an axially symmetric mathematical model of an I-cored coil placed over a two-layered conductive material with a 
cylindrical surface hole. The problem was divided into regions for which the magnetic vector potential of a filamentary coil was 
established applying the truncated region eigenfunction expansion method. Then the final formula was developed to calculate impedance 
changes for a cylindrical coil with reference to both the air and to a material with no hole. The influence of a surface flaw in the conductive 
material on the components of coil impedance was examined. Calculations were made in Matlab for a hole with various radii and the 
results thereof were verified with the finite element method in COMSOL Multiphysics package. Very good consistency was achieved in 
all cases. 
 
Keywords: Nondestructive testing, eddy current, coil impedance, calculation, modeling, truncated region eigenfunction expansion. 
 
 
 
 
1.  INTRODUCTION 

Eddy current testing is used in many industries to detect 
defects in conductive materials. In view of a minor 
penetration depth of eddy currents to the workpiece, the 
highest effectiveness is achieved for shallow flaws existing 
in non-ferromagnetic materials. Such flaws may occur both 
during the production process and because of material 
cracking or corrosion. 

The solution to the problem of an air-cored coil located 
over the conductive material with a flaw was achieved for 
the hole in a plate [1], surface hole in a half-space [2]-[3], 
slot in a plate [4], and a plate with two flaws [5]. These 
studies were performed using the truncated region 
eigenfunction expansion (TREE) method, which was also 
applied for derivation of mathematical models of a planar 
spiral coil [6], an I-cored coil [7]-[8], a pot core coil [9], and 
a grating eddy current displacement sensor (GECDS) [10]. 
The examinations are usually conducted for coils wound 
around a core since such models feature a much higher 
sensitivity. The instruments used by the authors included 
also probes designed as I-cored coils with an air gap situated 
along the core axis (Fig.1.), which is described in [11]. This 
paper presents a mathematical model of such an I-cored coil 
placed over a two-layered conductive material with a 
cylindrical surface hole. 

The rectangular cross-section coil is shown in Fig.2. The 
solution domain was limited to the value of parameter b, 
while maintaining the continuity of a magnetic vector 
potential. At the same time, satisfying the boundary 

condition, Aϕ (r, z) = 0 for r = 0 and r = b was ensured. 
During the analysis a filamentary coil was used, for which 
expressions that describe the magnetic vector potential were 
derived. Closed-form expressions for the change of I-cored 
coil impedance were obtained both in relation to the air as 
well as to the material with no hole. The results achieved 
using the TREE method were verified with the finite 
element method (FEM), which showed a very good 
agreement. 

 

 
 

Fig.1.  I-cored coil with a circular air gap inside the core column 
located above a conductive material with a surface hole. 

 
2.  SOLUTION 

At first, the analysis included a filamentary coil with a 
core located over a two-layer conductive material with a 
hole, which is presented in Fig.3. The axially symmetric 
system was divided into 6 regions. For each region, a 
magnetic vector potential was obtained, which was written 
using the matrix notation. 

Journal homepage: http://www.degruyter.com/view/j/msr 
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Fig.2.  Rectangular cross-sectional coil located above a two-
layered conductive plate with a hole. 

 

 
 

Fig.3.  Filamentary coil located above a two-layered conductive 
plate with a hole. 
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,i iC B  – column vectors of unknown coefficients 
Discrete eigenvalues qi and mi are the positive roots of the 

equations (10) and (11). Such values are not present in 
region 5 that has a hole, so they are calculated in the same 
way as in the case of an I-cored coil located over the 
material without a hole [9]. 
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Region 5 of the analyzed problem consists of two sub-

regions: air space (0 ≥ r ≥ g) and a conductive material  
(g ≥ r ≥ b). The magnetic vector potential for those sub-
regions may be expressed in a general form as: 
 

1 1( ) ( ) 0I E i iA A J u r R v g r g= ≤ ≤         (18) 
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1 1( ) ( )II E i iA A R v r J u g g r b= ≤ ≤        (19) 

 
where 

1 1( ) ( ) ( ) ( ) ( )n i i n i i n iR v x Y v b J v x J v b Y v x= +     (20) 
 

Equation (21) was obtained using the interface condition 
(1/r)[∂(rA)/∂r] = 0 in the radial direction for r = g [7]. 
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Calculation of ui and vi eigenvalues is reduced to finding 

complex roots of the equation (21). Using numerical 
procedures, such as FindRoot() in Mathematica or fzero() in 
Matlab, requires providing initial values around which the 
roots are located. Such initial values may be taken as ui 
values obtained upon the assumption that region 5 consists 
only of a conductive material or only of air. In the first case, 
when g = 0, we obtain ui = s5i, and in the second case g = b 
and, in consequence, ui = qi [7]. Unfortunately, this method 
may lead to omission of some roots. Higher effectiveness is 
achieved with the Newton-Raphson technique. However, in 
some cases even applying a very low increase in the 
argument does not ensure finding all the roots. The solution 
to this problem may be found by using more complex 
algorithms [10]-[11] which, upon appropriate selection of 
parameters, allow to properly derive all ui, vi values. 

The unknown coefficients Ci, Bi occurring in (1)-(7) were 
calculated using, for mutually neighboring regions of the 
problem, the following continuity conditions Br and Hz. 
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The magnetic vector potential for each region of the 

problem with the coil presented in Fig.2. may be calculated 
using the equation: 
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After integrating the magnetic vector potential of region  

2-3 over the coil’s cross section, an expression for the 
impedance of an I-cored coil placed over the two-layered 
conductive plate with a surface hole was obtained. 
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The impedance of the coil Z0 = R0 + jX0 located in the 

space with no conductive material was calculated after 
substituting σ5 = σ6 = 0 in (30). Then, by subtracting the Z0 
value obtained in this way from (30), the change of the coil 
impedance ΔZ was obtained. It was caused by placing the 
coil over the conductive material with a hole. 
 

0Z Z Z∆ = −                           (37) 
 

For applications related to flaw detection (defectoscopy), 
the change of impedance calculated in relation to the 
workpiece with no hole proves to be highly significant. The 
value ∆Zh = ∆Rh + j∆Xh obtained in this manner presents the 
situation where the impedance of the coil placed over the 
surface of the workpiece has been changed due to the 
occurrence of a hole. 
 

h without holeZ Z Z∆ = −                   (38) 

 
The impedance of the I-cored coil located over the 

conductive plate with no hole was calculated by substituting 
g = 0 in (30). In such a case v = q, K = E, V = E/µ5 and 
coefficients C57, B57 were reduced to the following form: 

 

5 2 6 2

6 2

557 1 1
5 6 67

57 6

51 1
5 6 67

6

1 [( )2

( ) ]

l l

l

e e

e

µ
µ

µ
µ

± − −

−− −

=

− ±

s s

s

B
s s V CC

s s V B

 
     (39) 

 
3.  RESULTS AND DISCUSSION 

The parameters of the coil and the conductive material 
used in calculations are presented in Table 1. The 
inductance L0 was respectively equal to: 3.39 mH for the I-
cored coil and 1.89 mH for the air-cored coil. The coil 
impedance was calculated from (41) while assuming the 
number of summation terms Ns = 50 and the domain radius 
b = 12 r2, which corresponds to the value of 54 mm. For the 

inversion of matrices as well as calculating additional 
discrete eigenvalues mi, inv() and fzero() functions available 
in Matlab were used. The complex values ui were computed 
using the approach based on Cauchy’s theorem, which is 
described in detail in [12]. Pursuant to this method the 
solution domain was divided into rectangles so that each one 
of them contained not more than one root. Such an approach 
made it possible to avoid omission of some ui values. 

 
Table 1.  Parameters of the coil, core, and plate used in 

calculations. 
 

Inner core radius a1 0.5 mm 
Outer core radius a2 1.5 mm 
Length d 5 mm 
Inner coil radius r1 1.8 mm 
Outer coil radius r2 4.5 mm 
Offset h1 0.1 mm 
Parameter h2

 4 mm 
Number of turns N 700 
Liftoff l1 0.1 mm 
Parameter l2 2.1 mm 
Parameter l3 22.1 mm 
Relative permeability µ f 2000 
Relative permeability µ5,µ6 1 
Conductivity σ5,σ6 10 MS m-1 
Radius of the domain b 54 mm 
Radius of the hole g 2.5 mm 

 
The results obtained from Matlab calculations were then 

verified by means of the finite elements method in 
COMSOL Multiphysics package. The mesh applied for 
computations was made up of about 31000 triangular 
elements and 800 edge elements. The highest density of 
mesh elements was used around the hole edge and under the 
coil winding. The calculations for changes ∆Z and ∆Zh of 
coil impedance were performed for the range of frequencies 
from 100 Hz to 100 kHz. All results have been normalized 
in relation to the reactance X0 and are presented in Fig.4. and 
Fig.5. The values for changes of the coil impedance 
components calculated with use of the proposed 
mathematical model were only different from the results 
obtained with COMSOL Multiphysics. In the case of 
resistance changes, such a difference did not exceed 1.21 %, 
and for changes of reactance, it was not higher than 0.62 %. 

Fig.6. presents the coil resistance changes normalized in 
relation to reactance X0 after placing the coil over the 
conductive material with radius varying from g = 0 to 
g = 10 mm. Further increase of the radius g led to only 
insignificant variation of the coil resistance since the highest 
density of eddy currents occurred in such a part of the 
conductive material which is located under the winding. The 
occurrence of the flaw has a far higher influence on 
resistance than on reactance. For example, when the 
frequency was f = 1 kHz and a surface hole with the radius 
of g = 10 mm was made in the workpiece, the coil reactance 
changed only by 2 % but its resistance was amended by as 
much as 184 %. 
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Fig.4.  Real part of the normalized impedance changes as a 
function of frequency. 

 

 
 

Fig.5.  Imaginary part of the normalized impedance changes as a 
function of frequency. 

 

 
 

Fig.6.  Real part of the normalized impedance changes as a 
function of the hole radius. 

4.  CONCLUSION 
The axially symmetric mathematical model proposed 

herein makes it possible to calculate the impedance of an I-
cored coil placed over a two-layered conductive plate with a 
cylindrical surface hole. The final formulas obtained with 
the use of the TREE method can be implemented in any 
mathematical software, such as Mathematica or Matlab. 
Calculations can be made for any size of a hole, even while 
changing its radius (g) and depth (l2-l1). Values of the coil 
impedance components obtained with the use of proposed 
solution were verified with the application of the finite 
elements method. The difference obtained did not exceed 
1.21 % for resistance and 0.62  % for reactance within the 
range of frequency from 100 Hz to 100 kHz. The performed 
verification of results proved that the mathematical model 
presented in this work can be used as a substitute for 
numerical solutions that utilize the finite elements method. 
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Research on Measurement Accuracy of Laser Tracking System 
Based on Spherical Mirror with Rotation Errors of Gimbal 
Mount Axes 
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This paper presents a novel experimental approach for confirming that spherical mirror of a laser tracking system can reduce the influences 
of rotation errors of gimbal mount axes on the measurement accuracy. By simplifying the optical system model of laser tracking system 
based on spherical mirror, we can easily extract the laser ranging measurement error caused by rotation errors of gimbal mount axes with 
the positions of spherical mirror, biconvex lens, cat’s eye reflector, and measuring beam. The motions of polarization beam splitter and 
biconvex lens along the optical axis and vertical direction of optical axis are driven by error motions of gimbal mount axes. In order to 
simplify the experimental process, the motion of biconvex lens is substituted by the motion of spherical mirror according to the principle 
of relative motion. The laser ranging measurement error caused by the rotation errors of gimbal mount axes could be recorded in the 
readings of laser interferometer. The experimental results showed that the laser ranging measurement error caused by rotation errors was 
less than 0.1 μm if radial error motion and axial error motion were within ±10 μm. The experimental method simplified the experimental 
procedure and the spherical mirror could reduce the influences of rotation errors of gimbal mount axes on the measurement accuracy of the 
laser tracking system. 
 
Keywords: Spherical mirror, laser tracking system, gimbal mount axes, rotation errors, relative motion thinking. 
 
 
 
 
1. INTRODUCTION 

Laser tracking system is a large-scale measurement system 
with high precision in industrial measurement fields, and is 
similar to a portable coordinate measuring system (PCMS). 
It is widely applied in shipbuilding, automobile 
manufacturing, and aircraft manufacturing with 
requirements of large measuring scale, high measuring 
efficiency, high measuring precision and simple operation 
[1]. Rotational motion unit plays an indispensable role in the 
laser tracking system, and it is also the basic unit for the 
motions of tracking. However, rotation errors of rotational 
motion unit may decrease the measurement accuracy of the 
laser tracking system. Therefore, a special shafting structure 
can decrease the influences of rotation errors on the outcome 
of sensors in the laser tracking system and improve the 
measurement accuracy [2]-[3]. As shown in Fig.1.a), 
LaserTracer, which holds a stable optical reference sphere as 
reflection unit, has been developed by English and German 
national metrology institutes, the NPL and the PTB, and 
Etalon AG [4]-[7]. Its special shafting structure is named 
gimbal mount axes (vertical axis and horizontal axis). Laser 
head, which contains all the optical components as a whole, 
is driven by gimbal mount axes. As the reflection unit, the 
reference sphere is mounted on an invar rod that passes 

through a hollow shaft and is fixed on the bottom of 
equipment. The position of the reference sphere does not 
change with the motion of gimbal mount axes. The 
reference sphere in LaserTracer also possesses a perfect 
form, with the form error less than 50 nm. In this design, 
Laser Tracer  not  only  possesses the large measuring angle, 
but also minimizes the influences of rotation errors on the 
laser ranging measurement accuracy [8]. As shown in 
Fig.1.b), in traditional commercial laser trackers, a plan 
mirror is fixed at the intersection of two axes as the 
reflection unit inside the instrument to reflect laser beam and 
the intersection serves as the origin under the spherical 
coordinate system defined by laser tracker. Laser beam from 
the instrument points to the origin and is reflected to the 
measurement space by the mirror [1], [9]. Due to the direct 
contact with two axes, the position of the mirror is changed 
by rotation error motions of two axes. The position of laser 
spot and the angle between laser beam and optical axis are 
also correspondingly changed, so a traditional commercial 
laser tracker can hardly avoid the influences of rotation error 
motions caused by vibration and motility of axes [10]-[11]. 
The measurement accuracy of the laser tracker is decreased 
because the measurement error caused by vibration and 
motility of axes can hardly be compensated [12]-[13]. 
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Fig.1.  Basic structures of two kinds of laser tracking systems. 
 
Up to now, only LaserTracer has used this structure to 

reduce the influences of rotation errors of gimbal mount 
axes. However, the characteristic of this structure has not 
been deeply explored. This paper presents a simplified 
experimental approach for confirming that the spherical 
mirror of the laser tracking system can reduce the influences 
of rotation errors of gimbal mount axes on the measurement 
accuracy. 
 
2.  SUBJECT & METHODS 
2.1.  Rotation errors in LaserTracer 

Interferometer integrated in the laser head of LaserTracer 
measures the relative displacement from the center of the 
reference sphere to the center of the cat’s eye reflector in 3-
D space (Fig.1.a)) [14]. The center of the reference sphere, 
which is also the intersection point between gimbal mount 
axes and laser beam, serves as the origin of LaserTracer. 
The four-way electrical signals emitted by quadrant detector 
are used to control vertical and horizontal axes so that the 
laser beam points to the center of the cat’s eye reflector and 
PSD. However, when LaserTracer is tracking the cat’s eye 

reflector, laser spot moves in an irregular direction on the 
surface of the reference sphere due to the rotation errors 
(Fig.2.). There are 6 rotation errors for each axis [15]-[16]. 
The total 12 rotation errors for horizontal axis and vertical 
axis can be considered as two movements for the laser head 
because the laser head is connected with gimbal mount axes. 
The error motions caused by rotation errors can be divided 
into error motion along the vertical direction of measuring 
beam and error motion along the direction of measuring 
beam. The two kinds of error motions should be within the 
range of ±20 μm. 
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Fig.2.  Laser spot orbit on the surface of the reference sphere. 
 
The optical system of LaserTracer is shown in Fig.3. Laser 

beam from optical fiber passes through the polarization 
beam splitter (PBS) and is then separated into two parts 
(polarized beams P and S). Polarized beam P enters the 
counting system as the reference beam, whereas polarized 
beam S reflected by PBS, the cat’s eye reflector and 
reference sphere interfere with the reference beam in 
counting system as measuring beam. 
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Fig.3.  Optical system of LaserTracer. 
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2.1.1.  Error motion along the vertical direction of 
measuring beam 

As shown in Fig.1.a) and Fig.3., rotation error motions of 
gimbal mount axes in LaserTracer can be transmitted to 
laser head and all the optical components in laser head. The 
optical path of the reference beam remains unchanged 
during the measurement process and the outcome of laser 
interferometer depends on the variation of the optical path of 
the measuring beam. The optical path of the measuring 
beam is determined by the positions of the cat’s eye 
reflector and the reference sphere. Although the positions of 
cat’s eye reflector and reference sphere remain unchanged 
when the laser head and all optical components are driven 
by rotation errors of gimbal mount axes, it is not advisable 
to assume the unchanged optical path of the measuring beam. 
The focal point of lens deviates from the center of the 
reference sphere and may cause a certain amount of change 
of optical path because the lens is also driven by error 
motions. Therefore, it is necessary to explore the influences 
of the position variations of lens on measurement error of 
laser ranging. The complex optical system model of 
LaserTracer can be simplified because the optical path of the 
measuring beam in BS and QWPs remains unchanged. 
Therefore, we can easily explore the relationship between 
the position variation of optical components (cat’s eye 
reflector, reference sphere, laser head, and measuring beam) 
and the outcome of laser interferometer. 
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Fig.4.  Optical path of measuring beam with error motion along the 

vertical direction of measuring beam in LaserTracer. 
 

The position variation of measuring beam with the error 
motion along the vertical direction of measuring beam is 
shown in Fig.4. l1 is a variable representing the length 
between the cat’s eye reflector and PBS. l2=50 mm 
represents the length between PBS and lens, and l3=50 mm 
represents the length between PBS and counting system. 
Both l2 and l3 are constants because all optical components 
are fixed inside the laser head. f=100 mm represents the 

focal length and the focal point coincides with the center of 
reference sphere. R=7.9378 mm represents the radius of 
reference sphere. δ1=5 μm represents the offset of measuring 
beam caused by error motion along the vertical direction of 
the measuring beam. The values of l2, l3, f, and R are given 
according to the geometry of LaserTracer. It is difficult to 
precisely measure the geometric parameters of LaserTracer. 
Therefore, we choose the products of lens and reference 
sphere from Daheng Optics and HEXAGON. In the 
measurement process with LaserTracer, the measuring beam 
moves from red line to blue line. The blue line, which does 
not point to the center of the cat’s eye reflector, will not 
point to the center of PSD either. Therefore, the signal of 
PSD controls two motors to ensure that the measuring beam 
points to the centers of the cat’s eye reflector and PSD. 
Finally, the position of the measuring beam is changed to 
the purple line. α represents the angle: between the 
theoretical position (red line without rotation errors) and the 
actual position (purple line with rotation errors) of the 
measuring beam. ε represents the incident angle of the 
measuring beam on the surface of the reference sphere. γ 
represents the refraction angle of the measuring beam from 
the lens. Analysis and calculation results indicate the 
variation of optical path difference between the measuring 
beam and the reference beam is far less than 1 nm, 
irrespective of the refractive indices of all the crystals (see 
(1)). Δcrystal represents the variation of optical path difference 
before and after considering the refractive indices under the 
assumption that Lcrystal=10 cm is the total thickness of all the 
crystals of LaserTracer. ncrystal=1.5163 represents the 
refractive index of K9. γ can be calculated according to (9). 
Therefore, the influences of refractive indices of all the 
crystals can be neglected. The actual optical path is 
lBA+lAD+lDE+lEF+lFG. According to the geometric relationship 
shown in Fig.5. and Fig.6., we can calculate the optical path 
from the center of the cat’s eye reflector to the surface of the 
reference sphere as well as the optical path from the surface 
of the reference sphere to the counting system. 

 

( ) ( )1 cos
1 0.17 nm

cosCrystal Crystal Crystaln L
γ

γ
−

∆ = − ⋅ ⋅ = .    (1) 
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Fig.5.  Measuring beam from the cat’s eye reflector 
to the reference sphere. 
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The optical paths lBA and lAD are respectively given as (2) 
and (3): 

 

( ) ( )2 2
1 2 1 2BAl l l f l fδ= + + − − + ;              (2) 

 

( )2 2 2 2
1 2 1 1ADl l l f Rδ δ= + + − − − .           (3) 

 
 

2ε

γ

γ
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Fig.6.  Measuring beam from the reference sphere 
to the counting system. 

 
The angle between lCD and lDE is given as (4). The optical 

path lDE is given as (5). 
 

12 2arcsin
R
δε = ;                               (4) 

 

( )

2 2
1

cos 2DE

f R
l

δ
ε

− −
= .                          (5) 

 
The parameters of biconvex lens are provided as follows. 

R1=R2=102.501 mm represents the radii of biconvex lens; 
t=5 mm represents the thickness of biconvex lens; n=1.5163 
represents the refractive index of biconvex lens. din and θin 
represent the pose of beam lDE and is given as (6) and (7): 

 

( ) ( )2 2
1 tan 2ind f R δ ε= − − ⋅ ;                  (6) 

 
2inθ ε= .                                     (7) 

 
According to ABCD matrix (8) and the pose of beam lDE, γ 

is calculated as (9): 
 

1 2

1 0 1 0
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1 1 1
0 1

out in
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n nn

R nR n
θ θ

   
       = ⋅ ⋅ ⋅− −                 

;      (8) 

 
outγ θ= .                                    (9) 

 
The optical path lEF + lFG is given as (10): 

2 3

cosEF FG
l ll l

γ
+

+ = .                            (10) 

 
The optical path difference of measuring beam without 

error motion along the vertical direction of measuring beam 
is given as (11): 

 
( )1 1 2=2 l l f R∆ + + − .                       (11) 

 
The optical path difference of measuring beam with error 

motion along the vertical direction of measuring beam is 
given as (12): 

 

( ) ( )2 2 2 2
2 1 2 1 1 2

2 2
1 2 3

3

=2

cos2 cos

δ δ

δ
ε γ

∆ + + − − − − +

− − +
+ + −

l l f R l f

f R l l l
.    (12) 

 
We can easily calculate the variation of optical path 

difference caused by error motion along the vertical 
direction of measuring beam, as in (13). According to (14), 
laser ranging measurement error is independent of the 
displacement between the center of the cat’s eye reflector 
and PBS. According to (15), laser ranging measurement 
error is less than 0.04 μm when error motion along the 
vertical direction of measuring beam is around ±5 μm: 
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l l
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2.1.2.  Error motion along measuring beam 

The position variation of the measuring beam with error 
motion along the direction of the measuring beam is shown 
in Fig.7. δ2=5 μm represents the offset of the measuring 
beam caused by error motion along the direction of the 
measuring beam. In the measurement process with 
LaserTracer, the position of measuring beam does not 
change. Only the focal point is changed by δ2 along the 
direction of the measuring beam, thus changing the diameter 
of the reflected beam. On the contrary, the optical path 
difference of measuring beam remains unchanged with error 
motion along the direction of the measuring beam. 
Therefore, the laser ranging measurement accuracy is not 
affected by error motion along the direction of the 
measuring beam. 



 
 
 

MEASUREMENT SCIENCE REVIEW, 18, (2018), No. 1, 13-19 
 

17 

 
f

l 1
l 2

R

Reference 
sphere

Cat's eye 
reflector

PBS

Lens

Counting 
system

δ2

A

l3

H

 
 

Fig.7.  Optical path of measuring beam with error motion along the 
direction of measuring beam in LaserTracer. 

 
2.2.  Our simple model for LaserTracer 

The positions of the cat’s eye reflector and the reference 
sphere are fixed, whereas the positions of the measuring 
beam, PBS and lens are changed, as shown in Fig.4. 
However, it seems that all components except the reference 
sphere are fixed. In order to facilitate the experiment process 
for studying the influences of two types of error motions on 
the measurement accuracy of laser ranging, it is necessary to 
simplify the optical system model of LaserTracer. Based on 
the principle of relative motion, we design a simple optical 
system model (Fig.8.). Our model has three main advantages.  
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Fig.8.  Simple optical system model for LaserTracer. 
 

Firstly, it can use two movements to simulate 12 error 
motions in gimbal mount axes. Therefore, it is not necessary 
to build gimbal mount axes and the experimental cost and 
difficulty are reduced. Secondly, our model does not 
simulate rotatory movement and new rotation errors are not 
introduced. In the measurement process with LaserTracer, 
laser head needs a rotatory movement to make the laser 
beam point to the center of the cat’s eye reflector and PSD. 
The position of the measuring beam is changed from the red 

line to the purple line (see Fig.4.). In our model, all the error 
motions are realized by driving the reference sphere 
according to the principle of relative motion. Thirdly, fewer 
uncertainties are introduced into the model because few 
instruments are used. In order to replace the optical system 
model of LaserTracer correctly, the parameters in Fig.8. 
should be consistent with the parameters shown in Fig.4. 
 
2.3.  Experimental verification 

In the verification experiments, error motions were 
simulated by driving the reference sphere with the precision 
positioning platform. Laser interferometer was fixed on a 
3D slide table and finely adjusted to ensure laser beam 
parallels with the plan of optical platform (Fig.9.). A 
diaphragm was fixed between laser interferometer and 
biconvex lens. By adjusting the position of biconvex lens, 
the optical axis overlapped the laser beam. Diaphragm and 
biconvex lens were fixed near laser interferometer to 
diminish the dead path error. The precision positioning 
platform was firstly placed in the vicinity of the focal point 
of biconvex lens and the reference sphere was then fixed on 
the precision positioning platform. The position of reference 
sphere was finely adjusted to ensure that the reflected beam 
passed through the diaphragm and was irradiated in laser 
interferometer. Precision positioning platform moved along 
the red line, and the position of the reference sphere was 
regarded as the zero position when the outcome of laser 
interferometer was the lowest. At the same time, the center 
of reference sphere also overlapped the focal point of 
biconvex lens. The technical details of PI precision 
positioning platform are shown in Table 1. 

 
Table 1.  Details of PI precision positioning platform. 

 
Model: P-561.3CD Units 

Travel 150 × 150 × 150 am 
Resolution 0.2 nm 
Positioning error 0.03 % 
Repeatability 2 nm 

 
The displacement between laser interferometer and lens is 

100 mm, which equals the sum of l2 and l3. During the 
experiment, external adjusting devices were removed and 
not displayed in Fig.9. 

 
 

3D slide table Diaphragm Precision position platform

Laser interferometer Lens Reference sphere

M
ov

em
en

t d
ire

ct
io

n

 
 

Fig.9.  Experimental system for driving reference sphere along the 
vertical direction of laser beam. 
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3.  RESULTS 
Precision positioning platform moved 10 μm, respectively, 

along the positive and negative directions with the step of 
1 μm and 4 groups of data of laser interferometer were 
recorded. The data of laser interferometer are shown in 
Table 2. The measurement data curves are shown in Fig.10. 
The mean curve represents the average value of 4 groups of 
data. Error bars represent the standard uncertainty (k=2). 

 
Table 2.  Data of laser interferometer. 

 

Error 
motion[μm] 

Outcome of laser 
interferometer[μm] 

Standard 
uncertainty 

[μm] 1st 2nd 3rd 4th 
0 0 0.01 0.02 0.01 0.01 
1 0.03 0.01 0.03 0.02 0.01 
2 0.03 0.03 0.02 0.04 0.01 
3 0.04 0.04 0.03 0.05 0.01 
4 0.04 0.03 0.05 0.05 0.01 
5 0.05 0.04 0.05 0.05 0.01 
6 0.07 0.06 0.06 0.07 0.01 
7 0.06 0.07 0.07 0.05 0.01 
8 0.05 0.06 0.06 0.07 0.01 
9 0.07 0.07 0.06 0.06 0.01 
10 0.07 0.08 0.07 0.04 0.02 
0 0 -0.01 0 -0.01 0.01 
-1 0.01 0 0.02 0.01 0.01 
-2 0.02 0.01 0.03 0.02 0.01 
-3 0.02 0.01 0.04 0.03 0.01 
-4 0.04 0.02 0.03 0.02 0.01 
-5 0.04 0.04 0.04 0.03 0.01 
-6 0.05 0.05 0.04 0.03 0.01 
-7 0.06 0.04 0.04 0.05 0.01 
-8 0.05 0.02 0.06 0.04 0.02 
-9 0.06 0.04 0.04 0.05 0.01 
-10 0.07 0.05 0.05 0.04 0.01 

 
The standard deviation of results is calculated in (16) and 

shown in Table 2. Standard uncertainty caused by 
repeatability of measurement is given as (17) where (k=2). 
n´ represents the measurement times at the same error 
motion. li represents the ith data of laser interferometer.  
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b) Negative direction. 

 
Fig.10.  Experimental results of driving reference sphere along the 

vertical direction of laser beam. 
 

When error motion along the positive direction is less than 
5 μm, the maximum laser ranging measurement error is 
0.05 μm; when error motion along the negative direction is 
less than -5 μm, the maximum laser ranging measurement 
error is 0.04 μm. According to the above theoretical 
analysis, when error motion is ±5 μm, the maximum laser 
ranging measurement error is 0.04 μm, which is consistent 
with the experimental result. The laser ranging measurement 
error still climbs to 0.08 μm when error motion increases to 
10 μm. Both measuring result and error trend are consistent 
with the theoretical analysis, indicating that our simple 
model can replace the complex model of LaserTracer 
correctly. Moreover, theoretical and experimental data have 
verified that the spherical mirror of the laser tracking system 
can decrease the influences of rotation errors of gimbal 
mount axes. 

 
4.  DISCUSSION & CONCLUSIONS 

In Fig.10., the data measured along the positive direction 
are slightly larger than those measured along the negative 
direction. The reason is that zero positions for positive and 
negative directions do not overlap well with each other. 
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According to theoretical and experimental result, error 
motion should be controlled within ±20 μm. When error 
motion is more than ±20 μm, the reflected beam is away 
from the cat’s eye reflector or PSD, thus resulting in the 
separation of measuring beam and reference beam. 

There are two reasons causing the little difference between 
theory and experiment in laser ranging measurement error. 
In Fig.4., error motion is a composite motion involving the 
main horizontal component and a tiny vertical component. 
PI precision positioning platform might be not extremely 
accurate. In the field of ultra-precision measurement, any 
tiny variation in the system might lead to inaccurate 
measurement results. 

The analysis method and experiment scheme in this paper 
confirm that the spherical mirror of the laser tracking system 
can decrease the influences of rotation errors of gimbal 
mount axes on the measurement accuracy. Laser ranging 
measurement error caused by rotation errors is less than 
0.1 μm if rotation error motions are within ±10 μm. The 
results might be utilized to reduce the cost and the design 
requirements of the laser tracking system. Furthermore, 
studying the structure, which can decrease the influences of 
rotation errors in the readings of sensors, would be 
conducive to develop the research for form errors of 
cylindrical parts. 
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The submitted article focuses on a detailed explanation of the average and range method (Automotive Industry Action Group, Measurement 
System Analysis approach) and of the honest Gauge Repeatability and Reproducibility method (Evaluating the Measurement Process 
approach). The measured data (thickness of plastic parts) were evaluated by both methods and their results were compared on the basis of 
numerical evaluation. Both methods were additionally compared and their advantages and disadvantages were discussed. One difference 
between both methods is the calculation of variation components. The AIAG method calculates the variation components based on standard 
deviation (then a sum of variation components does not give 100 %) and the honest GRR study calculates the variation components based 
on variance, where the sum of all variation components (part to part variation, EV & AV) gives the total variation of 100 %. Acceptance of 
both methods among the professional society, future use, and acceptance by manufacturing industry were also discussed. Nowadays, the 
AIAG is the leading method in the industry.  
 
Keywords: GRR study approach, the average and range method, the honest GRR study. 
 
 
 
 
1.  INTRODUCTION 

As R. Hart and M. Hart [1] claim, in a manufacturing 
process the perceived variation includes both the true, but 
unknown product variation (part to part variation) and the 
measurement system variation. When the perceived variation 
of a manufacturing process is too large, a measurement 
system study is needed to determine whether the 
improvement efforts should be made in the measurement 
process. The correct production process and part evaluation 
is conducted based on appropriately measured data and it is a 
technical necessity. Knowles a Vickers [2] highlight that the 
measured data are the core stones for the decision making 
process and these decisions are made under fully reliable 
circumstances. Therefore, in the serial production exist many 
standards, as e.g., IATF 16 949 (automotive industry) [3], 
regulations and quality tools, e.g., ISO, QS – 9000 [4] that 
govern this problematic. Especially the requirements on serial 
production in the automotive industry are very strict. An 
important role plays quality planning by product development 
according to a set of techniques called APQP (Advanced 
product quality planning) [5]. The points of APQP manual - 
subhead 4.2 - recommend for all processes in control plan 
their verification in accordance to measurement system 
analyses for specified measuring and monitoring gages. 
Hermans a Liu [6] claim that the measurement system 

analysis together with process failure mode and effect 
analysis (PFMEA) and control plan belong to the most 
important steps by new product development (NPD). The 
measurement system analysis is mainly conducted in 
accordance with:  
• methods offered by the reference guideline of Chrysler, 

Ford and General Motors Company, called measurement 
system analyses (AIAG, MSA) [7], 

• methods for evaluating the measurement process (EMP 
approach, Dr. Wheeler) [8], 

• VDA5 methods – Measurement Process Qualification [9]. 
The detailed comparison of MSA and VDA5 approach is 

available, e.g., in thesis [10]. The overview of variability 
characteristic, such as stability, bias, linearity, repeatability 
and reproducibility are available for example in the 
publication of Dietrich and Schulze [11] or in the article of 
Kazerouni [12]. In the submitted article the attention is paid 
to the methods of measurement system variability analyses. 
The chosen methods are the range and average method (MSA, 
AIAG) [7] and the honest GRR study (EMP approach, 
Wheeler) [8].  

Increase of the quality of manufactured products caused 
increase in the amount of research about techniques [30] used 
successfully to reduce the manufacturing defects [31]. 
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2.  MEASUREMENT TASK DEFINITION 
The chosen measured part for the experiment purpose was 

the front cover of compact wheel loader (Fig.1.). The 
specified part is manufactured by thermoforming technology 
[13] on the machine GEISS.  The raw material is from PMMA 
boards with thickness of 8 mm. According to the drawing 
documentation the specified material thickness after 
thermoforming should be 4 mm with tolerance -1.5/+1.5 mm. 
This request meets the defined surface tolerance. Beyond the 
surface tolerance the minimal part thickness of 3.5 mm is 
defined.  

Parts for the measurement activities were collected 
gradually out of the manufacturing process. As the authors of 
Rolls–Royce guideline [14] highlight by conducting the 
measurement system analyses, it is important that chosen 
parts cover the full manufacturing tolerances. Therefore, one 
part from each production shift was collected in order to have 
ten parts available with full production tolerance coverage 
(GRR study requirement). Consequently, the parts were 
numbered on their inner surface from 1 to 10. The 
measurement activities were conducted in the metrological 
laboratory with calibrated measurement devices (thickness 
gage) and three operators, who regularly conducted 
measurements of this specified part. As step one the first 
operator has measured all parts, then the second operator and 
at last the third operator. 

All measurements were conducted with respect to the 
statistical measurement independence by hiding the measured 
part number. It means that operators did not know which part 
number they were measuring. The measured values were not 
written into the gage repeatability and reproducibility data 
collection sheet for measurement system analyses, but they 
were noted down in an Excel spreadsheet. The measured data 
overview is available in Table 1. 

Table 1.  Data of measurement II - plastic part [mm]. 
 

Operator 1 
Meas. 1 2 3 4 5 
1. trial 5.03 4.82 4.93 5.01 5.14 
2. trial 5.02 4.94 4.81 5.03 5.03 
3.trial 5.01 4.84 4.93 5.00 5.02 
Meas. 6 7 8 9 10 
1. trial 5.23 4.89 5.13 4.93 4.97 
2. trial 5.21 4.87 5.02 4.91 4.98 
3.trial 5.23 4.92 5.03 5.01 4.95 

Operator 2 
Meas. 1 2 3 4 5 
1. trial 5.13 4.78 4.83 4.99 5.03 
2. trial 5.03 4.79 4.82 4.99 5.03 
3.trial 5.03 4.78 4.94 4.98 5.03 
Meas. 6 7 8 9 10 
1. trial 5.22 4.88 5.00 5.02 5.00 
2. trial 5.11 4.89 5.00 4.94 5.03 
3.trial 5.22 4.78 4.98 4.92 5.02 

Operator 3 
Meas. 1 2 3 4 5 
1. trial 5.03 4.77 4.82 5.02 4.99 
2. trial 5.04 4.78 4.82 5.14 5.03 
3.trial 5.13 4.89 4.80 5.01 5.1 
Meas. 6 7 8 9 10 
1. trial 5.22 4.92 5.02 4.94 5.03 
2. trial 5.22 4.94 5.14 4.92 5.01 
3.trial 5.24 4.94 5.02 4.91 5.14 

 
 
 

 
 

Fig.1.  Drawing cut out – a plastic part of compact wheel loader cabin front area. 
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3.  AVERAGE AND RANGE METHOD 
The average and range method (X�, R�) is a method for 

measurement system evaluation of continues scale. The 
results of this method have to be interpreted based on 
graphical and numerical results as it is highlighted by Klaput 
[9]. The advantage of this method is in its possibility to 
fracture the variability components to:  
• Measurement gage variability (repeatability), 
• Operator variability (reproducibility).  

The disadvantage of this method is that it does not take into 
consideration the operator and part or measurement gage 
interactions. The mentioned statement is also confirmed in 
the submitted article of Healy and Wallce [15]. The method 
progress consists of few logically followed steps. At the 
beginning is evaluated the statistical process stability from 
repeatability point of view by repeated measurements based 
on average chart and range chart. The detailed examination 
of both graphs belongs to the graphical outputs of the average 
and range method, which are available, e.g., in the statistical 
software Minitab [16]. After the statistical process stability is 
confirmed, the measurement system evaluation is continued 
by numerical step by step evaluation.  

At first, the measurement repeatability EV is estimated 
according to (1). 

 

𝐸𝐸𝐸𝐸 =   𝜎𝜎�𝑝𝑝𝑝𝑝 =  𝑅𝑅�

 𝑑𝑑2
                               (1) 

 

where, 
𝑅𝑅�    – the average variation range of all operators’ repeated 
measurements for all parts, 
𝑑𝑑2  – correction factor for values link to the distribution of 
average variation (see appendix C in MSA, AIAG guideline) 
[7]. It is necessary to look for this coefficient in the 
penultimate line, whereas m = number of repeated 
measurement trials. For m = 3 –> 𝑑𝑑2 = 1.69257. 

In the next step, the measurement reproducibility AV is 
calculated according to (2). 

 

𝐴𝐴𝐸𝐸 =  𝜎𝜎�𝑜𝑜  = ��𝑅𝑅�  𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷
𝑑𝑑2

�
2
−  𝑜𝑜

𝑜𝑜.𝑛𝑛.𝑟𝑟
∗ 𝐸𝐸𝐸𝐸2               (2) 

 

where 
𝑅𝑅� 𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷  – is the variation range of repeated measurement for 
each measured part by single operator calculated according to 
(3). 
r  – number of measured parts, 
n – number of repeated measurement trials, 
o – number of operators,  
𝑑𝑑2 – correction factor for values link to the distribution of 
average variation (see appendix C in MSA, AIAG guideline) 
[7]. It is necessary to look for this coefficient as g (number of 
subgroups) = 1 (fixed factor) and m (subgroup range) = 
number of operators (variable). For m = 3 (conducted 
measurement task) –> 𝑑𝑑2 = 1.91155.  
 

𝑅𝑅� 𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 = |𝑅𝑅�𝑀𝑀𝑀𝑀𝑀𝑀 − 𝑅𝑅�𝑀𝑀𝐷𝐷𝑀𝑀  |                        (3) 
 

where,  

𝑅𝑅�𝑀𝑀𝑀𝑀𝑀𝑀  – largest arithmetical average for one of the three 
operators, 
𝑅𝑅�𝑀𝑀𝐷𝐷𝑀𝑀 – smallest arithmetical average for one of the three 
operators 

In the following steps, there is the possibility to process 
with evaluation of combined gage the repeatability and 
reproducibility GRR according to (4). 

 
GRR =  𝜎𝜎�𝑝𝑝  =  √𝐸𝐸𝐸𝐸2 + 𝐴𝐴𝐸𝐸2                      (4) 

 
The calculated GRR value does not have any ability. The 

measurement system suitability (% GRR – percentage of 
repeatability and reproducibility) is possible to evaluate just 
after the comparison of repeatability and reproducibility 
(measurement system variability) with the total variability 
TV (process variability), that is calculated by (5). 

 
𝑇𝑇𝐸𝐸 =  𝜎𝜎�𝑥𝑥 = √𝐺𝐺𝑅𝑅𝑅𝑅2 + 𝑃𝑃𝐸𝐸2                        (5) 

where,  
PV – part variability calculated according to (6):  
 

𝑃𝑃𝐸𝐸 =  𝜎𝜎�𝑝𝑝 = 𝑅𝑅𝑝𝑝
𝑑𝑑2

                                 (6) 
where,  
Rp – the variation range from the measurement of arithmetic 
mean of the individual repeats for the individual subgroups of 
the parts.   
𝑑𝑑2 – correction factor for values link to the distribution of 
average variation (see appendix C in MSA, AIAG guideline) 
[7]. It is necessary to look for this coefficient as g (number of 
subgroups) = 1 (fixed factor) and m (subgroup range) = 
number of measured parts (variable). For m = 10 (No. of 
measured parts) –> 𝑑𝑑2 = 3.17905. 

The penultimate step after the TV value calculation is the 
calculation of measurement system suitability indicator % 
GRR – gage repeatability, % AV – reproducibility, and % PV 
– product variability. The % GRR – value of repeatability and 
reproducibility is calculated according to (7), what is the 
proportion of combined repeatability and reproducibility 
divided by total variability and multiplied by 100. The value 
called % GRR is interpreted as the percentage of total 
variation that redounds to the combined repeatability (EV) 
and reproducibility (AV) 

 
% 𝐺𝐺𝑅𝑅𝑅𝑅 =  100 . 𝐺𝐺𝑅𝑅𝑅𝑅

𝑇𝑇𝑇𝑇
                             (7) 

 
The percentage representation of repeatability % EV is 

calculated according to (8), where the parameter called % EV 
refers to the percentage value of total variability that redounds 
to the equipment variability. 

 
% 𝐸𝐸𝐸𝐸 =  100 . 𝐸𝐸𝑇𝑇

𝑇𝑇𝑇𝑇
                                (8) 

 
The percentage representation of the second variability 

component – reproducibility % AV is calculated according to 
(9), where the parameter called % AV refers to the percentage 
value of total variability that redounds to the operator 
variability. 
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%𝐴𝐴 𝐸𝐸 =  100 . 𝑀𝑀𝑇𝑇
𝑇𝑇𝑇𝑇

                             (9) 
 

As the second to the last one the percentage representation 
of product variability % PV is calculated according to (10). 
The parameter called % PV refers to the percentage value of 
total variability that redounds to the part to part variability. 

 
% 𝑃𝑃𝐸𝐸 =  100 . 𝑃𝑃𝑇𝑇

𝑇𝑇𝑇𝑇
                           (10) 

 
As the last step in this method the ndc parameter (number 

of district categories) is calculated, where by this calculation 
is defined the number of district categories that can be 
distinguished by the measurement system. AIAG [7] and also 
Minitab guideline [16] calculates the ndc parameter 
according to (11). 

 
𝑛𝑛𝑑𝑑𝑛𝑛 =  1.41 . 𝑃𝑃𝑇𝑇

𝐺𝐺𝑅𝑅𝑅𝑅
                             (11) 

 
The outcome for average and range method is about making 

a decision whether the measurement system is acceptable, 
conditionally acceptable or not acceptable based on the 
decision making matrix for measurement system evaluation 
based on two criteria (AIAG approach [7]). The first criterion 
is % GRR, see Table 2., and the second criterion is ndc 
parameter, see Table 3. On the border values (% GRR, ndc) 
are also different angles of view as stated by Dietrich and 
Schulze [11].  

 
 

Table 2.  The border values of % GRR [7]. 
 

% 𝐺𝐺𝑅𝑅𝑅𝑅 <  10% 

Acceptable measurement system. 
The measurement system provides 
reliable information about the 
process changes.  

10 % < % 𝐺𝐺𝑅𝑅𝑅𝑅
<  30 % 

Conditionally acceptable 
measurement system. It can be used 
for some applications.   

% 𝐺𝐺𝑅𝑅𝑅𝑅 >  30 % 

Not acceptable measurement 
system. The measurement system 
does not provide reliable 
information about the process 
changes. 

 
Table 3.  The border values of ndc [7]. 

 
 

ndc  ≥ 5 

Acceptable measurement system. 
The measurement system provides 
reliable information about the 
process changes. 

ndc  < 5 

Not acceptable measurement 
system. The measurement system 
does not provide reliable 
information about the process 
changes. 

4.  THE HONEST GRR STUDY (EMP) 
The honest GRR study belongs to the EMP methods [8] - 

Evaluating the measurement process, what are the methods 
for measurement system evaluation. As G. Knowlers [17] 
highlights a variability reduction, it belongs today to the 
interest of the manufacturing companies. The EMP method 
bases were developed in the 80’s by the American statistician 
and awarded quality expert Dr. Wheeler [18]. A part of the 
EMP methods is also the honest GRR study. The method is 
nowadays a part of debates among professionals, e.g. [19], 
[20], there exist qualification courses for its introduction and 
implementation (mainly in the USA) and EMP macros are 
available by some statistical software as, e.g. the SAS7QC 
software [22]. In order to evaluate the consistency, this 
method uses regulation charts that can detect bias between 
operators (reproducibility) or inconsistency between 
operators. For measurement error evaluation the honest GRR 
study based on the Fisher intraclass correlation coefficient is 
used. By the value of intraclass correlation coefficient the 
measurement system is divided into four groups (class 
monitors): first, second, third, and fourth [8]. Each single 
monitor class is characterized by its ability to attenuate the 
production process signals in regular chart, the ability to 
detect shift and to detect the production process 
improvement. From this point of view the individual class 
monitors are characterized according to three factors [22]: 
• Attenuation of process signals, 
• Chance to detect a shift,  
• Measurement system ability to track the process 

improvement.  
Here applies the rule, the higher number of class monitor 

there is (max. class monitor 4), the greater percentage of 
variance there is due to measurement system variability. The 
overall systematic review of four class monitors and their 
factor characteristics is shown in Table 4. 

 
Table 4.  Measurement system class of monitor and their 

characteristics for different  𝑟𝑟0 [23]. 
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The first introduced factor is attenuation of process signals 
that determine into how many percentages can the 
measurement system attenuate the production process signal 
(to degrade the information provided by process variability). 
It means to attenuate the observed variance in comparison to 
the real variance. The interaction between the production 
process signals and the measurement system signals is visible 
in Fig.2., where on the x-axis the intraclass correlation 
coefficient  (𝑟𝑟0) is shown and on the y-axis is signal strength 
in percentage.  

The second important factor is the chance of detecting a 3-
standard error shift according to Western electric rules by the 
subgroup of ten parts [24]. In accordance to Wachsa [24], it 
is very important to detect the shift in production process, 
because when it is not done there is a risk of facing an error 
of type II, which means that the nonconformity part is 
evaluated as conformity part. It means that the regular chart 
has to detect the measurement above the UCL (upper control 
line) or LCL (lower control line), but it is not the case.  

 

 
 

Fig.2.  Attenuation of production process and measurement system 
signals. 

 
The last introduced factor is linked with the chance to detect 

the process improvement (see the classification borders in 
Table 2.). The last column of Table 2. shows how big must 
the process improvement or weakening be for the process to 
be moved from one class monitor into the other.  

The analytical part of the honest GRR consists, similarly to 
the average and range method, of some systematically 
following steps. The first step is counting repeatability of 
variance component according to (12). 

 

�𝜎𝜎�𝑝𝑝𝑝𝑝�
2

= 𝐸𝐸𝐸𝐸 2 =  � 𝑅𝑅�

 𝑑𝑑2
�
2
                      (12) 

 
where, 
𝑅𝑅�    – the average variation range of all operators repeated 
measurements for all parts, 
𝑑𝑑2  – correction factor for values link to the distribution of 
average variation (see appendix C in MSA, AIAG guideline) 
[7]. It is necessary to look for this coefficient in the 

penultimate line, whereas m = number of repeated 
measurement trials. For m = 3 –> 𝑑𝑑2 = 1.69257.  

The second step is counting the variance component called 
reproducibility according to (13).  𝑅𝑅�  𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷  is calculated the 
same as by the average and range method and it is according 
to the already mentioned (13). 

 

 (𝜎𝜎�𝑜𝑜)2  = 𝐴𝐴𝐸𝐸2 =   ���𝑅𝑅
� 𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷
𝑑𝑑2

��
2
− 𝑜𝑜

𝑜𝑜.𝑛𝑛.𝑟𝑟
 . �𝜎𝜎�𝑝𝑝𝑝𝑝�

2
 �      (13) 

 
For (13) apply: 
r   – number of measured parts, 
n – number of repeated measurement trials, 
o – number of operators,  
𝑑𝑑2 – correction factor for values link to the distribution of 
average variation (see appendix C in MSA, AIAG guideline) 
[7]. It is necessary to look for this coefficient as g (number of 
subgroups) = 1 (fixed factor) and m (subgroup range) = 
number of operators (variable). For m = 3 (conducted 
measurement task) –> 𝑑𝑑2 = 1.91155.  

The next step is calculating the combined repeatability and 
reproducibility according to (14) and the total variation 
according to (15). 

 
(𝜎𝜎�𝑝𝑝)2 = 𝐺𝐺𝑅𝑅𝑅𝑅2 = �𝜎𝜎�𝑝𝑝𝑝𝑝�

2
+ (𝜎𝜎�𝑜𝑜)2                (14) 

 
 (𝜎𝜎�𝑥𝑥)2 = 𝑇𝑇𝐸𝐸 2 = �𝜎𝜎�𝑝𝑝�

2
+ (𝜎𝜎�𝑝𝑝)2                 (15) 

 
Because the second power of the part variance is not known, 

it is necessary to calculate it according to (16). 
 

�𝜎𝜎�𝑝𝑝�
2

= 𝑃𝑃𝐸𝐸2 =  �𝑅𝑅𝑝𝑝
𝑑𝑑2
�
2
                        (16) 

where,  
Rp – the variation range from the measurement of arithmetic 
mean of the individual repeats for the individual subgroups of 
the parts. 
𝑑𝑑2 – correction factor for values link to the distribution of 
average variation (see appendix C in MSA, AIAG guideline) 
[7]. It is necessary to look for this coefficient as g (number of 
subgroups) = 1 (fixed factor) and m (subgroup range) = 
number of measured parts (variable). For m = 10 (No. of 
measured parts) –> 𝑑𝑑2 = 3.17905. 

The next step is calculating the percentage component of 
combined repeatability and reproducibility % GRR (17), also 
the percentage component value of variance component 
repeatability (18) and reproducibility component (19). 

 
% 𝐺𝐺𝑅𝑅𝑅𝑅 =  100.  (𝜎𝜎�𝑒𝑒)2

 (𝜎𝜎�𝑥𝑥)2                          (17) 
 

% 𝐺𝐺𝑅𝑅𝑅𝑅 =  100.  (𝜎𝜎�𝑒𝑒)2

 (𝜎𝜎�𝑥𝑥)2                          (18) 
 

% 𝐴𝐴 𝐸𝐸 =  100.  (𝜎𝜎�𝑜𝑜)2

 (𝜎𝜎�𝑥𝑥)2                          (19) 
 

The intraclass correlation coefficient is calculated 
according to (20) and on its basis the measurement system is 
classified in one of four class monitors. 
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𝑟𝑟0  =   �𝜎𝜎�𝑝𝑝�
2

 (𝜎𝜎�𝑥𝑥)2                              (20) 
 

The penultimate step is the process signals attenuation 
calculation (21). 

 
𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑛𝑛𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑛𝑛 𝑎𝑎𝑜𝑜 𝑝𝑝𝑟𝑟𝑎𝑎𝑛𝑛𝑎𝑎𝑝𝑝𝑝𝑝 𝑝𝑝𝑎𝑎𝑠𝑠𝑛𝑛𝑎𝑎𝑠𝑠𝑝𝑝  =  1 −  �𝑟𝑟0      (21) 

 
The last step is calculating the process improvement 

detection according to (22), (23), and (24). 
 

𝐶𝐶𝑝𝑝80 =  𝑈𝑈𝑈𝑈𝑈𝑈−𝑈𝑈𝑈𝑈𝑈𝑈 

6.� 𝑅𝑅�
 𝑑𝑑2

�
 .√1− 0.80                   (22) 

 

𝐶𝐶𝑝𝑝50 =  𝑈𝑈𝑈𝑈𝑈𝑈−𝑈𝑈𝑈𝑈𝑈𝑈 

6.� 𝑅𝑅�
 𝑑𝑑2

�
 .√1− 0.50                    (23) 

 

𝐶𝐶𝑝𝑝20 =  𝑈𝑈𝑈𝑈𝑈𝑈−𝑈𝑈𝑈𝑈𝑈𝑈 

6.� 𝑅𝑅�
 𝑑𝑑2

�
 .√1− 0.20                    (24) 

 
5.  GRR ANALYSES COMPARISON BASED ON RESULTS GAINED 
BY TWO METHODS (AVERAGE AND RANGE METHOD AND THE 
HONEST GRR STUDY) 

In this article subhead, the results of GRR analysis (see 
Table 5.) based on two methods are compared:  
• average and range method,  
• the honest GRR study. 

The average and range method evaluate the measurement 
system as not acceptable, because the % GRR = 33.41 and is 
more than 30 % and the ndc parameter has the value 3, which 
is also not an acceptable value of the ndc parameter. The 
variability component called repeatability has the value 
32.23 %, the reproducibility component is 8.81 %, the part 
variability component is 94.25 %. It means that by each 
variability component sum, the total variability is more than 
100 %, which is a bit difficult to agree by mathematical rules. 
Reason for that is the counting variability component as 
standard deviation by AV & GRR.  

According to the honest GRR study the analyzed 
measurement system is evaluated as first-class monitor, 
because the intraclass correlation coefficient has reached the 
value 0.89. Same as by the average and range method, each 
variability component can be defined separately. The 
variability component repeatability has a value of 10.38 %, 
the variability component reproducibility has a value of 
0.78 %, the combined variability component repeatability and 
reproducibility has a value of 11.16 %. The total variability 
value is obtained by counting all partial components and is 
100 %. The process signal attenuation will be 5.74 % and the 
measurement system attenuation will be 94.26 % (the 
observed process will be very similar to the real process). For 
the first class monitor measurement process there will be 
more than 99 % probability of detecting the 3-standard 
deviation shift by number of subgroups 10 based on the 
Western Union rule No. I. The measurement system has the 
ability to track the process improvement up to Cp80 where the 
value is 2.79. 

Table 5.  Results of GRR analyses for the measured data in 
Table 1. 

 
Average and range method 

(AIAG, MSA approach) 
The honest GRR study 

(EMP approach) 

Variability component  Variability component  

𝐸𝐸𝐸𝐸 =  0.041937 �𝜎𝜎�𝑝𝑝𝑝𝑝�
2

 =  0.001759 
𝐴𝐴𝐸𝐸 =  0.011500  (𝜎𝜎�𝑜𝑜)2   =  0.000132 

GRR =   0.043486  (𝜎𝜎�𝑝𝑝)2 =  0.001891 

𝑇𝑇𝐸𝐸 = 0.130196  (𝜎𝜎�𝑥𝑥)2 =  0.016951 

𝑃𝑃𝐸𝐸 = 0.122719 �𝜎𝜎�𝑝𝑝�
2

= 0.015060 
% of variability component 

(counted as standard 
deviation) 

% of variability component  
(counted as variance) 

 𝐺𝐺𝑅𝑅𝑅𝑅 =  100 .
 0.043486
0.130196

= 𝟑𝟑𝟑𝟑.𝟒𝟒𝟒𝟒 

𝐺𝐺𝑅𝑅𝑅𝑅 = (𝜎𝜎�𝑝𝑝)2

= 100.
0.0018902
0.0169311

= 11.16 

𝐸𝐸𝐸𝐸 =  100 . 0.041937
0.130196

 = 
32.23 

𝐸𝐸𝐸𝐸 =  �𝜎𝜎�𝑝𝑝𝑝𝑝�
2

= 100.
0.001759

0.0169311  
= 10.38 

𝐴𝐴 𝐸𝐸 =  100 . 0.011500
0.130196

 = 
8.81 

𝐴𝐴𝐸𝐸 =   (𝜎𝜎�𝑜𝑜)2

= 100.
0.0001315
0.0169311  

= 0.78 

𝑃𝑃𝐸𝐸 =  100 .
0.122719
0.130196

=  94.25 

𝑃𝑃𝐸𝐸 =  �𝜎𝜎�𝑝𝑝�
2

= 100.
0.0150409
0.0169311  

= 88.84  
𝑛𝑛𝑑𝑑𝑛𝑛 =  1.41 . 0.122719

0.043486
 = 

3.97 => 3 
 𝑟𝑟0 =  0.0150409

0.0169311
 = 0.89 

 
6.  CONCLUSIONS 

From the submitted study, the following can be concluded: 
• the total variability by the average and range method 

(AIAG, MSA approach) will not give the value of 100 %. 
The confusion here is the fact that part to part, EV & AV 
variations are expressed in percentage. Then there is 
expectation that the total variation will be 100 %. 

• The honest GRR study (EMP approach) respects the basic 
percentage understanding and all variability components 
are getting the sum of 100 %. Reason for this is that the 
method is counting the variability components from 
variance.  

How the perceptual components of variability are 
calculated by average and range method, this is explained in 
article [26] by Wheeler. To the fact of not getting the value of 
100 % by all variability components summation (MSA 
approach) point also Ermer in his article [28] or Pandiripalli 
in his submitted thesis [20]. In general, the honest GRR study 
provides extended information about the measurement 
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system. Beyond partial variability components information, 
there is also information available regarding:  
• process signal attenuation,  
• measurement system attenuation,  
• ability to detect the shift of 3 standard deviations by the 

subgroup of n = 10  
• the ability to track the process improvement or weakness.  

An interesting and recommended comparison of gauge 
repeatability and reproducibility methods is also available in 
the thesis of Stamm [19]. Nowadays, the MSA approach has 
a dominant position. Similar discussions are for example 
between the MSA and VDA5 approach. This discussion was 
highlighted in the article [28] by Dietrich. Also, in the case of 
MSA and the honest GRR study there is the fight about being 
the market leader for measuring system studies. And only the 
time will reveal the leading trend in measurement system 
analyses.  
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This paper presents an approach to estimate the orientation of the rectangular defect in the ferromagnetic specimen using the magnetic flux 
leakage technique. Three components of the magnetic flux leakage profile, such as radial, axial, and tangential component are considered 
to estimate the orientation of the rectangular defect. The orientation of the rectangular defect is estimated by the proposed analytical model 
using MATLAB software. The results calculated by the analytical model are validated by the three-dimensional finite element analysis 
using COMSOL Multiphysics software. Tangential component provides better performance to estimate the orientation of the rectangular 
defect compared with radial and axial component of the magnetic flux leakage profile. 
 
Keywords: Magnetic flux leakage, orientation of the defect, radial component, axial component, tangential component, finite element 
analysis. 
 
 
 
 
1.  INTRODUCTION 

Magnetic Flux Leakage (MFL) technique is a well- 
established Non-Destructive Testing (NDT) method to 
detect the surface and subsurface defects in the 
ferromagnetic material. The basic principle of the MFL is 
that a specimen under inspection is magnetized near 
saturation under the applied magnetic field. If there is no 
defect on the specimen, the majority of the magnetic flux 
lines pass through the specimen material itself, in contrast, 
the leakage field is created due to the smaller permeability 
in the defect region [1]-[4]. Three major vector components 
of the leakage profile are radial, axial, and tangential. The 
geometry of the defect and its dimension may change the 
pattern of the three components [5], [6]. Forward and 
Inverse approach are referred to in the MFL inspection 
technique. Dipole based analytical model and finite element 
based numerical model provide the solution for a forward 
approach. In this work, forward approach is considered to 
detect the orientation of the rectangular shaped defect. In 
forward approach, the MFL testing is performed in the 
calibrated sample with a known defect and the pattern of the 
leakage profile is recorded. The data obtained through the 
in-situ inspection of the specimen in literature are compared 
with the MFL profile generated by the calibrated samples. 
Recording the pattern of the leakage profile for the known 
defect in forward approach is not necessary when the dipole 
model is considered [2], [7]. Zatsepin et al. (1966) 

introduced an analytical model using the point or strip of 
dipole for rectangular shape defect [8]. The magnitude of 
the leakage profile and the externally applied field are not 
considered. Later on, Shcherbinin et al. (1972) extended the 
Zatsepin model by considering the 3-D rectangular shape 
defect with finite size. The maximum amplitude of the radial 
and axial components of leakage profile in the symmetry 
axis was considered and the size of the defect was not 
discussed. [9]. Forster et al. (1986) improved the model of 
Shcherbinin for the same type of defect by considering the 
magnitude of the applied field and magnetic property of the  
specimen  [10]. Minkov et al.  (2002) applied the dipolar  
model to 3-D rectangular defect and reported that the 
strength of the radial component leakage profile is directly 
proportional to the depth of the defect [11]. Sushant. 
Dutta et al. (2009) proposed a 3-D analytical model for 
surface breaking in ferromagnetic specimen which has a 
maximum magnitude for radial component rather than for 
axial and tangential. Leakage signal prediction and defect 
characterization were also performed using the analytical 
model [12]. Maryam Ravan et al. (2010) developed an 
analytical model for the arbitrary defect sizing. The main 
drawback of that method is longer computation time [13]. 
Wenhua Han et al. (2014) developed an algorithm to 
estimate the two-dimensional defect in fast manner and the 
length of the defect is not considered [14]. Dipole model 
was developed to measure the alternating magnetic field 
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created for circular type defect in the titanium alloy pipe. 
The eddy current principle is used in this study. Distorted 
eddy current in the defect region generates the alternating 
magnetic field in the radial direction of the pipeline. 
Volumetric studies are performed to validate the analytical 
model along with the finite element method and 
experimental method [4]. Analytical model for the radial 
component of the leakage profile is proposed and lift-off 
study is also performed. Estimation of the defect from 
analytical model is correlated with the actual defect 
parameter. Performance of the analytical model is validated 
through experimental results [5]. The performance of the 
radial and axial component of non-orientated rectangular 
defect is analyzed and we conclude that the radial 
component provides excellent performance to estimate the 
length and depth of the defect [15]. COMSOL Multiphysics 
software is employed to estimate the crack depth using 
alternating current potential drop technique [16]. The effect 
of defect orientation of the steel plates was studied and the 
influence of the orientation was estimated in terms of crack 
propagation [17]. 

In general, the rectangular defect was presented with 
orientation on the specimen. In this research work analytical 
model is proposed to estimate the orientation of the 
rectangular defect using the three components of the leakage 
profile. Among the three components, tangential component 
provides the good performance to estimate the orientation of 
the defect. For validation, the finite element studies are 
performed by using COMSOL Multiphysics software.  

 
2.  ANALYTICAL MODEL FOR THREE COMPONENTS OF MFL 

Fig.1. shows the rectangular shape defect on the steel slab 
with the notation of length ‘2 l’, width ‘2 w’, and depth ‘d’. 
The angle between the discontinuity orientation and 
magnetization direction is represented by ‘β’. 

 

 
 

Fig.1.  Dipolar representation of rectangular defect. 
 

Three components of the leakage profile are represented as 
axial component ‘Bx’, tangential component ‘By’, and radial 
component ‘Bz’. The orientation of the defect may affect the 
three components of the leakage profile. The Axial (x΄), 

tangential (y΄), and radial (z΄) component of the magnetic 
field at a point with coordinates x´, y´, and z´ is given by 

 

 
 

 
 

 
 

 
 

 
 

 
 

To analyze the MFL signal characteristics of the 
discontinuity in a different orientation, the length 2 l, the 
width 2 w, depth d, lift-off z , and σms/4 πµ were assumed to 
be 2 cm, 1.5 cm, 0.50 cm, 1 mm and 1, respectively. The 
Bx΄(β), By΄(β), and Bz΄(β) are calculated for the orientation 
angle β from 0 to 90 degrees. 

From Fig.2. it is observed that the magnitude of the three 
components of the MFL signal varied for the different 
orientations of the defect. The defect orientation angle β is 
increased from 0 to 90 degrees and the analytical model 
output is observed. The amplitude of the axial and radial 
component is increased and very minor magnitude changes 
in the 75, 80 and 90-degree orientation are observed. The 
amplitude of the tangential component is first increased 
from 0 to 45-degree orientation and then decreased from 45 
to 90 degrees.  Polynomial expression for axial, radial, and 
tangential component of the leakage profile is derived using 
the magnitude of the leakage profile. Tangential component 
has two polynomial expressions, the expression (6a) is used 
to estimate the orientation from 0 to 45 degrees and the 
expression (6b) is used to estimate the orientation from 46 to 
90 degrees. 
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a) 
 

 
 

b) 
 

 
 

c) 
 

Fig.2.  MFL profile of analytical model output for the different 
orientation of discontinuity 

a) Axial profile, b) radial profile, c) tangential profile. 

Error percentage of the three components of the MFL 
profile during the estimation of the angle is shown in 
Table 1. The average error percentage of the radial and axial 
leakage profile component is ‘13‘ and ‘7‘.  When comparing 
axial and radial component, the axial component has less 
average error percentage. It is observed that the radial 
component failed to estimate the orientation of the defect. 
Among the three components, tangential leakage profile 
provides better estimation. Axial and tangential components 
are considered to estimate the defect orientation in 
numerical studies. 
 

Table 1.  Estimated error % for orientation of three profiles. 
 

 
 
3.  NUMERICAL MODEL FOR TANGENTIAL AND AXIAL 
COMPONENT OF MFL 

The finite element approach is an efficient method to 
identify the defect on the inspected specimen. Three-
dimensional finite element studies are performed to validate 
the proposed analytical model. COMSOL Mutiphysics 4.3a 
modeling software is utilized to implement the finite 
element analysis. AC/DC module of the software is 
facilitated to compute the electric and magnetic field 
analysis on the inspected specimen. Fig.3. shows the three-
dimensional geometry of 15-degree oriented rectangular 
defect on the rectangular ferromagnetic steel slap with 
permanent magnet. The length, width and thickness of the 
ferromagnetic steel slab are 100 cm x 100 cm x 15cm. The 
rectangular defect is of length 50 cm, width 5 cm and depth 
7.5 cm with 15, 45 and 80-degree orientations. Two 
permanent magnets are used to magnetize the inspected 
specimen. The entire arrangement is surrounded by the air 
bounded domain. 

Table 2. shows the domain specification of ferromagnetic 
plate and the permanent magnet in COMSOL Multiphysics 
4.3a. 

In the preprocessing of the geometry, tetrahedral element 
is considered for meshing operation. Fig.4. shows the 
tetrahedral meshed geometry of the specimen with the help 
of 131,338 elements and 838,650 numbers of degrees of 
freedom. Computation time taken for this preprocessing is 
72 seconds. 
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Fig.3.  Geometry of the specimen with defect. 
 

Table 2.  Domain specification of the model. 
 

 
 

 
 

Fig.4.  Meshed geometry of the specimen with defect. 
 
The property of the mesh considered for this finite element 

analysis is shown in Table 3. 
 

Table 3.  Properties of mesh. 
 

 

 
a)  15-degree orientation 

 

 
b)  45-degree orientation 

 

 
c)  80-degree orientation 

 
Fig.5.  Surface plots of the tangential component for different 

orientations of the defect. 
 

In the AC/DC module of COMSOL Multiphysics 
software, the stationary solver study is performed on the 
developed geometry. In post processing of the solved 
geometry the surface plot is constructed. Fig.5. shows the 
surface plot of 15, 45 and 80-degree orientation of the 
defect. The uniform distribution of the magnetic field in the 
entire region of the specimen and the variation of the 
leakage profile in the defect region shows the effective 
arrangement of permanent magnet along with the inspected 
specimen. The stepwise single point line scan is performed 
for 100 cm length of the specimen and the magnitude of the 
axial and tangential component of the leakage profile is 
observed.  
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4.  RESULTS AND DISCUSSION  
To validate the proposed analytical model a comparison 

study is performed between the outputs of analytical model 
with numerical model. The dimension of the defect in the 
comparison study is considered to be of length 50 cm, width  
5 cm, and depth 7.5 cm. The orientation of the defect with 
respect to the applied magnetic field is 15 degrees, 
45 degrees, and 80 degrees. Fig.6. shows the normalized 
output of the axial and tangential component of the 
analytical model. Normalization of the magnetic leakage 
profile output does not affect the defect information [2]. The 
magnitude of the axial component decreases while the 
orientation of the defect increases. In the case of tangential 
component, the magnitude is increased from 0 to 45 degrees 
of orientation and then the magnitude of the profile is 
decreased up to 90 degrees of orientation. 
 

 
a) 

 

 
b) 
 

Fig.6.  Analytical output for different orientation 
a) axial component, b) tangential component. 

 
The polynomial expression is derived using the actual 

angle with the corresponding analytical output magnitude of 
the leakage field. The equation (7) is derived with the help 
of axial profile magnitude and the equation (8) is derived 

with the help of tangential profile magnitude. Error 
percentage of the angle estimation for the axial and 
tangential component of the analytical model output is 
shown in Table 4. 

 

 
 

Table 4.  Estimated error % for analytical model.  
 

 
 

Fig.7. shows the normalized output of the axial and 
tangential component of numerical model. The magnitude of 
the leakage profile of both components in numerical model 
is varied as discussed in the analytical model output. The 
polynomial expression is derived using the actual angle with 
the corresponding numerical output magnitude of the 
leakage field. 

 

 
 
Error percentage of the angle estimation for the axial and 

tangential component of the numerical model output is shown 
in Table 5. 

 
Table 5.  Estimated error % for numerical model. 

 

 
 
The tangential component provides the minimum error 

percentage when compared to the axial component in 
analytical and numerical model output. The orientation of 
the defect on the ferromagnetic specimen is estimated 
accurately using the tangential component of the MFL 
profile.   
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a) 
 

 
b) 
 

Fig.7.  Numerical output for different orientation 
a) axial component, b) tangential component. 

 
5.  CONCLUSION 

We have developed an analytical model to estimate the 
orientation of the defect in ferromagnetic specimen. The 
result of the analytical model analysis showed that the radial 
component has large error to estimate the angle of the 
defect, and hence, the axial and tangential components are 
considered in the numerical study. The tangential 
component measured the defect orientation in precise 
manner when compared to the axial component. For 
validation purpose the numerical studies are performed 
using COMSOL Multiphysics software. Good correlation 
among the analytical and numerical studies revealed the 
good performance of the proposed method. The most 
important step of the forward approach, such as recording 
the pattern of the leakage profile for the known defect, is 
eliminated by using the proposed analytical model and also 
the proposed model provides support to reconstruct the 
defect in the inverse MFL problem. 
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Steel-fiber reinforced concrete is a composite material characterized by outstanding tensile properties and resistance to the development of 
cracks. The concrete, however, exhibits such characteristics only on the condition that the steel fibers in the final, hardened composite 
have been distributed evenly. The current methods to evaluate the distribution and concentration of a fiber composite are either destructive 
or exhibit a limited capability of evaluating the concentration and orientation of the fibers. In this context, the paper discusses tests related 
to the evaluation of the density and orientation of fibers in a composite material. Compared to the approaches used to date, the proposed 
technique is based on the evaluation of the electrical impedance Z in the band close to the resonance of the sensor–sample configuration. 
Using analytically expressed equations, we can evaluate the monitored part of the composite and its density at various depths of the tested 
sample. The method employs test blocks of composites, utilizing the resonance of the measuring device and the measured sample set; the 
desired state occurs within the interval of between f=3 kHz and 400 kHz. 
 
Keywords: Steel-fiber; concrete; non-destructive testing; electromagnetic field; electric impedance. 
 
 
 
 
1.  INTRODUCTION 

The last decades have witnessed major development of 
fiber-reinforced concrete, a material formed through the 
addition of a metal reinforcement (filler), but also the 
general rise of interest in composite materials and related 
non-destructive testing methods [1]-[7]. 

In order for a material to exhibit the required mechanical 
and thermal properties, it is necessary to ensure the related 
macroscopic properties, such as the homogeneous and 
isotropic distribution of the components, and thus also the 
resulting parameters. This phase depends on selecting a 
suitable technology to prepare and manufacture the given 
material. Intensive attention is thus paid to methods and 
principles that enable us to evaluate non-destructively the 
concentration of the components of a composite, fillers in 
particular; by extension, these approaches are also employed 
to assess the orientation of individual elements in a concrete 
filler [6], [8]-[10]. An interesting tool consists of techniques 
and devices to evaluate the concentration of fibrous 
particles, or steel fibers, in both fresh and solidified 
concrete; in this case, however, the orientation of the fibers 
can be assessed only with considerable difficulty. 

The presently used techniques exploit the common 
evaluation of the electrical impedance Z of the tested sample 
[4], [5], and they employ dedicated experiments to derive  
the relationship between changes of the module of the 
electrical impedance Z and orientation of the steel fibers. 
Generally, researchers point out the relationship between the 
impedance magnitude and the concentration of the fibers.   

Our experiments have shown that, utilizing the electric and 
ferromagnetic properties of steel fibers as the composite 
filler component in reinforced concrete, it is possible to 
monitor the concentration and distribution of the fibers in a 
non-destructive manner [1]. Further, the use of a suitable 
measurement methodology and the frequency band close to 
the resonance of the sensor–sample configuration facilitates 
more accurate derivation and evaluation of the composition 
of the monitored composite component, namely, the steel 
fibers [1], [13]. 
 
2.  THE IMPEDANCE MEASURING METHOD AND THE NEAR- 
RESONANCE STATE 

The non-destructive methods presented to date, such as 
those discussed in papers [11]-[12], exploit the properties of 
the electromagnetic (EMG) field to monitor the distribution 
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of fibers in the tested composite. To evaluate the properties 
of the composite components, the actual principle employs 
the electric impedance Ẑ  in the region of the monitored 
sample; we can then write 

 
Ê

ˆ
Ĥ

Z   ,                                        (1) 

 
where Ẑ  denotes the complex impedance of the harmonic 
behavior of the electric and magnetic field components, Ê   
is the complex vector of the electric field intensity, and Ĥ   
denotes the complex vector of the magnetic field intensity. 
The details of the fields and other aspects are shown in, for 
example, Fig.1. The frequency f of the impedance meter’s 
excitation signal (Fig.1.) is progressively set such that the 
resonance quality factor Qh could assume the values 
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In the experimental setting, the values proved to be 

beneficial for the final evaluation of the location with non-
uniform distribution of the composite material components. 
To evaluate the mass density of the monitored composite 
material component, the electric power specific density (the 
Poynting vector) is assessed; this vector is then written as 

 
  ˆ ˆˆ E H  ,                                       (3) 

 
where the symbol × denotes the vector product. 
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Fig.1.  A scheme of the impedance-based NDT method: the 
evaluation of the tested sample parameters. 

 
The dissipated electrical power P generated in the 

monitored composite material component is bound to the 
surface density of the active power ̂   from the above 
expression (3), and this dissipated power is formulated 
within 

  ,                                   (4)  S
j

j

S

S

P d
                              

where P is the dissipated electrical power in the region 
having the volume V  in the measured portion of the 
composite material, 

jSΠ denotes the power flux surface 

density in the area of the shaping yoke at the distance D 
from the surface of the composite material, dS is the vector 
of the element of the cross section area of the measured part 
of the composite material sample, Sj represents the section 
through the magnetic yoke, and S is the cross section of the 
area of the monitored material sample (Fig.1.). 

In relation to the preset resonant frequency fr of the entire 
setup comprising a detection and measuring device and an 
electric coil wound on the arms of a ferromagnetic yoke, we 
have – for the complex impedance Ẑ  in the exponential 
form – the formula 
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For the component form, the complex impedance is 

written as 
 
                  

0 0 0 0 0 ,    ,Re ,Im ,Im
ˆ ,

r
r

f
Z Z jZ f f holds Z    (6) 

 
where Z0,Re , Z0,Im are the real and imaginary components of 
the complex impedance Ẑ . Based on such measured data, it 
is then easy to evaluate the magnitude of the dissipated 
power (3), which corresponds to the mass density of the 
monitored composite material component  
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where U is the effective value (RMS) of the electric voltage 
on the terminals of the excitation coils in Fig.1. 

The change of resonance for the initial preset frequency fr 
of the detection and measuring device and the connected 
electric coil will occur if the position of the ferromagnetic 
yoke is altered such that, in the monitored volume V of the 
tested composite material sample, we can observe a 
variation of the mass density  or the orientation of the 
needle-like formations of the monitored composite material 
components. 

Using the above-expressed relationships between the mass 
density of the composite material component and the 
electromagnetic field, (3) to (7), it is possible to evaluate the 
parameters of the desired properties of the composite 
material samples according to the function g:  

 
                               2 2 2 , , ,efU g J S f                      (8)

 
 
where J is the current density in the volume V, and ef 
denotes the equivalent specific electrical conductivity in the 
volume V, Fig.1. 
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3.  EVALUATING THE TESTS OF BLOCKS AND PARAMETERS 
The proposed methodology tests [13] were performed in 

laboratory conditions, Fig.2. The actual testing of the 
composite material sample (with the applied needle-like 
filler components, Fig.3., Fig.4., and Fig.5.) for the selected 
type and version of the magnetic yoke within the given 
frequency range is shown in Fig.6. 

To enable the testing and evaluation of the specific density 
of the monitored parts of the composite  (Fig.5.) in the 
block of the sample (Fig.3.), we assessed the losses dP [W] 
in the measured area as having volume V. In the sample P4 
from Fig.3., given the frequency of fr=328.630 kHz, we 
determined the losses of dPco= 39.1 W and dPfi=37.0 mW 
on the fine and coarse sides (xfi<0.2 mm and xco10 mm, 
respectively). The reference structures lacking metal 
elements of the composite, dPfant = 0.349 mW, and the 
composite distribution characteristics were analyzed 
differently (Fig.7., Fig.8., and Fig.11.). A similar test was 
performed for the same sample at the frequency of 
fr=146.000 kHz, again involving both the fine (xfi<0.2 mm) 
and the coarse (xco10 mm,) sides; the relevant evaluated 
losses corresponded to dPco=30.6 mW and dPfi=36.6 mW. 
The reference structures lacking metal elements of the 
composite exhibited the value of dPfant = 22.8 mW (Fig.9., 
Fig.10., and Fig.12.). 
 

 
 
Fig.2.  The measuring test system and recording device (NDT) to 
evaluate the impedance module/phase of the monitored component 
at the DTEEE laboratories.  
 

    
 
Fig.3.  The composite material sample (P4) tested at the DTEEE 
laboratories; the dimensions are 300x300x140 mm.  
 

 
 
Fig.4.  The compact NDT measurement and recording device to 
evaluate the impedance module/phase of the monitored component 
of the composite material sample. The apparatus operates as a 
semi-automatic monitoring system.  
 
 
 

 
 

Fig.5.  Selected metal elements of the monitored component of the 
composite material sample.  
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Fig.6.  The frequency characteristics of the magnetic yoke: the 
resonant frequency of fr=425.000 kHz.  
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Fig.7.  The measurement and evaluation of the impedance 
module/phase of the monitored component P4, impedance module 
Z, fr=328.630 kHz: the fine surface, coarseness rate of 
xfi<0.2 mm. 
 
 

 
 
Fig.8.  The measurement and evaluation of the impedance 
module/phase of the monitored component P4, impedance module 
Z, fr=328.630 kHz: the coarse surface, coarseness rate of 
xco10 mm. 
 
 

 
 
Fig.9.  The measurement and evaluation of the impedance 
module/phase of the monitored component P4, impedance module 
Z, fr=146.000 kHz: the fine surface, coarseness rate of 
xfi<0.2 mm. 

 
 
Fig.10.  The measurement and evaluation of the impedance 
module/phase of the monitored component P4, impedance module 
Z, fr=146.000 kHz: the coarse surface, coarseness rate of 
xco10 mm. 
 
 

 
 
Fig.11.  The measurement and evaluation of the impedance 
module/phase of the monitored component without the metal 
element, impedance module Z, fr=328.620 kHz. 
  
 
 

 
 
Fig.12.  The measurement and evaluation of the impedance 
module/phase of the monitored component without the metal 
element, impedance module Z, fr=146.000 kHz.  
 

 



 
 
 

MEASUREMENT SCIENCE REVIEW, 18, (2018), No. 1, 35-40 
 

39 

 
 
Fig.13.  The measurement and evaluation of the impedance 
module/phase; a part of the composite orientation (red) in the 
monitored component P4, impedance module Z, fr=146.000 kHz: 
the coarse surface, coarseness rate of xco10 mm. 
 
4.  RESULTS 

The results obtained from the blocks with the tested and 
evaluated distribution (homogeneity) of the composite 
material components, Fig.5., were analyzed for the 
frequencies of fr1=3.450 kHz, fr2=21.900 kHz, 
fr3=50.120 kHz, fr4=146.000 kHz, and fr5=328.630 kHz. 
These frequencies had been preset to facilitate the 
evaluation of the dissipated power dP and, subsequently, the 
volumetric mass density  of the monitored metal elements. 
Using a simple test, we determined the volumes Vi, i=1,..,5 
actively influenced by the magnetic field generated by the 
magnetic yoke (Fig.1.). In evaluating the volumetric mass 
density , it is possible to further utilize the already assessed 
volumes V5 75 cm3, V4375 cm3, V3600 cm3, V2900 cm3, 
and V11125  cm3. The coefficient kV is then instrumental 
towards establishing the measured density of the metal 
composite sam; in this context, we assume steel exhibiting 
the specific electric conductivity and volumetric mass 
density of =9.93 MS/m and Fe, respectively. 

The resulting volumetric mass density of the tested sample 
corresponds to 

sam Fe Vk  .                                
 (9) 

 
We then employ the above formula (7) to express the 

content coefficient of the monitored composite component, 
from which the volumetric mass density  is enumerated. 

The density coefficient of the monitored composite 
component corresponds to 
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where dPfant is the previously measured and evaluated 
magnitude of the dissipated power of the reference structure 
without the monitored composite. For the sample P4 at the 
depth of down to 10 mm from the surface, we then have 
P4,f,10mm = 87.2 kg/m3 from the fine side and P4,co,10mm 

= -135 kg/m3 from the coarse side. A similar analysis can be 
performed for the depth of 50 mm, with P4,f,50mm = 
61.4 kg/m3 and P4,co,50mm = 27.6 kg/m3 from the fine and 
coarse sides, respectively.  
 
5.  DISCUSSION  

The measurement results presented within the previous 
chapter can be characterized and commented upon as 
follows: 

1.  It is invariably advisable to consider the analyses from 
the perspective of the reference sample, namely, the sample 
where the composite component has been eliminated (as 
characterized above in the form of the parameter dPfant). 

2.  Fig.7. to Fig.12. can be used to interpret the 
inhomogeneities in the distribution of the monitored 
composite component, and these are then evaluable from the 
components of the modulus of the impedance Z, phase , 
and dissipated power dP in the graphical embodiment of the 
radial interpretation of the quantities. 

3.  Analyses where the properties of the tested sample are 
assessed at different depths have to assume the parameters 
of the electromagnetic field. As already indicated within 
related sections of the text, the low-quality surface finishes 
(namely, the highly coarse ones) exhibit – considering 
analyses down to 10 mm – a major difference between the 
evaluated density rates in the monitored composite 
component; this effect becomes obvious if we compare the 
parameters and graphs from Fig.7., Fig.8. and active losses 
dPco= 39.1 W, dPfi=37.0 mW. The data differ to such an 
extent that, considering the technology applied to produce 
the sample, they can be regarded as inadequate values. The 
claim is verifiable via performing a measurement cycle in 
greater depths, for example, down to 50 mm below the 
surface; the data obtained for the depths of 10 mm and 
50 mm differ fundamentally. An identical reference sample 
is characterized by the losses of dPco=30.6 mW, 
dPfi=36.6 mW, namely, values corresponding to the applied 
technology for fabricating the tested sample. 

4.  The evaluation of the density of the metal elements, 
namely, the monitored composite component, is derived 
from the dissipated power dP in the assumed space to be 
observed having volume V. In an inappropriately preset 
measurement cycle (or one where the low quality sample 
surface finish exhibits high roughness), including the 
influence of the remaining composite components in the 
form of dissipated power, dPfant, will result in erroneous data 
on the volumetric mass density of the material of the 
component. Within our exemplary measurement, the 
information corresponding to such a condition is 
P4,co,10mm = -135 kg/m3, a value that points to 
inappropriate setting of the measurement and analysis of the 
sample. 
 
6.  CONCLUSION 

We designed and tested a novel methodology using 
impedance in the complex form to facilitate NDT-based 
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measurement and evaluation of composite material 
components. 

Test samples of composite materials with needle-like 
formations applied as the reinforcement were 
experimentally measured in laboratory conditions; in this 
context, we proved the basic functional principles of the 
designed NDT methodology for evaluating the distribution, 
density, and orientation of ferromagnetic/non-ferromagnetic 
conductive fibers in a composite material.  

This novel metrological approach towards the NDT of 
composite materials exploits impedance analysis; the 
selected resonant frequency enables us to evaluate the 
quality of the examined composite at different depths below 
the surface of the given block sample. 

The single-purpose devices designed and tested to support 
the NDT methodology exhibited sufficient sensitivity to 
evaluate the monitored components. 

The outcomes of the measurement and evaluation of the 
fibers’ directions and density are presented in chapters 3 and 
4 above. Without major corrections, we evaluated the 
density (mass) of the steel fibers, which exhibited specific 
distribution density values at particular subsurface depths. 
The procedure proved to be valid and advantageous for use 
at frequencies within the band close to the resonance of the 
monitored region of the material.  

Further research in the presented context will focus on 
verifying the accuracy of the volumetric mass density 
evaluation in the monitored composite material components. 
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