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Abstract: Treated water from wastewater treatment plants that is increasingly used for irrigation may contain 
pharmaceuticals and, thus, contaminate soils. Therefore, this study focused on the impact of soil conditions on the root 
uptake of selected pharmaceuticals and their transformation in a chosen soil–plant system. Green pea plants were planted 
in 3 soils. Plants were initially irrigated with tap water. Next, they were irrigated for 20 days with a solution of either 
atenolol (ATE), sulfamethoxazole (SUL), carbamazepine (CAR), or all of these three compounds. The concentrations of 
pharmaceuticals and their metabolites [atenolol acid (AAC), N1-acetyl sulfamethoxazole (N1AS), N4-acetyl 
sulfamethoxazole (N4AS), carbamazepine 10,11-epoxide (EPC), 10,11-dihydrocarbamazepine (DHC), trans-10,11-
dihydro-10,11-dihydroxy carbamazepine (RTC), and oxcarbazepine (OXC)] in soils and plant tissues were evaluated 
after harvest. The study confirmed high (CAR), moderate (ATE, AAC, SUL), and minor (N4AC) root uptake of the 
studied compounds by the green pea plants, nonrestricted transfer of the CAR species into the different plant tissues, and 
a very high efficiency in metabolizing CAR in the stems and leaves. The results showed neither a synergic nor 
competitive influence of the application of all compounds in the solution on their uptake by plants. The statistical 
analysis proved the negative relationships between the CAR sorption coefficients and the concentrations of CAR, EPC, 
and OXC in the roots (R = –0.916, –0.932, and –0.925, respectively) and stems (R = –0.837, –0.844, and –0.847, 
respectively). 
 
Keywords: Atenolol; Carbamazepine; Sulfamethoxazole; Irrigation with contaminated water; Sorption in soils; 
Metabolites. 

 
INTRODUCTION 
 

It has been recognized that human pharmaceuticals are not 
entirely removed from wastewater in wastewater treatment 
plants (e.g., Golovko et al., 2014a, b; Loos et al., 2013). As a 
result, pharmaceuticals contaminate surface and ground waters 
(Loos et al., 2010). They may also pollute soils if contaminated 
water is used for irrigation or if sewage sludge is used as soil 
amendment (e.g., Thiele-Bruhn, 2003; Verlicchi and Zambello, 
2015). The water environment and soils can be also polluted by 
veterinary pharmaceuticals from animal urine or farm waste 
(e.g., Charuaud et al., 2019). Pharmaceuticals present in soils 
can be taken up by plants (e.g., Ahmed et al., 2015; Al-Farsi et 
al., 2017; Christou et al., 2019; Goldstein et al., 2014; Kodešo-
vá et al., 2019a, b; Li et al., 2018, 2019a, b; Malchi et al., 2014; 
Montemurro et al., 2017; Mordechay et al., 2018; Shenker et 
al., 2011; Winker et al., 2010; Wu et al., 2013). Some of the 
studies (e.g., Kodešová et al., 2019b; Malchi et al., 2014; Paltiel 
et al., 2016) indicated a potential human health treat, if contam-
inated plant tissues (mainly roots and leaves) are consumed. 
Contaminations of plant fruits and associated risks have rarely 
been studied (e.g., Paltiel et al., 2016). 

The mobility of a pharmaceutically active compound in soil-
water and the potential availability for plants are largely con-
trolled by the pharmaceutical’s sorption into soil constituents 
and persistence in this environment. Sorption of pharmaceuti-
cals in soils is driven by different mechanisms, which depend 

on the form of their molecules (e.g., Klement et al., 2018; Ko-
dešová et al., 2015; Schaffer and Licha, 2015). A simultaneous 
sorption of differently charged compounds can be competitive 
(i.e., a decreased sorption of some compounds due to a compe-
tition for the same sorption sites) as well as synergistic (i.e., an 
increased sorption of some compounds due to their synergistic 
behavior) (e.g., Fér et al., 2018; Kočárek et al., 2016). There are 
just few studies that have focused on the soil impact on the 
uptake of pharmaceuticals from soils or the impact of simulta-
neously applied compounds to soils. The studies by Malchi et 
al. (2014), Goldstein et al. (2014), and Mordechay et al. (2018) 
indicated that the uptake of some compounds increased with 
decreasing organic carbon or clay content, but these trends were 
not proven statistically. A study by Kodešová et al. (2019a), 
which focused on the plant uptake of 3 pharmaceuticals 
(atenolol – ATE, sulfamethoxazole – SUL, and carbamazepine 
– CAR) from 3 different soil types, proved the statistically 
significant, negative relationships between the CAR sorption 
coefficients and CAR concentrations in roots of radishes, spin-
ach and lamb’s lettuce (no arugula), and leaves of radishes. No 
statistically significant relationships were found for ATE and 
SUL. Kodešová et al. (2019b), who studied pharmaceutical 
uptake from sewage sludge applied to 7 soils through spinach 
plants, documented close relationships between bioaccumula-
tion factors (BAFs) and soil properties positively affecting 
sorption of some of analyzed compounds. They proved nega-
tive relationships between cation exchange capacity (or organic 



Aleš Klement, Radka Kodešová, Oksana Golovko, Miroslav Fér, Antonín Nikodem, Martin Kočárek, Roman Grabic 

2 

carbon content) and BAF for CAR in leaves and roots, and 
negative relationships between cation exchange capacity and 
BAF for tramadol, citalopram, or telmisartan in roots. Distinct 
behaviors in two different soil groups were observed for ser-
traline, which was largely taken up from soils with a large base 
cation saturation. The sorption of organic compounds onto soil 
constituents reduces their amounts dissolved in pore water and 
thus reduces their uptake into plants (Li et al., 2019a, b). How-
ever, actual root-uptake of water and dissolved compounds is 
also controlled by soil water conditions (Brunetti et al., 2019). 
Uptake of water and available dissolved substances decreases at 
negative pressure heads close to zero and pressure heads above 
zero corresponding to soil saturation and pressure heads below 
the limit of decreased availability of water for plants or even 
below the wilting point (Feddes et al., 1978). Root-uptake can 
also be reduced by soil solution salinity (van Genuchten, 1987), 
which may also reduce plant growth and take up behavior of 
compounds in plant bodies (Kodešová et al., 2019b). 

The study by Winker et al. (2010) documented lower con-
centrations of carbamazepine in ryegrass tissues when applied 
in a mixture with ibuprofen than when applied as a single com-
pound solution. Christou et al. (2019) showed that while the 
SUL concentration in tomato fruits was reduced when applied 
together with trimethoprim or diclofenac, trimethoprim fol-
lowed the opposite trend. On the other hand, Kodešová et al. 
(2019a) did not find statistical differences between the uptake 
of ATE, SUL, and CAR applied in single compound solutions 
or their mixture.  

Studies by Goldstein et al. (2014), Malchi et al. (2014), 
Kodešová et al. (2019a, b), Montemurro et al. (2017), 
Mordechay et al. (2018), and Riemenschneider et al. (2017) 
documented that CAR can be metabolized mainly in plant 
leaves, and the CAR uptake and its transformation strongly 
depend on particular plant physiologies. Kodešová et al. 
(2019a) statistically proved that the metabolic efficiencies of 
radish and arugula (both family Brassicaceae) were very low, 
contrary to the high and moderate efficiencies of lamb’s lettuce 
and spinach, respectively. The very low efficiency in 
metabolizing CAR (as well as some other compounds) in the 
roots and leaves of radish was also proven by Li et al. (2018). 
They documented that CAR was mostly unmetabolized in 
radish tissue enzyme extracts, contrary, for instance, to the 
intensive SUL metabolism in these extracts (the SUL recoveries 
in root and leaf enzyme extracts after 96 hours were 34% and 
72%, respectively). Similarly, Wu at al. (2016) documented an 
even faster metabolism of SUL and a very low metabolism of 
CAR and ATE in carrot cell cultures. In addition, Kodešová et 
al. (2019a) found statistically significant, negative relationships 
between the CAR sorption coefficients and CAR two 
metabolite concentrations (carbamazepine 10,11-epoxide, 
oxcarbazepine) in the roots and leaves of radishes. Similar 
statistically significant relationships were not found for spinach 
and lamb’s lettuce, which contributed to the larger metabolism 
of all CAR species in these plants. 

In the study by Kodešová et al. (2019a), the uptake, transfer, 
and transformation of ATE, SUL, and CAR was studied in the 
roots and leaves of 3 leaf vegetables and radishes. Thus, an 
impact of soil conditions on the compounds’ concentrations in 
stems and fruits could not be evaluated. The current study, 
therefore, focused on the evaluation of the distributions of these 
3 compounds and their metabolites in tissues of green pea 
plants, i.e., in roots, stems, leaves, and pea pods. Our previous 
study also showed that the statistically significant negative 
correlations between sorption of compounds in soils and their 
concentrations in plant tissues were mostly observed for roots 

and not so often for leaves, which could be likely due to metab-
olization of accumulated compounds in leaves. Therefore the 
main goal was to test a hypothesis that compound concentra-
tions in stems (and pea pods) should be less impacted by com-
pounds’ metabolism than in leaves; thus, concentrations of the 
compounds in stems (and pea pods) can be negatively related to 
their sorption coefficients in soils. In addition, a hypothesis that 
uptake of ATE, SUL, and CAR applied in single compound 
solutions and in solution of their mixture should not concededly 
differ, was tested. 

 
MATERIAL AND METHODS 
Experimental setup 
 

The same soils and pharmaceuticals (Table 1 and 2) were 
used in this study, and the same procedures were followed as 
described by Kodešová et al. (2019a). Briefly, soil samples 
were taken from topsoils of the Haplic Chernozem developed 
on loess (HCh), Haplic Cambisol on paragneiss (HCa), and 
Arenosol Epieutric on sand (AE). Soil samples were air-dried to 
a soil-water content of 0.1 g/g and homogenized. These soils 
had very diverse soil properties (Table 1) and represented dif-
ferent soil environments that should affect behavior of selected 
compounds in soils in different ways. All 3 selected compounds 
ATE, SUL and CAR frequently occur in wastewater in the 
Czech Republic (Golovko et al., 2014a, b). ATE (Beta blocker 
used to treat hypertension) according to its pKa value (Table 2) 
should occur in tested soils (according soil pH in Table 1) in 
cationic form and its sorption affinity to soils is high (Table 2). 
SUL (antibiotic that is usually applied together with an antibi-
otic trimethoprim, used to treat a variety of bacterial infections) 
should prevail mostly in anionic form in soil of higher pH, and 
partly in anionic and neutral form, respectively, in soils of low 
pH. SUL sorption in soils is low (Table 2). Degradation half-
lives (DT50) of both compounds (ATE and SUL) in soils are 
relatively low (Table 2). CAR (anticonvulsant used primarily in 
the treatment of epilepsy, to control seizures and to treat pain 
resulting from trigeminal neuralgia and diabetic neuropathy) 
occurs in soils in neutral form, moderately sorbs in soils  
(Table 2) and is very stable in the soil environment (Table 2). 

Experiments were carried out in June under greenhouse con-
ditions (natural light, air humidity of 30%–40%, and air tem-
perature of 20–24°C). A single plant of green peas (Pisum 
sativum L. var. Axiphium) was planted in a small pot (volume 
of 340 cm3) in five replicates for each soil and treatment. Each 
plant was initially given 8 days of irrigation with tap water, 
followed by a period of 20 days of irrigation with solution of a 
single pharmaceutical (ATE, SUL, or CAR), a solution of all 3 
pharmaceuticals (Table 3), or tap water. It should be mentioned 
that the concentrations (Table 3) were five hundred to one 
thousand times over environmentally relevant concentrations, 
e.g., in wastewater presented by Golovko et al. (2014a, b) or 
Loos et al. (2013). Such concentrations were used to enhance 
the detection and quantification of all compounds and their 
metabolites in all matrices. Similar concentrations were also 
used in our previous study (Kodešová et al., 2019a) and some 
other studies. For more details, see Kodešová et al. (2019a). 
After treatment, plants were carefully removed from soils and 
washed. Plant tissues (i.e., roots, stems, leaves, and pods) were 
separated. Since the same procedure as applied by Kodešová et 
al. (2019a) was followed, plant and soil samples from 5 repli-
cates were pooled, freeze-dried, and weighed. The reason for 
this approach was to collect enough amount of dry plant mate-
rials for chemical analyses (i.e., at least 0.1 g of dry plant tis-
sues, see below). As we found (Figure 1), in the case of the 
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green pea plant, this problem was not as acute as in our previ-
ous study for 3 leave vegetables and radish (Kodešová et al., 
2019a). However, just few pods of different early stages of their 
development were collected, which would likely result in a high 
variability of measured concentrations (i.e., different time of 
exposure) and in some cases data would not be available for all 
plants. Next, all samples were ground, and concentrations of  
 

compounds (ATE, SUL, and CAR) and their metabolites 
[atenolol acid (AAC), N1-acetyl sulfamethoxazole (N1AS), 
N4-acetyl sulfamethoxazole (N4AS), carbamazepine 10,11-
epoxide (EPC), 10,11-dihydrocarbamazepine (DHC), trans-
10,11-dihydro-10,11-dihydroxy carbamazepine (RTC), and 
oxcarbazepine (OXC)] in plant tissues and soils were measured 
using the methods described below. 

 
 

 
 

Table 1. Selected soils and their properties: organic carbon content (Cox), CaCO3 content, pHH2O, pHKCl, content of nitrogen (N) phospho-
rus (P) and potassium (K), cation exchange capacity (CEC), soil hydrolytic acidity (HA), basic cation saturation (BCS), sorption complex 
saturation (SCS), salinity, and clay, silt and sand contents (Kodešová et al. 2019a). 
 

Soil Type Haplic Chernozem - HCh Haplic Cambisol - HCa Arenosol Epieutric - AE 
Soil substrate Loess Paragneiss Sand 
Cox (%) 1.74 1.57 0.46 
CaCO3 (%) 4.17 0.19 0.05 
pHH2O  – 8.2 6.0 5.6 
pHKCl  – 7.2 4.7 4.3 
N (mg/kg) 18.6 25.5 4.03 
P (mg/kg) 135 92.7 220 
K (mg/kg) 340 194 85.8 
CEC (mmol+/kg) 234.9 188.1 47.0 
HA (mmol+/kg) 4.5 49.9 25.5 
BCS (mmol+/kg) 230.4 138.2 21.5 
SCS (%) 98 74 46 
Salinity (μS/cm) 126.9 53.0 25.3 
Clay (%) 25.8 25.4 5.0 
Silt (%) 60.3 30.1 4.5 
Sand (%) 13.9 44.5 90.5 

 
Table 2. Selected pharmaceuticals, their properties and the parameters KF and n of the Freundlich sorption isotherms (s = KF c1/n, where s is 
the concentration sorbed onto the soil particles and c is the concentration in soil water) and dissipation half-lives DT50: HCh – Haplic 
Chernozem, HCa – Haplic Cambisol, AE – Arenosol Epieutric (Kodešová et al., 2019a). 
 

Pharmaceutical Carbamazepine Atenolol Sulfamethoxazole 
CAS 298-46-4 29122-68-7 723-46-6 

Molecular structure a 

 
  

pKa 
pKa1 = 1.0 (basic) 
pKa2 = 13.9 (acidic) 

9.6 (basic) 
 

pKa1 = 1.7 (basic) 
pKa2 = 5.6 (acidic) 

Log Kow 2.25 0.16 0.89 

H-bonds 
Donors, 
Acceptors 

 
1 
1 

 
3 
4 

 
2 
6 

MW 
(g/mol) 

236.27 266.34 253.28 

Soil HCh HCa AE HCh HCa AE HCh HCa AE 
KF 

(cm3/n /μg1−1/n /g) 
3.86 2.97 0.71 16.24 5.36 2.11 0.88 4.01 1.39 

n 1.13 1.17 1.65 
DT50 

(days) 
>1 000 >1 000 >1 000 3.7 9.0 7.7 5.0 15.0 8.0 

    
 

    a blue – basic, red – acidic  
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Table 3. Irrigation doses and concentrations of pharmaceuticals: ATE – atenolol, SUL – sulfamethoxazole, CAR – carbamazepine, S – 
single-solute solution, M – tri-solute solution. 

 
Day Irrigation (mL) Concentrations (mg/L) 

ATE-S SUL-S CAR-S ATE-M SUL-M CAR-M 
8 150 1.7 0.96 1 0.72 0.64 0.49 
10 150 1.7 0.96 1 0.72 0.64 0.49 
11 200 1.7 0.96 1 0.72 0.64 0.49 
14 150 1.3 1 0.65 0.8 0.77 0.53 
16 150 1.3 1 0.65 0.8 0.77 0.53 
18 200 1.1 1 0.68 0.89 0.85 0.58 
21 150 1.1 1 0.68 0.89 0.85 0.58 
23 150 1.2 0.78 0.64 0.87 0.88 0.58 
25 150 1.2 0.78 0.64 0.87 0.88 0.58 
26 100 1.2 0.78 0.64 0.87 0.88 0.58 
28 Harvest 1.1 1.1 0.66 0.88 0.74 0.48 
 

 
Fig. 1. Dry masses of plant parts (sums of all 5 replicates) measured for different treatments: a) roots, b) leaves, c) stems, d) pea pods, 
Control – irrigation with tap water, MIX – irrigation with the solution of all compounds, and ATE, SUL and CAR – irrigation with the 
solution of atenolol, sulfamethoxazole and carbamazepine, respectively, HCh – Haplic Chernozem, HCa – Haplic Cambisol, AE – Areno-
sol Epieutric. 

 
Chemical analyses 

 
The method for extraction of compounds (CAR, ATE, and 

SUL) and their metabolites (EPC, OXC, RTC, DHC, AAC, 
N1AS, and N4AS) from plant tissues followed a procedure 
previously validated for these compounds by Kodešová et al. 
(2019a, b). Briefly, the freeze-dried plant samples were extract-
ed as follows: 0.1 g of sample was placed in an Eppendorf tube 
with a safe lock, 5 ng of internal standard, and a stainless steel 
ball, and 1 mL of extraction mixture 1 (acetonitrile/water, 1/1, 
0.1% of formic acid) was added. Samples were consequently 
extracted by shaking at 1800 min−1 for 5 min (TissueLyser II, 
Quiagen, Germany). The samples were then centrifuged at 
10,000 min−1 for 5 min (Mini spin centrifuge, Eppendorf), and 
the supernatant was filtered through a syringe filter (0.45 μm 
regenerated cellulose filters) to clean Eppendorf tube. Aliquots 

of 100 μl were taken and placed in an autosampler vial for LC-
MS analysis. 

An ultrasound-based extraction approach with two solvent 
mixtures was applied for the analysis of the selected com-
pounds and their metabolites in the soil matrix (Golovko et al., 
2016; Koba et al., 2016, 2017). This method was validated for 
63 compounds and their metabolites in 13 soils (including 
compounds and soils used in this study). Briefly, 2 g of each 
freeze-dried soil sample was placed in a 10-mL autosampler 
vial, and 20 ng of internal standard was added. The samples 
were then extracted with 4 mL of extraction mixture 1 (acetoni-
trile/water 1/1, v/v acidified with 0.1% of formic acid) followed 
with 4 mL of mixture 2 (acetonitrile/2-propanol/H2O, 3/3/4, 
v/v/v, acidified with 0.1% of formic acid) in an ultrasonic bath 
(DT 255, Bandelin electronic, Sonorex).  
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The liquid chromatography-tandem mass spectrometry (LC-
MS/MS) and either isotope dilution or an internal standard (IS) 
method with using matrix matching standard was used to de-
termine concentrations of pharmaceuticals in irrigation doses 
and concentrations of pharmaceuticals and their metabolites in 
supernatants from plant tissues and soils. A triple-stage quadru-
pole mass spectrometer, Quantiva (Thermo Fisher Scientific, 
San Jose, CA, USA), coupled with an Accela 1250 LC pump 
(Thermo Fisher Scientific) and HTS XT-CTC autosampler 
(CTC Analytics AG, Zwingen, Switzerland), were used for the 
analysis of irrigation water (Koba et al., 2016). A hybrid quad-
rupole-orbital trap mass spectrometer, Q Exactive (Thermo 
Fisher Scientific, San Jose, CA, USA), operated in high-
resolution product scan mode (HRPS), was used instead of a 
triple quadrupole for more complex soil and plant extracts. A 
Hypersil Gold aQ column (50 mm × 2.1 mm i.d., 5 μm particle 
size, from Thermo Fisher Scientific San Jose, CA, USA) was 
used for the chromatographic separation of the target com-
pounds. The matrix effects were corrected using a matrix 
matching standard if deviation from calibration curve response 
factor was greater than 30%. Detail descriptions of the instru-
ment settings can be found in article of Grabicova et al. (2018). 
For other details about the methods (procedures, validation of 
the methods etc.) please see Kodešová et al. (2019a), Golovko 
et al. (2016) and Koba et al. (2016, 2017). The average limits of 
quantification (LOQs) are shown in Table 4. Estimated uncer-
tainty of the methods is 30%. However, both sulfomethoxazole 
metabolites had lower response in ESI-HRPS, which resulted in 
high LOQs. 

Resulting concentrations of chemicals in soils and plant tis-
sues were expressed in ng/g (dry weight) (Figure 2a, c) and also 
in nmol/g (dry weight). To calculate these values, the molecular 
weight (MW) values in Table 2 were used for the parent com-
pounds, and the MW values of 267.33 (AAC), 295.31 (N4AS), 
252.27 (EPC), 238.28 (DHC), 270.29 (RTC), and 252.27 
(OXC) g/mol were used for the metabolites.  

 
Table 4. Average limits of quantification, LOQs (ng/g), calculated 
from real samples analyzed in different sequences and time: ATE – 
atenolol, AAC – atenolol acid, N1AS – N1-acetyl sulfamethoxa-
zole, N4AS – N4-acetyl sulfamethoxazole, SUL – sulfamethoxa-
zole, CAR – carbamazepine, EPC – carbamazepine 10,11-epoxide, 
DHC – 10,11-dihydrocarbamazepine, RTC – trans-10,11-dihydro-
10,11-dihydroxy carbamazepine, and OXC – oxcarbazepine. 
 

Compound Roots Stems Leaves Pods Soils 

ATE 0.41 0.41 0.43 0.24 6.03 
AAC 1.10 1.73 2.05 1.10 4.67 
SUL 9.77 13.6 22.2 11.5 2.97 
N1AS 24.0 28.5 50.4 23.2 1.19 
N4AS 34.2 36.2 70.9 37.3 2.15 
CAR 0.99 2.80 1.38 1.17 1.41 
EPX 0.65 1.50 0.76 0.93 0.91 
OXC 4.13 3.58 4.69 3.33 0.62 
RTC 6.65 5.48 6.23 5.40 4.41 
DHC 2.07 1.31 1.35 1.11 1.48 

 
Data evaluation 

 
The data expressed in nmol/g were next used to calculate 

molar fractions of the measured parent compounds and their 
metabolites relative to the total of all measured compounds 
(Figure 2b, d) or in a sum of measured parent compound and its 
metabolites (Figure 3). It should be noted that the studied com-

pounds could be transformed also into other metabolites and 
transformation products. However, Koba et al. (2016, 2017) 
showed that concentrations of other metabolites of CAR, SUL 
and ATE in our soils can be very low and even negligible. 
Similarly, previous studies (e.g., Riemenschneider et al., 2017) 
dealing with the uptake of CAR, SUL and ATE did not suggest 
considerable fractions of other metabolites in tested plant  
materials. 

The data expressed in nmol/g were also used to evaluate  
bioaccumulation of the compounds in plant tissues. Since expo-
sure of plants to soil contamination was not constant (i.e., con-
centrations of repeatedly applied solutions differed (Table 3) 
and in-between applications compounds transformed in soils) 
standard bioaccumulation factors could be evaluated. There-
fore, the parent compound load normalized concentrations 
(CLNC, 1/g) were calculated as, the concentrations in plant 
tissues divided by the parent compound load as follows (Ko-
dešová et al., 2019b): 

 

,
1

N
p

i sol i
i

C
CLNC

V C
=

=


   (1) 

 
where Cp (nmol/g) is the solute concentration in plant tissue, Vi 
(cm3) is the volume of the irrigation dose, Csol,i (nmol/cm3) is 
the solute concentration of the parent compound in the irriga-
tion dose, and N is the number of irrigation doses (Table 3). 
The CLNC values were next analyzed using STATGRAPHICS 
Centurion XV Version 15.2.06. Kruskal–Wallis tests were used 
to compare the CLNC values for the different tissues and treat-
ments (Figure 4): 1. A data set for a particular chemical and 
plant tissue included the CLNC values from all soils and both 
treatments (i.e., application of chemical in solution of a single 
compound or their mixture); 2. A data set for a particular chem-
ical and plant tissue included the CLNC values from all soils 
and one treatment. Simple correlations between the Freundlich 
sorption coefficients (KF values in Table 1) and the CLNC 
values for the corresponding pharmaceutical or its metabolites 
were assessed using the Pearson product-moment correlation 
coefficient. The statistical significance was assessed according 
to the p-value. 

 
RESULTS AND DISCUSSION 
Plant growth 

 
As found by Kodešová et al. (2019a), the dry masses of plant 

tissues and the total masses of plants (Figure 1) irrigated with 
solutions of a single compound or all three compounds did not 
differ from those irrigated with tap water. However, plant 
growth was largely impacted by soil type. While the masses of 
roots (Figure 1a) from AE were considerably larger than those 
from HCh and HCa (likely due to decreased availability of 
water in sandy soil), the masses of leaves (Figure 1b) and stems 
(Figure 1c) from HCa were larger than those from HCh and AE 
probably due to the optimal water and air conditions in HCa. 
Nevertheless, the masses of pods (Figure 1d) were similar for 
all scenarios. 
 
Bioaccumulation of pharmaceuticals and their metabolites -  
Neutral molecules of CAR 

 
The low concentrations of the CAR metabolites (Figures 2a 

and 2b) indicated that CAR was not considerably transformed 
in the soils by microbial activity or other chemical processes  
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Fig. 2. Concentrations of pharmaceuticals (CAR, ATE, and SUL) and their metabolites (EPC, OXC, RTC, DHC, AAC, and N4AS) in soils 
HCh, HCa and AE (a), and plant tissues: (c), i.e., roots (R), stems (St), leaves (L) and pea pods (PP). Fractions of each compound in the 
sums of molar concentrations of all parent compounds and their metabolites quantified in soils (b) and plant tissues (d): S – single-solute 
solution, M – tri-solute solution, HCh – Haplic Chernozem, HCa – Haplic Cambisol, AE – Arenosol Epieutric, ATE – atenolol, SUL – 
sulfamethoxazole, CAR – carbamazepine, AAC – atenolol acid, N4AS – N4-acetyl sulfamethoxazole, EPC – carbamazepine 10,11-
epoxide, DHC – 10,11-dihydrocarbamazepine, RTC – trans-10,11-dihydro-10,11-dihydroxy carbamazepine, and OXC – oxcarbazepine. 

 
taking place in a soil environment (Koba et al., 2016; Kodešová 
et al., 2016). On the other hand, CAR was greatly metabolized 
in plant bodies (Figures 2c and 2d). It is widely assumed that 
CAR transformation in plant tissues is affected by plant cyto-
chrome P450 enzymes (e.g., Goldstein et al., 2014; Gunnarsson 
et al., 2012; Malchi et al., 2014; Montemurro et al., 2017). The 
fractions of CAR from the sum of CAR and its metabolite 
molar concentrations (Figure 3a) in the roots varied between 
80% and 60%, by 15% in the leaves and stems, and the frac-
tions in the pea pods varied by 40%. The EPC fractions were 
dominant in the stems and leaves (70%). The relatively large 

fractions of OXC (15%–10%) were also measured in the stems, 
leaves, and pods. 

Significant differences between the accumulations of differ-
ent CAR species in different plant tissues were also proven by 
analyzing the CLNC values using Kruskal–Wallis tests and 
box-and-whisker plots (Figure 4a). The highest sums of con-
centrations of CAR and its metabolites (Figure 2) were ob-
tained in the leaves, followed by stems, roots, pods, and soils. 
Our findings are consistent with the results of Riemenschneider 
et al. (2017), who found the largest concentrations in leaves 
followed by concentrations in the stems, roots, and fruits of  
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Fig. 3. Fractions of each compound in the sums of molar concentrations of the parent compound and its metabolites, i.e., sum of CAR, 
EPC, OXC, RTC and DHC (a), sum of ATE and AAC (b), and sum of SUL and N4AS (c) in plant tissues: R – roots, L – leaves, St – stems, 
PP – pea pods, S – single-solute solution, M – tri-solute solution, HCh – Haplic Chernozem, HCa – Haplic Cambisol, AE – Arenosol 
Epieutric ATE – atenolol, SUL – sulfamethoxazole, CAR – carbamazepine, AAC – atenolol acid, N4AS – N4-acetyl sulfamethoxazole, 
EPC – carbamazepine 10,11-epoxide, DHC – 10,11-dihydrocarbamazepine, RTC – trans-10,11-dihydro-10,11-dihydroxy carbamazepine, 
and OXC – oxcarbazepine. 

 

 
Fig. 4. (a) The CLNC values for the main compounds quantified in plant tissues (ATE – atenolol, AAC – atenolol acid, SUL – sulfameth-
oxazole, CAR – carbamazepine, EPC – carbamazepine 10,11-epoxide, and OXC – oxcarbazepine) from all soils and both treatments (a data 
set for a particular chemical and plant tissue included the CLNC values from all soils and both treatments, i.e., application of chemical in 
solution of a single compound or their mixture) (L_EPC data include an outlier value of 0.0815 1/g), and (b) and (c) the CLNC values for 
the main compounds measured in plant tissues from all soils and different treatments (a data set for a particular chemical and plant tissue 
included the CLNC values from all soils and one treatment either S – single-solute solution, or M – tri-solute solution): R – roots. L – 
leaves, St – stems, and PP – pea pods. 
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tomato plants. Similarly Shenker et al. (2011) found the largest 
concentrations in the leaves followed by the concentrations in 
the roots, stems, and fruits of cucumber plants. The high accu-
mulation in the leaves of green pea plants is associated with the 
transpiration stream and not the restricted transfer of neutral 
molecules of low MW, lipophilicity, and number of H-bonds 
(Kumar and Gupta, 2016) through the plant bodies (e.g., Gold-
stein et al., 2014; Hurtado et al., 2016; Kodešová et al., 2019a, 
b; Malchi et al., 2014; Montemurro et al., 2017; Mordechay et 
al., 2018; Shenker et al., 2011, Winker et al., 2010; Wu et al., 
2013) due to a passive diffusion through lipid bilayer mem-
branes (Chuang et al., 2019). The lower accumulation in the 
pods is explained by the significantly shorter exposure to the 
contamination and a lower transpiration of pods in comparison 
to that in the leaves. Compared to the study by Kodešová et al. 
(2019a), the metabolism of CAR in green pea leaves was as 
efficient as in lamb’s lettuce leaves. 

 
Bioaccumulation of pharmaceuticals and their metabolites - 
ionic molecules of ATE and SUL 

 
The bioaccumulations of both ionic compounds were con-

siderably lower than the bioaccumulation of CAR. Compared to 
that of CAR, the roots also contained relatively large amounts 
of ATE (positively charged) and its metabolite AAC (Figures 
2c and 2d). The CLNCAAC values were significantly higher than 
the CLNCATE values and similar to the CLNCCAR values (Figure 
4a). The fractions of ATE and AAC from the sum of their mo-
lar concentrations were 20% and 80%, respectively (Figure 3b). 
These findings can be explained by ATE’s rapid transformation 
in soils (Figures 2a and 2b, and Kodešová et al., 2016), a mod-
erately larger persistence of the AAC metabolite in soils (Koba 
et al., 2016), and its subsequent root uptake (Kodešová et al., 
2019a). Significantly lower concentrations of ATE were found 
in the other plant tissues (Figures 2c and 4a). This is explained 
by the positive charge of the ATE molecules and their sorption 
onto the negatively charged cell membranes (and, thus, restrict-
ed transfer in plant bodies), which is consistent with the find-
ings of Kodešová et al. (2019a) but is in contrast to the results 
of Wu et al. (2013), who found similar ATE concentrations in 
the leaves and roots of all plants. The fractions of ATE and 
AAC in the pods were similar to those in the roots (Figure 3c). 
The molar fractions of ATE and AAC in the leaves and stems 
were 40% and 60%, respectively. 

Similar to ATE, considerably larger concentrations of SUL 
(molecules were mostly negatively charged) were measured in 
the roots than in the other tissues (Figures 2c, 4a), which is 
consistent with studies by Ahmed et al. (2015), Kodešová et al. 
(2019a), Malchi et al. (2014), and Wu et al. (2013). The sulfa-
methoxazole metabolite N1AS was not found in any matrices. 
Low concentrations of N4AS were quantified in all roots and 
some stems and pea pods. These findings differ from the results 
of the study by Kodešová et al. (2019a), in which neither of 
these two metabolites were observed in the roots and leaves of 
spinach, lamb’s lettuce, arugula, and radishes. On the other 
hand, this metabolite was also found in lettuce and carrot plants 
by Mullen et al. (2017). The significantly lower concentrations 
in the above surface plant tissues, compared to that in the roots, 
can be explained by the negative charge of the SUL molecules 
and, thus, their repulsion from the cell membranes (i.e., restrict-
ed transfer in the plant bodies). Very low concentrations, or 
absence, of the SUL metabolites in the plants and soils can be 
explained by their very rapid dissipation from the soils (Figures 
2a and 2b, and Koba et al., 2017). In addition, as shown by Li 
et al. (2018) and Wu at al. (2016), SUL (and likely also its 

metabolites) can be very efficiently metabolized in plant bodies 
(particularly in roots). The bioaccumulation of SUL in the roots 
(Figure 4a) was significantly larger than ATE’s bioaccumula-
tion and comparable with AAC’s bioaccumulation, respective-
ly. This finding is in contrast with the findings of Wu et al. 
(2013), who documented considerably lower concentrations of 
SUL than ATE, and to the results of Kodešová et al. (2019a), 
who observed similar SUL and ATE bioaccumulations. It 
should be noted that, contrary to SUL, the metabolism of ATE 
could be quite low (Wu at al., 2016). Thus, the difference be-
tween the actual uptakes of SUL and ATE (indicating the larger 
uptake of SUL compared to that of ATE) could be even greater. 

 
Influence of treatment on the compound’s uptake and 
distribution in plant tissues 

 
No trends between the concentrations measured in the plant 

tissues from the different treatments (i.e., the single compound 
application or application of the mixture of 3 pharmaceuticals) 
were found (Figure 2c). Except EPC in leaves, the Kruskal–
Wallis tests and the box-and-whisker plots (Fig. 4b and 4c) did 
not show significant differences between the CLNC values of a 
certain compound (i.e., CAR, EPC, OXC, ATE, AAC, and 
SUL) in specific plant tissues for all soils obtained under the 
different treatments, which is consistent with the findings by 
Kodešová et al. (2019a). However, it should be noted that plant 
tissues for an individual soil and treatment were pooled and 
thus difference between the CLNC values resulted from differ-
ent treatments for a specific soil could not be assessed statisti-
cally. Therefore, a new study with a greater amount of plants 
planted in a certain soil, which would allow pooling plant tis-
sues at least in 3 groups (i.e., replicates), is needed to prove or 
disprove this hypothesis. 
 
Influence of soil on the compound’s uptake and distribution 
in plant tissues 

 
The correlation coefficients (Table 5) between the parent 

compound KF coefficients (Table 1) and the CLNC values of 
the parent compound or its metabolite (merged sets of values 
obtained from both treatments) consistently displayed a nega-
tive influence of the sorption of the parent compound in soils 
on its uptake and transfer in the plant bodies. 

However, statistically significant relationships were found 
only for the CAR concentrations in roots and stems. In these 
plant tissues, statistically significant, negative relationships 
were found also between the KF,CAR and CLNC values of the 
CAR metabolites (EPC and OXC). Similar to the study by 
Kodešová et al. (2016), positive relationships (but not signifi-
cant) were observed between the KF,ATE and CLNCAAC values. 
This can be explained by the negative charge of the AAC mole-
cule and, thus, an opposite sorption affinity to soils compared to 
ATE, i.e., the sorption of ATE and AAC increases and decreas-
es, respectively, with an increasing number of negatively 
charged sorption sides of soil constituents (Kodešová et al., 
2016). 
 
Potential human health risks 

 
As mentioned above applied concentrations were five hun-

dred to one thousand times over environmentally relevant con-
centrations. Therefore concentrations of some compounds in 
leaves were very high. In the case of pods, the concentrations of 
CAR, ATE, SUL and their metabolites (excluding N4AS from 
AE scenarios) were at least 10 time lower than those in leaves.  
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Table 5. The correlation coefficients between the parent compound 
load normalized concentrations (CLNC) of particular pharmaceuti-
cal or its metabolite and the Freundlich sorption coefficient (KF) of 
parent compound: CAR – carbamazepine, EPC – carbamazepine 
10,11-epoxide, OXC – oxcarbazepine, ATE – atenolol, AAC – 
atenolol acid, and SUL – sulfamethoxazole. 
 

Plant CLNC KF, CAR KF, ATE KF, SUL 
Roots CAR –0.916*   

EPC –0.932**   
OXC –0.928**   
ATE  –0.805  
AAC  –0.306  
SUL   –0.155 

Stems CAR –0.837*   
EPC –0.844*   
OXC –0.847*   
ATE  –0.750  
AAC  0.596  
SUL   –0.304 

Leaves CAR –0.716   
EPC –0.627   
OXC –0.629   
ATE  –0.630  
AAC  0.724  
SUL   –0.315 

Pea pods CAR –0.501   
EPC –0.682   
OXC –0.661   
ATE  –0.724  
AAC  0.752  
SUL   –0.402 

 

*p < 0.05, **p < 0.01. 
 

In general larger concentrations were measured in plants 
planted in AE. Thus a greatest health risk when consuming 
green pea pods can be expected in case of plants planted in 
sandy soils. 

Exposure and potential health risk associated with consump-
tion of the pharmaceuticals and their metabolites in crops can 
be examined relative to acceptable daily intake (ADI) values 
for each substance (e.g., Kodešová et al., 2019b). Because 
information about long term exposure of pharmaceuticals to 
human health is often not available (Williams and Brooks, 
2012), the ADI values can be calculated from minimal thera-
peutic doses (1.43 (CAR), 0.71 (ATE) and 1.43 (SUL) mg/kg 
of person) divided by an uncertainty factor (UF). In case they 
are not CMR or EDC type chemicals (Bruce et al., 2010; Bull et 
al., 2011; Semerjian et al., 2018), UF of 3000 can be applied. 
The worst case scenario can be assumed in the case of the me-
tabolites (i.e., metabolites can have a similar impact on human 
health as a parent compound) and the ADI values for metabo-
lites can be calculated assuming the ADI values for the parent 
compound and molar masses (Kodešová et al., 2019b). Daily 
consumption (DC) of fresh green pea pods by a child (25 kg) 
and an adult (70 kg) to reach ADI can be calculated using the 
measured concentrations and the mean percentage of pod dry 
mass of 18% (calculated from fresh and dry masses of pods 
obtained from different scenarios). Assuming this approach and 
concentrations in pea pods (Figure 2c), the DC values for chil-
dren ranges from 0.12 to 0.30 kg for CAR, 0.05–0.42 kg for 
EPC 0.37–2.3 kg for OXC, 0.37–3.8 kg for ATE, 0.06–0.63 kg 
for AAC, 1.0–4.4 kg for SUL, and 1.8 kg for N4AS and AE. 
Some of these values are close to a possibly consumable 
amount of pods. In the case of adults the DC values would be 

2.8 time higher. However, it can be expected that in the case of 
the environmentally relevant concentrations, the DC values 
should be more than 2 orders of magnitude higher and thus a 
potential health risk is likely very low. Nevertheless, it should 
be mentioned that pods were harvested in an early stage of their 
development. Concentrations could be higher after longer-time 
exposure. Additional studies should be carried out with envi-
ronmentally relevant concentrations of various compounds to 
elucidate a potential health treat related to these compounds 
uptake to fruits. 

 
CONCLUSION 

 
This study confirmed high (CAR), moderate (ATE, AAC, 

SUL), and minor (N4AC) root uptake of the studied compounds 
by green pea plants, the unrestricted transfer of the CAR spe-
cies into the different plant tissues and the very high efficiency 
in metabolizing CAR in the stems and leaves of green pea 
plants. As anticipated, the results showed neither competitive 
nor synergic effects of the simultaneous application of the 
compounds on their uptake by these plants. However, this phe-
nomenon should be further studied using a larger number of 
plants planted in an individual soil, which would allow a statis-
tical assessment for a certain soil environment. The results 
indicated the negative impact of the parent compounds’ sorp-
tion affinity on their uptake by the plants, which was statistical-
ly proven for CAR, EPC, and OXC in the roots and stems. 
Thus, our results partly confirmed our main hypothesis, that the 
concentrations of some compounds in the roots and stems (but 
not in the pea pods) can be negatively dependent on their sorp-
tion affinities to soils. 
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Abstract: Abandonment of agricultural lands in recent decades is occurring mainly in Europe, North America and 
Oceania, and changing the fate of landscapes as the ecosystem recovers during fallow stage. The objective of this study 
was to find the impact of secondary succession in abandoned fields on some parameters of acidic sandy soils in the 
Borská nížina lowland (southwestern Slovakia). We investigated soil chemical (pH and soil organic carbon content), 
hydrophysical (water sorptivity, and hydraulic conductivity), and water repellency (water drop penetration time, water 
repellency cessation time, repellency index, and modified repellency index) parameters, as well as the ethanol sorptivity 
of the studied soils. Both the hydrophysical and chemical parameters decreased significantly during abandonment of the 
three investigated agricultural fields. On the other hand, the water repellency parameters increased significantly, but the 
ethanol sorptivity did not change during abandonment. As the ethanol sorptivity depends mainly on soil pore size, the 
last finding could mean that the pore size of acidic sandy soils did not change during succession. 
 
Keywords: Water repellency; Acidic sandy soil; Land abandonment; Secondary succession; Soil properties. 
 

INTRODUCTION 
 

Farmland abandonment in recent decades (with about 210 
million ha abandoned in 1990 (cf. Fig. 1 in Cramer et al., 
2008)) is occurring mainly in Europe, North America and Oce-
ania, with the most drastic decrease in agricultural lands (by 
about a third) seen in Europe (cf. Panel 1a in Queiroz et al., 
2014). Land abandonment is a type of land use transformation 
that potentially causes the recovery of ecosystems (Cerdà et al., 
2018). Passive revegetation in permanently abandoned arable 
land (called secondary succession) is characterized by the re-
placement of arable plant species by vegetation that disperse 
from surrounding habitats and will be subsequently established 
(Csecserits et al., 2011). Such secondary succession initially 
starts with annual or biannual plants, is then followed by peren-
nial forbs, grasses and shrubs, and finally under usual Central 
European conditions ending up in a forest (climax stage). 

Farmland abandonment represents a significant land use 
change from cropping to a complex of plant successions. 
Throughout most of Europe, vegetation on abandoned farmland 
has evolved into dense forest or shrub. The expansion of vege-
tation explains, in part, the perceived decline in water re-
sources, reductions in soil loss and sediment delivery, and the 
progressive improvement of soil characteristics (García-Ruiz 
and Lana-Renault, 2011). 

Vegetation change can also induce soil water repellency 
(SWR), which parameters are influenced by soil temperature 
(Novák et al., 2009), moisture (Leelamanie and Nishiwaki, 
2019; Oostindie et al., 2017), texture (Benito et al., 2019), pH 
(Diehl et al., 2010), soil organic carbon (SOC) and clay (mainly 

kaolinite) content (Lichner et al., 2002). SWR may affect soil 
properties with depth (Orfánus et al., 2016; Sepehrnia et al., 
2017) and time (Orfánus et al., 2014; Moret-Fernandez et al., 
2019), and has positive effects on the stability of soil aggre-
gates (Fér et al., 2016). Soil compaction may reduce SWR 
mainly as a consequence of decreased surface roughness (Bry-
ant et al., 2007), but the hydrophobic conditions are readily 
restored a few days after removal of compaction load. Soil 
water repellency can be alleviated by addition of lime (Roper, 
2005), kaolinite clay (Lichner et al., 2002; McKissock et al., 
2000), and wax degrading bacteria (Roper, 2006). Naveed et al. 
(2019) found that the large impact of plant exudates and muci-
lages on water retention characteristics could be explained by 
differences in surface tension, contact angle and viscosity be-
tween exudates and mucilages of different origin. These proper-
ties may be driven by the relative amounts of organic acids and 
sugars (free and polysaccharide derived) in the exudates and 
mucilages. Guo et al. (2016) and Nik et al. (2015) also found 
the chemical composition of SOC changes during vegetation 
evolution. 

Primary succession was found to increase SWR parameters 
and SOC content in acidic sandy soils in the Borská nížina low-
land, Slovakia (Lichner et al., 2018), however there is a lack of 
knowledge in terms of secondary succession. The objective of 
this research was thus to estimate the effects of secondary suc-
cession during 28 years lasting abandonment of agricultural 
fields on chemical (pH and SOC content), hydrophysical (water 
sorptivity and hydraulic conductivity), and water repellency 
parameters (water drop penetration time, water repellency  
cessation time, repellency index, and modified repellency index), 
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Fig. 1. The hockey-stick-like relationship of the cumulative infil-
tration of water (I) against the square root of time (SQRT t) for a 
sandy soil. The water sorptivity Swh(–2 cm)  for water-repellent 
state of soil and the water sorptivity Sww(–2 cm)  for nearly wettable 
state of soil were estimated, respectively, from the two different 
slopes of the relationship. The water repellency cessation time 
(WRCT) was estimated from the point of intersection of two 
straight lines, representing the I = f(SQRT t) relationships for 
water-repellent and nearly wettable states of the soil. 

 
as well as ethanol sorptivity of the top layer of three acidic 
sandy soils in the Borská nížina lowland, Slovakia. We hypoth-
esize that the soil chemical and hydrophysical parameters will 
decrease, while the soil water repellency parameters will in-
crease with the duration of abandonment.  

 
MATERIAL AND METHODS 
Study sites 
 

The experimental sites S1, S2 are located at Sekule village 
(48°36’58.2’’ N, 16°59’39.0’’ E), while the experimental site 
S3 is placed at Studienka village (48°31’49.3’’ N, 17°08’34.5’’ 
E) in the Borská nížina lowland (southwestern Slovakia). The 
closest distance between the sites in Sekule and Studienka is 
about 12 km. According to the Kӧppen-Geiger climate classifi-
cation, the region has temperate climate without dry season, 
warm summer (Cfb) (Kottek et al., 2006). Mean annual precipi-
tation is about 550 mm, which is mainly summer-dominant. 
Elevation is 158 m a.s.l. at Sekule and 299 m a.s.l. at Studienka. 
Site S1 was a cultivated agricultural area planted with barley 
(Hordeum vulgare L.) in 2017. Site S2, abandoned for 12 years, 
is an early succession stage dominated by psammophilous grass 
Corynephorus canescens (L.) P. Beauv. with an admixture of 
other psammophytes and sand-tolerant weeds, such as Bromus 
tectorum L., Cerastium semidecandrum L., Acetosella vulgaris 
Fourr., Anthemis ruthenica M. Bieb., Conyza canadensis (L.) 
Cronquist, Filago arvensis L., Myosotis stricta Link ex Roem. 
et Schult., Setaria pumila (Poir.) Roem. et Schult., Spergula 
morisonii Boreau, Trifolium arvense L., Veronica dillenii 
Crantz, Chondrilla juncea L., and Crepis sp. Site S3 is a former 
arable land abandoned for 28 years. It is covered by synan-
thropized grassland dominated by Festuca rupicola Heuff. and 
Chondrilla juncea L., which are accompanied by admixture of 
psammophilous species (e.g. Corynephorus canescens (L.) P. 
Beauv., Jasione montana L., Acetosella vulgaris Fourr.) and 
sand-tolerant weeds (e. g. Calamagrostis epigejos (L.) Roth, 
Setaria pumila (Poir.) Roem. et Schult., Conyza canadensis (L.) 
Cronquist). The soils of the Sekule and Studienka sites are 
classified as Arenosol (WRB, 2014) and have sandy texture 
(Soil Survey Division Staff, 1993). 

Methods 
Laboratory methods 

 
Basic soil properties were determined on disturbed samples 

with two replicates in the ISO Certified Laboratory of the Soil 
Science and Protection Research Institute in Bratislava. Particle 
size distribution was determined by sieving and sedimentation 
according to ISO 11277 (2009), pH(KCl) and pH(H20) were 
measured according to ISO 10390 (2005), SOC content was 
determined by oxidation with K2Cr2O7-H2SO4 and titration of 
non-reduced dichromate according to ISO 10694 (1995), and 
carbonate content was determined from the volume of CO2, 
produced during the decomposition of carbonates with about 
10% hydrochloric acid, according to ISO 10693 (1995).  The 
disturbed soil samples were taken randomly within an area of 
25 m2 in the surface (0–5 cm) layer at S1 site on 2 August 2018, 
at S2 site on 30–31 July 2018, and at S3 site on 9 October 
2018. 

 
Field methods 

 
All the measurements of soil hydrophysical and SWR pa-

rameters were carried out on the surface of the studied soils 
during the hot and dry spell and the number of their replicates is 
presented in Table 2. The above-mentioned parameters were 
measured and the disturbed soil samples for laboratory deter-
mination of physical and chemical properties were taken from 
the top (0–5 cm) layer on 2 August 2018 (Site S1), 30–31 July 
2018 (Site S2), and 9 October 2018 (Site S3). The places for the 
infiltration runs were chosen in the neighbourhood of each 
vegetal species and the surface to put the infiltrometers was 
flattened.  

The volumetric water content, w (% vol), of the superficial 
(0–5 cm) soil layer was measured with a moisture meter type 
HH2 and soil moisture sensor SM200 (Delta-T Devices Ltd, 
Cambridge, UK). 

Field water and ethanol infiltration measurements were per-
formed with a minidisk infiltrometer (MDI) (Decagon, 2012) 
under a negative tension h0 = –2 cm (Alagna et al. 2017, 2019). 
The cumulative infiltration I was calculated based on the Philip 
infiltration equation:  

 
I = C1 t

1/2 + C2 t + C3 t
3/2 + … + Cm tm/2 + … (1) 

 
where C1, C2, C3, …, and Cm are coefficients, and t is time. 

The sorptivity, S(–2 cm), was estimated from the first term 
of the Philip infiltration equation (I = C1 t

1/2) during early-time 
infiltration of water and ethanol (Clothier et al., 2000): 

 
S(–2 cm) = I / t0.5 (2) 

 
Duration of early-time infiltration is 60–180 s for a wettable 

(WDPT = 0–5 s) and slightly repellent (WDPT = 5–60 s) soil 
(Hallett, 2008), or it is equal to the time of passing the first five 
bubbles (with the total volume of about 1 mL) through MDI 
(Time to First Five Bubbles, TFFB, in Beatty and Smith, 2014) 
for strongly (WDPT = 60–600 s), severely (WDPT = 600–3600 
s), and extremely (WDPT > 3600 s) water repellent soils. Dur-
ing this time the process is dominated by the capillarity and the 
other terms of the Philip infiltration equation can be neglected. 

Equation (2) was used to calculate both the water sorptivity 
(Sw(–2 cm)) and ethanol sorptivity (Se(–2 cm)) from the cumu-
lative infiltration vs. time relationships taken from the MDI 
measurements. It was found that Sw is not function of water 
source tension, but is function of initial soil water content. The 
highest value of Sw corresponded to the lowest soil water con-
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tent, remaining practically constant in a large range of soil 
water content, and abruptly decreasing near saturation toward 
zero (Villarreal et al., 2019). It should be mentioned that the 
water sorptivity depends on SWR and soil pore size, and etha-
nol sorptivity depends mainly on soil pore size. 

The repellency index RI (Decagon, 2012; Hallett and 
Young, 1999; Lichner et al., 2007) 

 
RI = 1.95 Se(–2 cm) / Sw(–2 cm) (3) 

 
was estimated from the combination of all the ethanol and 
water sorptivities, i.e., m × n values of RI were calculated from 
m values of Sw(–2 cm) and n values of Se(–2 cm) (Pekárová et 
al., 2015). The RI values correlated closely with water drop 
penetration time (WDPT), which was used to develop a classi-
fication of RI by Iovino et al. (2018). 

In the second method of estimating the RI, the water sorptiv-
ity Swh(–2 cm) for water-repellent state of soil and the water 
sorptivity Sww(–2 cm) for nearly wettable state of soil were 
estimated, respectively, from the slopes of the initial and subse-
quent stages of hockey-stick-like relationship (Fig. 1), and used 
to calculate a modified repellency index RIm (Sepehrnia et al., 
2016): 

 
RIm = Sww(–2 cm) / Swh(–2 cm) (4) 

 
The persistence of SWR was assessed by both the WDPT 

and water repellency cessation time, WRCT (Lichner et al., 
2013). The WDPT test involves placing a 50±5 μL water drop 
from a standard medicine dropper or pipette on the soil surface 
and recording the time of its complete penetration. A standard 
droplet release height of approximately 10 mm above the soil 
surface was used to minimize the cratering effect on the soil 
surface (Doerr, 1998; Tinebra et al., 2019). The following clas-
ses of the persistence of SWR were distinguished: wettable or 
non-water-repellent soil (WDPT < 5 s), slightly (WDPT = 5–60 
s), strongly (WDPT = 60–600 s), severely (WDPT = 600–3600 
s), and extremely (WDPT > 3600 s) water repellent soil (Bis-
dom et al., 1993). The values of WRCT were estimated from 
the intersection of two straight lines, representing the two stag-
es of infiltration (Fig. 1). 

Field water infiltration measurements with the MDI under a 
negative tension h0 = –2 cm were used to estimate the hydraulic 
conductivity k(–2 cm). Zhang (1997) proposed to use the first 
two terms of the Philip infiltration equation to fit the cumula-
tive infiltration vs. time relationship and estimate the hydraulic 
conductivity k(–2 cm) from equation:  

 
k(–2 cm) = C2 / A (5) 

 
where A is a dimensionless coefficient. Fitting of the two terms 
infiltration equation to cumulative infiltration data was per-
formed through the linearization technique suggested by the 
Minidisk Infiltrometer User’s Manual (Decagon, 2012). A 
value of A = 1.73, corresponding to sandy soil and suction  
h0 = –2 cm, was used to calculate the hydraulic conductivity  
k(–2 cm). Given capillarity can be ignored at long times, esti-
mation of k is expected to be more accurate as t increases 
(Zhang, 1997). The MDI experiments were therefore conducted 
until apparent steady state conditions were observed. 

 
Statistical treatment 

 
The statistical analysis to find differences between the pa-

rameters estimated in different sites was performed with NCSS 
12 Statistical Software (2018), using single factor ANOVA and 

Tukey’s Honestly Significant Difference (HSD) post-hoc test  
(p < 0.05). The Tukey-Kramer method (also known as Tukey’s 
HSD (Honest Significant Difference) method) uses the Studen-
tized Range distribution to compute the adjustment to cα. The 
Tukey-Kramer method achieves the exact alpha level (and 
simultaneous confidence level (1 – α)) if the group sample sizes 
are equal and is conservative if the sample sizes are unequal. 
The Tukey-Kramer test is one of the most powerful all-pairs 
testing procedures and is widely used. 

The Tukey-Kramer adjusted critical value for tests and 
simultaneous confidence intervals is 
 

1 , ,

2
k vq

c α
α

−=  (6) 

 
where q1-α,k,v is the 1 −  quantile of the studentized range dis-
tribution. 

 
RESULTS AND DISCUSSION 

 
Basic soil-physical and chemical properties are presented in 

Table 1. A decrease in pH value of the studied soils from 6.55 
to 4.50 was registered after 28-year lasting abandonment of 
agricultural fields in southwestern Slovakia. The great decrease 
in pH value in the studied abandoned fields is consistent with 
the findings of Zhao et al. (2014) during progressive succession 
of vegetation (grassland, shrubland, forest) occurring in karst 
sites in southwestern China, as well as Bautista-Cruz and del 
Castillo (2005) during the development of second-growth forest 
after abandonment of agricultural fields in tropical montane 
cloud forest areas in southern Mexico. 

The significant decrease in pH value during abandonment 
was accompanied with the significant decrease in SOC content 
(Table 1) and significant increase in SWR parameters (Table 2), 
indicating that the composition of organic matter and its overall 
effectiveness to influence the wetting properties of soil particles 
is more important than the total amount of soil organic carbon 
(Ellerbrock et al., 2005). It should be mentioned that the SOC 
content in the top layer of acidic sandy soil under grass cover in 
Studienka is about 2-times less than the SOC content in the top 
layer of acidic silt loam soil under grass cover in Hněvčeves, 
the Czech Republic (0.80% vs. 1.74%) (Kodešová et al., 2011). 
Substantially higher clay and silt content in the top layer of 
Hněvčeves soil in comparison with that of Studienka soil 
(87.72% vs. 3.52%) resulted in better ability to accumulate 
organic matter. 

Statistical characteristics of soil hydrophysical parameters 
(k(–2 cm) and Sw(–2 cm)), ethanol sorptivity, Se(–2 cm), and 
soil water repellency parameters (WDPT, WRCT, RI, and RIm) 
of the top layer of acidic sandy soils from the sites S1, S2 
(Sekule, Slovakia), and S3 (Studienka, Slovakia) are presented 
in Table 2. As to the hydrophysical and chemical parameters, 
the mean value of Sw(–2 cm) decreased about 2.8 times,  
k(–2 cm) about 15.6 times, and SOC content about 2.3 times, 
while Se(–2 cm) did not change significantly after 28 years 
lasting abandonment of agricultural field with acidic sandy soil 
in the Borská nížina lowland, Slovakia. As the ethanol sorptiv-
ity depends mainly on soil pore size, the last finding could 
mean that the soil pore size of acidic sandy soil did not change 
during succession. Soil structure is poorly developed in sandy 
soils whereas soil compaction due to human activity was negli-
gible, thus pore size distribution is mainly determined by parti-
cle size distribution that is a relatively stable soil property at 
this time scale (Table 1). The results of Sw(–2 cm) (0.679±0.469 
mm s–1/2) and k(–2 cm) (9.1±7.5 μm s–1) estimated in acidic 
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sandy soil at the 28 years abandoned agricultural field covered 
with grass created by secondary succession at Studienka are not 
significantly different from the results of Sw(–2 cm) 
(1.14±0.677 mm s–1/2) and k(–2 cm) (48.0±35.0 μm s–1) esti-
mated in an acidic sandy soil under grass created by primary 
succession at Sekule (Šurda et al., 2015). It could mean that the 
values of hydraulic conductivity and water sorptivity of acidic 
sandy soil under grass do not depend on the type (primary or 
secondary) of succession resulting in the grass cover. 

As to the soil water repellency parameters, the mean value of 
WDPT increased about 747 times, WRCT about 229 times, RI 
about 14 times, and RIm about 2.5 times after 28 years lasting 
abandonment of agricultural field with acidic sandy soil in the 
Borská nížina lowland, Slovakia. The increase in WDPT is 
consistent with the findings of Hewelke (2019) who registered 
an increase in WDPT after excluding albic Podzols from agri-
cultural production. The results of WDPT (949±568 s) and RI 
(35.0±58.7) estimated in acidic sandy soil at the 28 years  
abandoned agricultural field covered with grass created by 
secondary succession at Studienka are, respectively, smaller  
 

and higher than the results of WDPT (1723±1610 s) and RI 
(4.27±2.05) estimated in acidic sandy soil under grass created 
by primary succession at Sekule (Šurda et al., 2015).  

Dependence of soil parameters on the duration of field aban-
donment for the southwestern Slovakia sites is presented on 
Fig. 2. It can be seen that pH, Sw(–2 cm), and k(–2 cm) de-
creased continuously, WDPT, WRCT, RI, and RIm increased 
continuously, while Se(–2 cm) did not change significantly with 
the duration of field abandonment. A similar course of soil 
parameters was observed during the primary succession in 
acidic sandy soils in Sekule and Mehlinger Heide, Germany 
(Lichner et al., 2018). Rather than the continuous increase or 
decrease in soil parameters with duration of field abandonment, 
a “zigzag” pattern of all but one (Se(–2 cm)) soil parameter 
relationships was registered during the 44 years lasting aban-
donment of agricultural field with alkaline sandy soils in 
Csólyospálos, Hungary (Lichner et al., 2018). This can be ex-
plained by the different vegetation cover and the resulting 
changes in the vegetation uptake of fertilizers and production of 
root exudates (cf. Naveed et al., 2019) and thatch. 

 
Table 1. Physical and chemical properties of the top (0–5 cm) soils taken from the experimental sites S1, S2, and S3. The results are  
presented in the form: arithmetic mean ± standard deviation. (SOC – soil organic carbon). 
 

Attribute S1 S2 S3 
Clay (%) 3.663 ± 0.936 2.126 ± 0.202 2.750 ± 0.607 
Silt 1–10 μm (%) 5.232 ± 0.483 1.886 ± 0.226 0.100 ± 0.017 
Silt 10–50 μm (%) 6.641 ± 0.934 1.605 ± 0.424 0.673 ± 0.085 
Sand 50–250 μm (%) 25.952 ± 4.121 20.608 ± 3.511 26.607 ± 2.052 
Sand 0.25–2 mm (%) 58.516 ± 6.479 73.775 ± 4.364 69.870 ± 2.761 
CaCO3 (%) <0.05 0.10 ± 0.03 <0.05 
SOC (%) 1.80a ± 0.11 1.06b ± 0.04 0.80b ± 0.06 
pH (H2O) 6.55a ± 0.06 5.60b ± 0.03 4.50c ± 0.03 
pH (KCl) 6.25a ± 0.03 4.20b ± 0.03 4.16b ± 0.01 

 

  Properties denoted with different letters are significantly different on significance level 0.05. 

 
Table 2. Statistical characteristics of soil hydrophysical parameters (namely the hydraulic conductivity, k(–2 cm), water sorptivity,  
Sw(–2 cm), and ethanol sorptivity, Se(–2 cm)) and soil water repellency parameters (namely the water drop penetration time, WDPT, water 
repellency cessation time, WRCT, repellency index, RI, and modified repellency index, RIm) of the top layer of acidic soils from the sites 
S1, S2, and S3. 
 

Site 
 

Attribute Minimum Maximum Median Mean Standard deviation Number  
of replicates 

S1 w (% vol) <0.1 <0.1 <0.1 <0.1 <0.1 10 
 k(–2 cm) (μm s–1) 6.6 228 158 142a 66 10 
 Sw(–2 cm) (mm s–1/2) 1.31 2.42 1.94 1.89a 0.35 10 
 Se(–2 cm) (mm s–1/2) 2.10 2.63 2.29 2.33a 0.25 4 
 WDPT (s) 1 2 1 1.27a 0.47 11 
 WRCT (s) 5.10 8.77 6.45 6.68a 1.45 10 
 RI (–) 1.69 3.91 2.32 2.49a 0.57 40 
 RIm (–) 2.54 5.91 5.19 4.59a 1.27 10 
S2 w (% vol) <0.1 <0.1 <0.1 <0.1 <0.1 10 
 k(–2 cm) (μm s–1) 12.7 69.4 46.6 42.3b 24.4 10 
 Sw(–2 cm) (mm s–1/2) 0.42 1.48 1.08 1.03b 0.38 10 
 Se(–2 cm) (mm s–1/2) 1.49 2.39 2.09 2.01a 0.40 4 
 WDPT (s) 2 1520 20 179a 448 11 
 WRCT (s) 8.8 99.6 33.4 36.5a 25.5 10 
 RI (–) 2.0 11.1 3.64 4.59a 2.54 40 
 RIm (–) 3.5 13.4 4.82 5.62a,b 2.96 10 
S3 w (% vol) <0.1 3.0 0.45 0.79 1.06 10 
 k(–2 cm) (μm s–1) 0 19.7 9.0 9.1b 7.5 10 
 Sw(–2 cm) (mm s–1/2) 0.02 1.21 0.83 0.68b 0.47 10 
 Se(–2 cm) (mm s–1/2) 1.93 2.39 2.01 2.08a 0.21 4 
 WDPT (s) 20 1960 980 949b 568 15 
 WRCT (s) 61.9 4172 1065 1572b 1463 9 
 RI (–) 3.1 221 5.1 35.0b 58.7 40 
 RIm (–) 3.6 30.8 6.6 11.4b 9.5 9 

 

  Properties denoted with different letters are significantly different on significance level 0.05. 
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Fig. 2. Soil water repellency parameters (water drop penetration time, WDPT, water repellency cessation time, WRCT, repellency index, 
RI, and modified repellency index, RIm) and soil hydrophysical parameters (hydraulic conductivity, k(–2 cm), water sorptivity, Sw(–2 cm), 
and ethanol sorptivity, Se(–2 cm)) of the top layer of acidic soils vs. duration of field abandonment relationships for the southwestern Slo-
vakia sites. 

 
 
Fig. 3. Soil water repellency parameters (water drop penetration time, WDPT, water repellency cessation time, WRCT, repellency index, 
RI, and modified repellency index, RIm) and soil hydrophysical parameters (hydraulic conductivity, k(–2 cm), water sorptivity, Sw(–2 cm), 
and ethanol sorptivity, Se(–2 cm)) of the top layer of acidic soils vs. pH relationships for the southwestern Slovakia sites. 

 
Dependence of soil parameters on pH for the southwestern 

Slovakia sites is presented on Fig. 3. It can be seen that  
Sw(–2 cm), and k(–2 cm) increased continuously, WDPT, 
WRCT, RI, and RIm decreased continuously, while Se(–2 cm) 
did not change significantly with pH. The decrease in WDPT 
with an increase in pH value in the studied abandoned fields is 
consistent with the findings of Diehl et al. (2010). 

CONCLUSION 
 

Abandonment of agricultural fields with acidic sandy soil in 
the Borská nížina lowland, Slovakia, results in a significant 
decrease in the hydrophysical (water sorptivity and hydraulic 
conductivity) and chemical (pH and soil organic carbon  
content) parameters, significant increase in the water repellency 
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(water drop penetration time, water repellency cessation time, 
repellency index, and modified repellency index) parameters, 
but insignificant change in the ethanol sorptivity. As the ethanol 
sorptivity depends mainly on soil pore size, the last finding 
could mean that the soil pore size of acidic sandy soil did not 
change during succession. 
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Are coastal deserts necessarily dew deserts? An example from the Tabernas 
Desert 
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Abstract: Vapor condensation, whether due to dew or fog, may add a stable and important source of water to deserts. 
This was also extensively assessed in the Negev, regarded as a dew desert. Dew deserts necessitate a large reservoir of 
vapor, and are therefore confined to near oceans or seas. Yet, examples of such deserts are scarce. Here we try to assess 
whether the Tabernas Desert in SE Spain can be regarded as a dew desert, and may therefore facilitate the growth of 
certain organisms that otherwise would not survive the dry season. We analyze some of the abiotic conditions of four 
relatively dry months (June, July, August, September) in the Tabernas and Negev deserts (with the Negev taken as an 
example of a dew desert) during 2003–2012. The analysis showed substantially lower values of relative humidity (by 
10–13%) in the Tabernas in comparison to the Negev, with RH ≥95% being on average only 0.9–1.1 days a month in the 
Tabernas in comparison to 9.7–13.9 days in the Negev. Our findings imply that the Tabernas Desert cannot be regarded 
as a dew desert, suggesting that rain will be the main factor responsible for the food web chain in the Tabernas.  
 
Keywords: Fog; Negev Desert; Relative humidity; Vapor condensation; Wind speed. 

 
INTRODUCTION 
 

In comparison to fog deserts, there are much less references 
in the literature to dew deserts, with the Negev being probably 
the most known dew desert (Kidron, 2019a). Yet, in a similar 
way to fog deserts (Büdel et al., 2009; Rundel et al., 1991; 
Schieferstein and Loris, 1992), dew deserts may have unique 
characteristics stemming from the additional contribution of a 
stable source of water.  

Dew deserts like fog deserts may provide a stable source of 
water to different organisms during the dry season and may 
therefore enable the survival of variable organisms that other-
wise would not have survived, or would have experienced 
substantially lower biomass in this harsh arid environment. Yet, 
no clear definition exists. Not having sufficient knowledge 
regarding the contribution of dew to variable organisms or 
having a reference organism which may attest to the contribu-
tion of dew leads us to seek an indirect definition. Here, we 
regard a desert as being a dew desert once it receives on aver-
age at least 8–12 dew events per month during the dry season 
and the annual dew amount is at least 10% of the total annual 
rain amount. Our definition does not include distillation, i.e., 
vapor condensation that stems from the wet ground and there-
fore, from a hydrological point of view, is not regarded as an 
additional source of water (Monteith, 1957). Here we assume 
that sufficient water supply by dew for 8–12 mornings per 
month, may facilitate the survival of certain organisms that 
otherwise would not survive under the dry and rainless months.  

Our estimates are based on detailed photosynthetic meas-
urements of the lichen Ramalina maciformis that were under-
taken in the Negev during one year of measurements 
(1971/1972) by Kappen et al. (1979). According to these au-
thors, the dewy dry season (July-October) is characterized by 
high RH fluctuation, which may also result in dewless days or a 
negative carbon (C) balance during a dewy day. Dewless days 
characterized ~20–25% of the days (~8 days per month). How-

ever, out of the dew events, approximately 30% of the days  
(~6 days per month) yielded a negative balance during which C 
loss following nocturnal respiration was higher than C gain 
during the day. Negative balance, which may result in organism 
starvation and death (Barker et al., 2005; Proctor et al., 2007) 
may stem from early evaporation of the dew (usually by pre-
dawn winds), but also as a result of low amounts of dew that do 
not remain long enough during the daytime hours to compen-
sate for the C loss during nocturnal respiration. Taking the 
Negev conditions as our model, it implies that at least eight 
days of dew per month which will result in positive C balance 
will be needed to compensate for the C loss during days with a 
negative C balance. 

The calculations presented above reflect common RH fluc-
tuations. Nevertheless, occasional heat spells may also occur. 
However, under such conditions, both daytime and nighttime 
RH is very low, too low to induce respiration. If we exclude 
these weather conditions (during which the lichens are likely 
not active), it is suggested that on average, at least 8–12 days of 
dew events per month are apparently required in order to guar-
antee a positive C balance. This amount of dew along with the 
prerequisite that the annual dew amount should reach at least 
10% of the total amount of the annual rain is proposed herein as 
a requirement to meet the definition of a dew desert. 

Extensive research on the dew regime and its contribution to 
the different organisms was carried out in the Negev. Similarly 
to fog deserts where high-biomass communities of lichens 
inhabit the fog-impacted zones of the desert (Büdel et al., 2009; 
Kidron, 2019b; Lange et al., 1994, 2006), dew in the Negev is 
seen responsible for a lush cover of lithic lichens (mainly crus-
tose, which are closely attached to the substratum, but also 
foliose, which are loosely attached to the substratum) on most 
rock surfaces and of almost all cobbles (Danin and Garty, 1983; 
Kidron et al., 2011), and for the growth of fruticose (shrub-like) 
lichens (Kappen et al., 1979, 1980; Lange, 1969). Among all 
lichen types, biomass of the crustose lichens was the highest, 
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with the fruticose lichen, R. maciformis, being especially abun-
dant on the north-facing slope, attributed to the overwhelming 
effect of dew (Kappen et al., 1980).  

Dew however is not formed at the south- and east-facing 
bedrocks of the Negev, explained by the higher nocturnal tem-
peratures that impede vapor condensation. These surfaces sup-
port lithic cyanobacteria (Kidron et al., 2014, 2016). This how-
ever is not the case at the north- and west-facing bedrocks and 
in all cobbles. With the addition of dew water on these surfaces, 
a much more developed community of lithobionts, mainly 
crustose lichens, exists. With lichens supporting snails and 
isopods, the entire food web is positively impacted (Jones and 
Shachak, 1990; Shachak et al., 1987). Dew has also an im-
portant contribution to plants in the Negev, providing water 
(Hill et al., 2015) and nutrients (Kidron and Starinsky, 2012). 
According to Hill et al. (2015), dew even serves as the main 
source of water for some of the Negev plants. 

Whether a fog or a dew desert, both types of deserts are lo-
cated near large water reservoirs, usually up to tens of kilome-
ters away. Fog deserts are located along oceans and include 
regions in the Namib, the Atacama and the Sonoran deserts 
(Baja California). Fog and dew deserts may however extend to 
over 100 km from the coast (Kidron, 1999). Once reaching the 
colder land during the night, and especially when forced to rise 
due to topography, vapor may condense at the air mass, result-
ing in fog. Once condensation takes place only at the sub-
strates-air interface, dew is formed (Beysens, 1995; Monteith, 
1957). In addition to the Negev, dew also forms regularly in 
Western Sahara (Clus et al., 2013; Lekouch et al., 2012), which 
benefits from vapor stemming from the Atlantic Ocean and 
may also be termed a dew desert. Certain locations along the 
coast of Western Australia may be also potentially regarded as 
a dew desert. Another possible candidate for a dew desert is the 
Iberian southeast, which includes the Tabernas Desert. 

Located 20–60 km from the Mediterranean Sea and having 
an average annual precipitation of 200–240 mm, dew was 
thought to play an important role in the water budget of the 
Tabernas Desert. It was reported to have a positive effect on the 
water budget of many organisms including plants (Uclés et al., 
2016), and to provide water to fruticose (del Prado and Sancho, 
2007), and crustose (Pintado et al., 2010) lichens. These re-
ports, along with the proximity of the desert to the Mediterra-
nean, led to the current research. Our goal is to compare the 
relevant meteorological variables of the Tabernas to that of the 
Negev, in order to evaluate the possibility that the Tabernas, 
like the Negev, is a dew desert, and subsequently, dew may 
potentially be responsible for the survival and growth of varia-
ble organisms during the dry season. 

 
METHODOLOGY 
The Research sites: Tabernas and Negev 

 
The Tabernas Desert is located in SE Spain, in the Almeria 

province, about 20 km north and 60 km west from the Mediter-
ranean (Fig. 1a). It is located in the Rioja-Tabernas basin, sur-
rounded by several mountain ranges: Gador in the southwest, 
Nevada in the west and northwest, Filabres in the north, and 
Alhamilla in the east and southeast. Except for the Alhamilla 
range (up to 1387 m above msl), all mountain ranges are higher 
than 2000 m above msl. All mountain ranges are higher than 
the Rioja-Tabernas basin, which extend between 150 and 800 m 
above msl. These mountain ranges intercept most rainfall 
fronts, which come from the west during the winter, or vapor 
that mainly comes from the east during the summer months 
(Lázaro et al., 2001). Average precipitation is between 200 and 

240 mm, falling during 40–50 days a year, mainly during the 
fall, winter and spring. Average annual temperature is 18oC; 
average daily maximum during the hottest and coldest months 
is 34.5ºC and 17.5ºC, respectively, whereas the average daily 
minimum is 4ºC and 19.5ºC in the coldest and the hottest 
months, respectively (Lázaro et al., 2001, 2004). 

The Tabernas Desert is mostly a badlands area due to a den-
se drainage net, including multiple catchments of several orders 
on deeply dissected Toronian mudstone of marine origin. The 
parent material mainly consists of silt-size (>60%) gypsum-
calcareous and siliceous particles, 20–35% of fine sand, and 5-
10% of clay (Cantón et al., 2003). Semi-flat areas may exist 
corresponding to old residual hanging pediments (Alexander et 
al., 2008). Vegetation shows a clear pattern. While south- and 
west-facing slopes are normally bare and eroded, north- and 
east-facing slopes are covered by grass, dwarf shrubs, annuals, 
and biocrusts (biological soil crusts). While eroded landforms 
occupy a third of the territory, vascular vegetation with bio-
crusts in the interspaces cover another third, and the rest is 
covered by biocrusts (Fig, 1b; Lázaro et al., 2000). Crustose 
chlorolichens (lichens with green algae as photobiont, such as 
Psora decipiens, Squamarina lentigeraand and Diploschistes 
diacapsis) predominate in the Tabernas (Lázaro et al., 2008; 
Miralles et al., 2012).  

In comparison to the Tabernas, the Negev is substantially 
more xeric. It lies in the southern part of Israel (Fig. 1c), and 
has a low cover of soil lichens (Fig. 1d; Kappen et al., 1980). 
Long-term annual precipitation is 95 mm, with precipitation 
mainly falling between November and April (Rosenan and 
Gilad, 1985). Yet, it benefits from ~200 days of dew, providing 
~33 mm of water per year (Evenari et al., 1971), with the late 
summer and fall being the most dewy months. These condi-
tions, which can be found in many regions in the globe (such as 
in the UK; Monteith, 1957, South Africa; Baier, 1966 or North 
America; Tuller and Chilton, 1973), stem from the sea breeze 
that provide vapor to the inland desert and from the relatively 
long nights, which facilitate long time of vapor condensation 
(Zangvil, 1996). In Sede Boqer (500–550 m above msl), an 
average amount of 0.2 mm per dewy night was recorded, using 
the cloth-plate method (CPM). This represented an average 
yield between the 0.1 mm that were concomitantly recorded at 
Nizzana, at the western edge of the Negev Highlands (250 mm 
above msl) and 0.3 mm recorded at the higher altitudes of the 
Negev Highlands, at Har Harif, ~1000 m above msl (Kidron, 
1999). 

For a comparison of the abiotic conditions of the Tabernas 
and the Negev, 9 years of meteorological data were analyzed. 
For the Tabernas, the meteorological station at the northeast 
corner of the Tabernas Desert was taken as representative of the 
meteorological variables. It lies at ~500 m a.s.l., approximately 
8 km northeast of the town of Tabernas (02°18'W, 37°05'N). 
For the Negev, the meteorological station of Sede Boqer, at the 
heart of the Negev Highlands (~500 m a.s.l.; 34º46'E, 30º56'N) 
was taken to represent the Negev Highlands (hereafter the 
Negev). Both stations have automatic recordings at a resolution 
of 10 (Negev) and 30 (Tabernas) minutes. 

Data from the 9 years (2003–2012) were analyzed. It inclu-
des all the relatively dry season of both deserts: the late spring 
and early summer (June), the core of the summer (July, August) 
and the late summer and early fall (September). During these 
months, rain precipitation is low or minimal. In fact, while very 
rare in the Negev, it is relatively low at Tabernas during June, 
rare in July and August, but unpredictable and sometimes  
moderate during September. By choosing relatively rainless  
months, high relative humidity which may stem from rain or  
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Tabernas
Desert

Weather 
station

a
b

c

d

Fig. 1. (a) Map of the Tabernas Desert (marked by dashed lines); (b) lush cover of crustose lichens inhabiting the ground in the Tabernas; 
(c) map of the Negev Desert (marked by dashed lines); and (d) a photograph of the rock and soil surfaces in the Negev. While the rock 
surfaces are covered by lithic lichens, only small patches of crustose lichens cover the soil, almost solely confined to the feet of the rocks. 
Arrows indicate the predominating wind direction (summer-fall).  

 
distillation, i.e., rain-induced wet ground was avoided (Monte-
ith, 1957). Indeed, even small amounts of rain tend to abruptly 
increase the relative humidity (RH) as recorded in the Tabernas 
(for instance, on 23.9.2006 during which 2.6 mm of rain increa-
sed the RH from 74 to 90% within one hour). Therefore, altho-
ugh rain-induced vapor could also produce dew, the analysis 
did not include rainy nights or nights during which >4 mm of 
rain fell during the preceding day to avoid possible confusion 
between dew and distillation. 

Relative humidity, air temperature, and wind may largely 
dictate dew formation (Beysens, 2018). High nocturnal temper-
atures may impede condensation, as it may not drop below the 
dew point temperature (Td). Wind will also affect vapor con-
densation. While a minimum velocity of 0.5 m s–1 is required to 
guarantee vapor supply (Monteith, 1957), high nocturnal wind 
velocity of >4.5 m s–1 may on the other hand impede inversion 
and subsequently condensation (Beysens et al., 2006; Leuning 
and Cremer, 1988; Oke, 1978). Relatively windy morning may 
also negatively affect dew by triggering evaporation (Kidron, 
2000a). On the other hand, high-speed winds during the after-
noon may enhance substrate cooling, minimizing the time lag 
until Td is reached (Kidron et al., 2016).  

As for the RH, hours during which RH exceeds 90% and 
95% during the night and the early morning are analyzed, as-
suming that: 

(a) RH of 90% is sufficiently high to facilitate low net 
photosynthesis for chlorolichens (25% of maximum; Lange, 
1969). As for RH of 95%, since the RH of the meteorological 
station is based on temperature sensors which are shielded (to 
avoid direct radiation), RH of 95% at the meteorological station 
is likely to facilitate near surface condensation as verified in the 
Negev (Kidron unpub. data and see also below). 

(b) The longer the nighttime duration with high RH, the 
higher the dew amount obtained during dawn (Zangvil, 1996). 
Higher dew amounts facilitate longer daylight dew duration 
allowing in turn for long hours of photosynthesis (Kappen et 
al., 1980; Kidron et al., 2000, 2011). 

Since dew duration directly affects lichen biomass (Kappen 
et al., 1980; Kidron et al., 2011), we believe that the infor-
mation will serve to evaluate the possible role of dew as a water 
source for the lichens in both ecosystems. 

 
RESULTS 

 
Average number of light rains (<1 mm) and ≥ 1mm rains in 

the Tabernas was 49.6 and 36.1 days, respectively. It was sub-
stantially lower in the Negev, 12.7 and 11.6 days, respectively.  

Figure 2 shows the average monthly precipitation for the re-
search periods in both deserts. July and August were almost 
completely dry in the Tabernas, while June and especially 
September received occasional rains. June and September were 
also not completely rainless in the Negev, although it was re-
flected in only one year (2009) during which 12.9 mm fell in 
June and 0.6 mm fell in September. Average precipitation in the 
Tabernas for June was 8.3 mm, with September receiving on 
average a fairly high amount of rain, 35.8 mm, approximately 
twice as high as the long-term average (1967–1997) of 18.0 mm 
(Lázaro et al., 2001). All together, aiming to avoid confusion 
between dew and distillation, one day was discarded in the  
 

 
 
Fig. 2. Average monthly precipitation during 2003–2012 in the 
Tabernas and the Negev deserts. Bars indicate one SE. 
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Fig. 3. The average hourly temperatures during June (a), Septem-
ber (b) and the average values for the months of June, July, August 
and September (c) of 2003–2012 as calculated for the middle (14th 
to 16th) of each month. Bars indicate one SE. 
 
Negev (following the 12.9 mm rain event), while a total of 28 
days were discarded in the Tabernas, i.e., approximately 3 days 
per year. 

For space limitation, and due to the fact that the patterns of 
all months were similar, the average hourly values of tempera-
ture, wind speed, and relative humidity will be presented for the 
months of June and September, along with the average value of 
all four months (June, July, August, September).  

Average hourly air temperatures for June, September, and 
for all research months are shown in Figure 3, and the average 
hourly wind speed are shown in Figure 4. While cooler temper-
atures characterize the Tabernas, both sites show an afternoon 
increase in the wind speeds. Yet the afternoon wind speeds 
were substantially higher for the Negev (2.8–5.4 m s–1) in com-
parison to the Tabernas (2.4–3.7 m s–1). At both deserts, the 
threshold nocturnal velocities of <0.5 and >4.5 m s–1 were not 
reached, excluding therefore a possible lack of vapor on the one 
hand and impediment of the inversion conditions on the other 
hand in both deserts. 

 
 

 

 
 

 

 
 

Fig. 4. Average hourly wind speed during June (a), September (b) 
and the average values for the months of June, July, August and 
September (c) of 2003–2012 as calculated for the middle (14th to 
16th) of each month. Bars indicate one SE. 
 

Average hourly RH for June (Fig. 5a), September (Fig. 5b), 
and for all four months (Fig. 5c) show substantially higher RH 
in the Negev. Only during a short period during the afternoon 
(12:00–17:00), RH at the Negev was below that of the Tabernas. 
As for the nocturnal RH, average monthly RH was by 10–20% 
higher in the Negev. While being carried by northwesterly winds 
in the Negev (Kidron et al., 2000), it is mainly carried by easter-
ly winds in the Tabernas. This was verified when an analysis of 
the days during which RH ≥90% took place in the Tabernas. 
Nocturnal winds having a prominent eastern vector characterize 
77.3% of all nights with prolonged (>6 h) high RH (≥90%). 

Average hourly maximum RH for the night and early morn-
ing of all months was substantially higher for the Negev (Fig. 
6a). While ranging between 86.0% and 91.0% in the Negev 
(averaging 88.8%), it only ranged between 76.1% and 79.5% in 
the Tabernas (averaging 77.0%). At the same time, average 
hourly minimum temperatures at the Tabernas were slightly 
lower, between 16.0° and 18.7° (with an average of 17.4º) in 
comparison to 17.5° and 19.7° (with an average of 18.7º) for 
the Negev (Fig. 6b). As far as Td is concerned, lower nocturnal 
air temperatures may imply lower substrate temperatures and a 
higher likelihood of vapor condensation, but yet, despite the 
lower nocturnal temperatures, lower values of RH characterize 
the Tabernas. 
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Fig. 5. The average hourly relative humidity during June (a), Sep-
tember (b) and the average values for the months of June, July, 
August and September (c) of 2003–2012 as calculated for the 
middle (14th to 16th) of each month. Bars indicate one SE. 
 

The average nighttime duration during which RH ≥90% and 
RH ≥95% per night are shown in Figure 7a and Figure 7b, 
respectively. Time duration during which RH ≥90% took place 
was only 3.1 h in the Tabernas, while being 5.2 h in the Negev. 
As for the amount of hours during which RH ≥95% took place 
during a dewy night, it was identical during September (2.9 h), 
but exhibited high differences in the remaining months. It 
ranged between 1.5–2.2 h during June, July and August in the 
Tabernas and between 2.9–3.3 h in the Negev. 

However, a much more pronounced difference was found for 
the number of the dewy days. A large difference characterized 
the amount of days during which RH ≥90% and RH ≥95% 
occurred. While the average monthly amount of days during 
which RH ≥90% ranged between 5.1 and 9.4 days in the Taber-
nas (averaging 7.1), it ranged between 17.9 and 23.8 days (av-
eraging 21.4 days) in the Negev (Fig. 7c). The differences were 
much more pronounced for days during which RH ≥95% was 
reached. In comparison to an average of 0.9–1.1 days per 
month in the Tabernas, it was 9.7–13.9 days per month in the 
Negev (Fig. 7d). 

 

 
 
 

 
 
 

 
 

 
 

Fig. 6. Average maximum relative humidity (a) and average mini-
mum temperatures (b) during 2003–2012 in the Tabernas and the 
Negev deserts. Bars indicate one SE. Significant differences (P< 
0.05) characterize the values of the Tabernas and the Negev for 
each month. 

 
DISCUSSION 

 
By providing an additional source of water during the dry 

months, dew may act to alleviate the harsh conditions of high 
radiation, high evaporation and prolonged dryness that charac-
terize deserts. While dew may take place in different climatic 
regions (Csintalan et al., 2000; Fischer et al., 2012; Tuba et al., 
1996) and in variable deserts (Jia et al., 2014), it is especially 
important to those deserts where it provides a stable source of 
water during the dry season, and may therefore facilitate the 
growth and/or survival of different organisms that otherwise 
would not be able to thrive in the desert. Under such conditions 
it may be regarded as a dew desert. 

While no attempts were made before to categorize the  
Tabernas desert, previous publications tended to emphasize the 
possible role of dew for the Tabernas ecosystem. According to 
del Prado and Sancho (2007), the fruticose lichen Teloschistes 
lacunosus use dew for photosynthesis. According to Pintado et 
al. (2010) also the crustose soil lichen Diploschistes diacapsis 
utilizes dew. Uclés et al. (2013, 2015) regard dew as an im-
portant source of water for the Tabernas based on measure-
ments of atmospheric water that was conducted with microly-
simeters (MLs), while Moro et al. (2007) regard the Tabernas 
as dewy based on eddy covariance calculations. Based on these 
data, Maestre et al. (2011) concluded that dew occurs in the 
Tabernas during ~12% of the year, which seems a prudent 
estimation. While we cannot rule out the ecological importance 
of dew to the Tabernas Desert, at least in some microhabitats or 
periods, our data show that it may have lower importance than 
supposed and much lower in comparison to the Negev. Perhaps 
due to that, Teloschistes lacunosus is the only fruticose lichen 
in the area (and, though frequent, its cover is quite low), while 
Ramalina spp. are absent, but nevertheless inhabit the coastal 
locations of the Iberian semiarid southeast. As will be expanded  
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Fig. 7. The average duration of hours per dewy days with RH >90% (a) and RH >95% (b) and the average amounts of days per month with 
RH >90% (c) and RH >95% (d). Bars indicate one SE. Significant differences (P< 0.05) characterize the values of the Tabernas and the 
Negev for each month.  

 
below and in agreement with previous publications (Lázaro, 
2004; Lázaro et al., 2001), the abundance of biocrusts at Taber-
nas is mainly attributed to the rain regime, i.e., the high propor-
tion of small events (57%) and high number of rainy days per 
year (85.7 days) as found for our study period (2003–2012). 

The limited role played by dew is also supported by the 
measurements conducted during 2006 and 2007 by Pintado et 
al. (2010). No photosynthesis was recorded by the crustose soil 
lichen Diploschistes diacapsis during July and August, 2006 
and during June and July, 2007, which were also the only rain-
less months. Photosynthesis was however recorded during all 
other months, which also benefited from rain. Photosynthesis 
during rainy months was also reported by Moro et al. (2007). 
This however may point to the possible occurrence of distilla-
tion. On the other hand, measurements of dew that were carried 
out by Uclés et al. (2013, 2015) during the rainless months 
reported relatively high amounts of dew. Yet, they were per-
formed by MLs. 

The use of MLs may lead to overestimation of the actual 
values. Not only that the ML register vapor (a problem which 
the authors partially solved), but as shown by Kidron and 
Kronenfeld (2017), the ML experienced fast cooling rates due 
to a preferential heat flux through its walls. The air gap in be-
tween the inner and outer walls (essential to create a totally 
disconnected body which allows the measurement of its weight) 
is claimed to react like a loose stone that facilitates high vapor 
condensation due to efficient nocturnal cooling. Termed as the 

'loose stone effect' (LSE), loose stones (Kidron, 2000b) as well 
as MLs (Kidron and Kronenfeld, 2017) will preferentially con-
dense vapor, resulting in overestimation of the actual amounts 
that are condensed on the intact soil. As a result, the high values 
of 0.24 mm reported by Uclés et al. (2013) for the bare soil of 
the Tabernas may not genuinely reflect the real amounts which 
are condensed on the intact soil. 

In light of the possible overestimated values that are ob-
tained by the ML (Kidron and Kronenfeld, 2017), and lack of 
reported manual measurements from the Tabernas, our current 
analysis is therefore based on a comparison of the abiotic con-
ditions of the Tabernas and the Negev. Our comparison points 
to fundamental differences in the RH, as well differences in the 
wind regime and the air temperatures. 

Wind speeds and air temperatures were found to be lower in 
the Tabernas. Despite the lower temperatures, lower RH 
characterizes the Tabernas. Monthly RH is by 10–13% lower in 
the Tabernas, with an average RH being below 80% in the 
Tabernas in comparison to ~90% in the Negev. Furthermore, 
while RH ≥90% occurred on average 5–9 timers per month 
during the summer months in the Tabernas, it occurred between 
18–24 times per month during the summer months in the 
Negev. 

This may be explained by the topography. While ascending 
air is responsible for the increase in RH during the late after-
noon and the nighttime hours in the Negev, lower RH charac-
terize the descending air in the Tabernas. Although the southern 
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boundaries of the Tabernas are very close to the sea (about 20 
km), southern winds (as well as northern winds) are rare, and 
most winds flow from the east. Yet, although only ~60 km 
away from the Mediterranean, these winds are intercepted by 
the Cabrera and Alhamilla Mountains. However, vapor can also 
be delivered from Atlantic Ocean western winds. Yet, these 
winds are also partly intercepted by high mountain ranges (Si-
erra Nevada and surrounding mountain ranges, Sierra Contra-
viesa - Gador, Baza-Filabres). This may explain the lower 
occurrence of nights with RH ≥90%. 

Nevertheless, for dew formation, near-surface RH should 
reach 100%. However, the RH, as reported by us, was meas-
ured at the meteorological station. Due to its structure (with RH 
being recorded within a screen in the Negev or by a protected 
solid-state capacitive sensor in the Tabernas), the meteorologi-
cal station tends to underestimate the actual RH obtained in the 
open air near soil surface. This can be easily seen by a compari-
son of the temperatures. An analysis of temperatures measured 
within a meteorological station and in the open, at 10 cm-height 
next to the station by the Israeli Meteorological Service in the 
Negev (Beer Sheva) has shown that the minimum temperatures 
at the open are ~1ºC lower than those at the station (Kidron, 
unpub.). It implies, that the lower the height over the soil, the 
larger the difference in temperature (and RH) with regard to 
those measured in the meteorological station. Moreover, ac-
cording to Lawrence (2005), 1°C lower temperature near the 
ground implies a higher RH value of ~5%. Therefore, RH of 
90% at the meteorological station will imply RH ≈95% in the 
open air, while RH of 95% in the meteorological station will 
imply RH ≈100%, i.e., vapor condensation (dew). Obviously, 
condensation may take at lower RH once the substrate is much 
cooler. 

According to our proposed definition, a dew desert should 
be regarded as a desert in which annual dew equals at least 10% 
of the total annual rain precipitation, and during which dew 
occurs for an average for at least 8–12 mornings during each 
month of the dry season. As for the Negev, as previously found, 
the annual amount of dew is >10% of the total annual rain 
precipitation (Evenari et al., 1971; Kappen et al., 1979). This 
was also verified during the current analysis based on the 
monthly number of dewy days during the dry season. While 
this threshold is met for the Negev (with 10–14 events per 
month), it is not met for the Tabernas (having only 0.9–1.1 days 
per month during the dry season). We therefore conclude that 
apparently, the Tabernas cannot be regarded as a dew desert. 
We suggest that the xeric conditions of the Tabernas stem from 
its location at the shadow of the vapor-carrying winds. This 
may explain the relatively low RH of the Tabernass and also 
the relatively low precipitation there, similarly to other rain-
shadow deserts such as the Judean Desert (which is formed at 
the shadow of the Judean Mountains; Danin, 1989), and the 
Washington Desert (formed at the shadow of the Cascade 
Mountains; Siler et al., 2013). 

This conclusion is also supported by the lithic community. 
While covering >90% of all rock (and cobble) surfaces in the 
Negev, lithic lichens do not cover extensive surfaces in loci 
with rock outcrops in Tabernas, albeit the ~2.5-fold higher 
precipitation received in the Tabernas. On the other hand, while 
cyanobacterial soil crusts abound in the Negev (Lange et al., 
1992), soil lichens cover only limited areas in the Negev High-
lands (Kappen et al., 1980). Being aware of the fact that the 
different rock and soil types may also determine the abundance 
of lithobionts or biocrusts in both deserts, we nevertheless 
suggest that at least partially, the abundance of lithic lichens in 
the Negev can be attributed to dew, while their scarcity in the 

Tabernas may be attributed to insufficient dew. Likewise, we 
are also inclined to suggest that the lush cover of soil lichens in 
the Tabernas is at least partially linked to the higher amounts 
and frequent occurrence of rain events and subsequently to the 
possible use of rainwater by these soil lichens (Lázaro, 2004). 
On the other hand, the low cover of soil lichens in the Negev 
cannot be linked to the frequent occurrence of dew but rather to 
the low amounts of rain (Kidron and Starinsky, 2019). This 
may explain the confinement of lichens to the feet of rock out-
crops where they benefit from extra water by runoff (Fig. 1d). 

In agreement with our conclusions, the research by Palmer 
and Friedmann (1990) is of special interest. Analyzing the 
structure and respiration of two fruticose lichens in the Negev, 
Ramalina maciformis that inhabit rocks and Teloschistes lacu-
nosus that inhabit soil, the authors concluded that out of both 
lichens, R. maciformis is primarily adapted to utilize high RH. 
This may also explain the absence of Ramalina spp. from the 
Tabernas, while present in the more humid and dewy coastal 
regions of southeast Spain. 

As far as the food web is concerned, both deserts may there-
fore experience different paths. While rain would be mainly 
responsible for the food web chain in the Tabernas, dew and 
rain will be concomitantly responsible for the food web chain in 
the Negev. Subsequently, both deserts may also be differently 
affected by global warming. While a decrease in rain, as pre-
dicted by some models (Berg et al., 2016; Dai, 2013) will affect 
both deserts, nighttime warming, as predicted by some of the 
models (Peng et al., 2004; Price et al., 1999), may principally 
affect the Negev. 
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Abstract: Snow production results in high volume of snow that is remaining on the low-elevation ski pistes after snow-
melt of natural snow on the off-piste sites. The aim of this study was to identify snow/ice depth, snow density, and snow 
water equivalent of remaining ski piste snowpack to calculate and to compare snow ablation water volume with potential 
infiltration on the ski piste area at South-Central Slovak ski center Košútka (Inner Western Carpathians; temperate zone). 
Snow ablation water volume was calculated from manual snow depth and density measurements, which were performed 
at the end of five winter seasons 2010–2011 to 2015–2016, except for season 2013–2014. The laser diffraction analyzes 
were carried out to identify soil grain size and subsequently the hydraulic conductivity of soil to calculate the infiltration. 
The average rate of water movement through soil was seven times as high as five seasons’ average ablation rate of ski 
piste snowpack; nevertheless, the ski piste area was potentially able to infiltrate only 47% of snow ablation water volume 
on average. Limitation for infiltration was frozen soil and ice layers below the ski piste snowpack and low snow-free ar-
ea at the beginning of the studied ablation period. 
 
Keywords: Snow water equivalent; Snow density; Artificial snow; Snow ablation; Soil temperature; Hydraulic conduc-
tivity. 
 

INTRODUCTION 
 

Snow ablation water plays important role in the hydrological 
cycle of the snow-dominated basins, where it fundamentally 
affects seasonal patterns of stream flow (Barnett et al., 2005; 
Bartík et al., 2014; Hríbik et al., 2012). Because of climate 
change, the less accumulated snow and earlier snow ablation 
were observed in North America (Cayan et al., 2001; Mote et 
al., 2005) and Central Europe (Steiger, 2010; Wipf and Rixen, 
2010), especially in lower altitudes (Mikloš et al., 2018a). Ear-
lier snow ablation timing of natural snowpack in combination 
with the warmer climate results in earlier peak runoff, earlier 
increase in soil moisture, and earlier start of the vegetation 
period in the season (Babálová et al., 2018; Barnett et al., 2005; 
Igaz et al., 2008). The shift of snow ablation water available for 
evapotranspiration to earlier dates can fundamentally change 
climatic water balance on the local and regional scale (Hrvoľ et 
al., 2009; Ohmura and Wild, 2002). Studies focused on the 
precipitation variability in the Central Europe show tendency of 
drought occurrence in the early spring (Beniston, 2007). Pro-
longed ablation period of ski piste snowpack probably signifi-
cantly influences availability of snow ablation water for evapo-
transpiration longer period than on the off-piste site. 

A number of European studies identified shift in snowfall 
pattern (Laternser and Schneebeli, 2003; Rixen et al., 2012; 

Wipf et al., 2009) and increase in the mean air temperature 
(Kammer, 2002). Shift of liquid winter precipitation to lower 
elevations of Central European mountains was recorded by 
numerous studies (Mikloš et al., 2018a; Škvarenina et al., 2009; 
Steger et al., 2013; Vido et al., 2015; Wipf et al., 2009). Winter 
tourism that is vulnerable to the snow reliability had to adapt in 
the last decades. To stay operable, ski centers have had to pro-
duce artificial snow (since the middle of the 1980s), which 
decreased their dependency on the natural snow (Bark et al., 
2010; Gilaberte-Búrdalo et al., 2014). Nevertheless, snowmak-
ing has economic and physical boundaries, mainly for lower 
elevation and small-sized ski centers (Mikloš et al., 2018a; 
Steiger, 2010; Steiger and Mayer, 2008), because of high water 
and energy consumption (Damm et al., 2014) and tempera-
ture/humidity limitations. Artificial snow has different physical 
and chemical properties than natural snow (Minďáš and 
Škvarenina, 1995; Rixen et al., 2003). Nutrient-rich rounded 
particles of artificial snow, instead of nutrient-poor dendritic 
snowflakes, create homogenous snowpack with occurrence of 
ice layers (Rixen et al., 2003, 2008). Generally, snow produc-
tion increases snow depth and snow density as well (Keller et 
al., 2004; Mossner et al., 2013). Compared with off-piste sites 
with natural snow, melting of ski piste snowpack is significant-
ly prolonged because of the higher snow water equivalent 
(SWE), density, and snow/ice layers (Melanie and Rixen, 
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2014). Rixen et al. (2004) identified that snowmelt water vol-
ume from Swiss snowed piste with artificial snow is twice as 
high as that from the piste with natural snow. Snow ablation 
water from ski piste snowpack has significant impact on the 
local water cycle when it strongly influences the runoff (De 
Jong and Barth, 2008; Szolgay et al., 2016) and soil moisture 
over several weeks after natural snowmelt (Freppaz et al., 2012; 
Tárnik and Igaz, 2015). Volume of infiltrated water from ski 
piste snowpack has not yet been studied, and determining it is 
the aim of this current article. Volume of infiltrated water de-
pends on the thermal and physical properties of soil (infiltrabil-
ity) at the time of snowmelt (Gray et al., 1986) and structure of 
vegetation cover. Physical properties of soil and plant commu-
nities are degraded on the majority of ski pistes because of 
machine grading (Pintaldi et al., 2017; Ristić et al., 2012). 
Generally, the disturbed and compacted soil profile with re-
moved or changed vegetation cover can hold less water, caus-
ing soil erosion or flood events (Freppaz et al., 2012; Muchová 
et al., 2015; Nagy et al., 2018). Vegetation and soil cover are 
being disturbed even during the winter season by the snow-
grooming machines (Kňazovičová et al., 2018; Melanie and 
Rixen, 2014; Roux-Fouillet et al., 2011). Groomed snowpack 
has reduced insulation capacity because of lower air content 
and subsequently higher density (Newesely, 1997). Thus, the 
top soil layers on the pistes can suffer from long-lasting soil 
frost (Rixen et al., 2004). There are three soil classes, which 
were determined by Gray et al. (2001), according to their sur-
face entry for meltwater if the soil is frozen during the snow 
ablation period: unlimited (high infiltration), restricted (low 
infiltration), and limited (defined by soil physical properties). 

Our previous study (Mikloš et al., 2018a) showed that oper-
ability of low-elevation ski slopes in South-Central Slovakia is 
possible only with high snow production. Intensive snowmak-
ing results in ski piste snowpack that is melting even a few 
weeks after disappearance of natural snow on the off-piste sites. 
The ski piste snowpack of South-Central Slovakian ski center 
Košútka was analyzed five seasons after snowmelt of natural 
snow on the off-piste sites to achieve the following objectives: 

(1) to identify snow depth, snow density, and SWE during 
snow ablation period; to assess correlation between snow depth 
and snow density; and to identify occurrence of basal ice layer 
in snowpack and its relationship with snow depth; 
 

(2) to identify and to compare soil temperature on the  
snow-free and snow-covered ski piste sites as limitation for 
infiltration; and 

(3) to calculate potential infiltration on the ski piste and to 
compare calculated infiltration with modeled snow ablation 
water volume based on manual snow depth and density meas-
urements. 

 
MATERIALS AND METHODS 
Study site 

 
The study was conducted at the ski center Košútka (Figure 1) 

localized in the Slovenské Rudohorie Mts., Veporic Unit (Inner 
Western Carpathians; temperate zone). The ski center was 
established and equipped with the snowmaking technology in 
2007. The stream “Slanec” flowing at the foot of the ski slope 
is used as the water source for snowmaking. Sole, 950-m-long 
ski piste with an elevation difference of 220 m (500–720 m 
above sea level [a.s.l.]), western-to-northern aspect and slope 
from 7° to 25°, was based on the partly forested slope. Smooth 
ski piste was built with use of machine grading; obstacles such 
as rocks and trees were removed, and soil surface was leveled. 
Disturbed parts of ground surface were visible even after 5 
years (Figure 1). The original soil type Modal Cambisol, 
formed from andesite tuffs and granodiorites (Gömöryová et 
al., 2013), was degraded when its horizons were mixed or cov-
ered by soil during grading. Areas on the ski piste with bare soil 
were fertilized and revegetated after creation with original plant 
communities. Nevertheless, the high occurrence of ruderal plant 
species (Sambucus ebulus, Calamagrostis epigejos, Cirsium 
arvense, Solidago canadensis, Tanacetum vulgare, etc.), pio-
neer tree species (Betula pendula, Salix caprea, Populus tremu-
la), and bare soil was identified on the piste by Mikloš et al. 
(2018b). According to the data from 1961 to 1990 and the 
Czechoslovak climate classification modified in Landscape 
Atlas of the Slovak Republic (2002), the climate is moderately 
warm with cool to cold winters, mean annual temperature and 
precipitation of 5.5°C and 850 mm, mean January temperature 
and precipitation of −5°C and 45 mm, respectively (Šťastný et 
al., 2002; Faško and Šťastný, 2002), and duration of 36.7-cm-
thick mean snow depth of 90 days on average (Faško et al., 
2002; Šatala et al., 2017). 

 

 
 

Fig. 1. Ski slope of Košútka ski center (Central Europe; South-Central Slovakia) with defined boundaries of ski piste area and eight subare-
as. Positions where the soil samples were taken and where the snow depth was measured (snow course) are displayed. Orthophotomap is 
from 2012. 
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Soil temperature and characteristics of ski piste snowpack 
 
Soil temperature was logging continuously during the stud-

ied ablation period of season 2015 and 2016 in the hourly inter-
vals on the snow-covered and snow-free part of ski piste. Data 
loggers Minikin Tie with built-in sensor and 20-mm diameter 
measured soil temperature 3 to 5 cm under the ground surface 
with ±0.15°C accuracy. Data loggers were placed into the rela-
tively homogenous soil with similar environmental conditions. 
Data logger on the snow-covered part of ski piste was situated 
close to the snowmaking lance where the ski piste snowpack 
with addition of artificial snow has the longest duration and 
highest snow depth (Mikloš et al., 2018b). Natural snow ab-
sented at the time of measuring. Air temperature was recorded 
by its own meteorological station, which was localized at the 
base of ski slope of ski center Košútka. Online meteorological 
data of this station can be accessed from www.emsbrno.cz. 

Snow depth and snow density of groomed snowpack with 
additional artificial snow were measured on the studied ski 
piste area of 4.1 ha at the end of five winter seasons from 2010–
2011 to 2015–2016, except for season 2013–2014 (ski center 
was out of service). The first survey in each of five seasons was 
carried out after disappearance of natural snow on the off-piste 
sites at all elevations and then subsequently until the end of 
melting in the irregular time intervals. Ski piste (4.1 ha) repre-
sented the marked area of ski slope under the winter manage-
ment (grooming, snowmaking). Snow depth was measured at 
96 points, whereas snow density was at least 5 points of snow 
course (Figure 1). Snow water equivalent was calculated for 
each of the 96 points of snow course from snow depth and 
mean snow density identified in the particular survey. Tech-
nique of measuring the snow depth and density is described in 
more detail by Mikloš et al. (2018a) and in general by, for 
example, López-Moreno et al. (2013). In the first survey of the 
first three seasons, the depth of basal or bare ice layer was 
measured at 96 points of snow course. Basal ice could have 
occurred on the bottom of snowpack, whereas bare ice could 
have occurred instead of snow.  

 
Snow ablation water volume and potential infiltration 

 
The ski piste area under the winter management (grooming, 

snowmaking) was divided into eight continuous subareas be-
cause of different soil properties, slope, and aspect. For each 
subarea and survey, the snow water volume and the snow-free 
ski piste area were calculated from the model of interpolated 
SWE. An SWE model with raster value of 1 m × 1 m was cre-
ated in ArcGIS 10.3.1 by the interpolation technique spline 
from 96 points of manual snow depth measurements, which 
were multiplied by the mean snow density. Mean density in-
stead of interpolated density was used because of the small 
number of density measurements (time-consuming measure-
ment), which were performed on at least five points of the snow 
course. Area of positive values of the SWE model represented 
the snow-covered area, whereas area of negative and zero val-
ues of the SWE model represented the snow-free area. Snow 
water volume stored in snowpack (in millimeters) was calculat-
ed from the SWE model as sum of positive raster values divid-
ed by the snow-covered area. If the time interval between the 
two surveys was longer than 8 days, the additional intermediate 
SWE model was created between these two surveys. The inter-
mediate SWE model was created from the SWE of 96 points 
that were modeled by the linear relationship between two 
neighboring surveys. The difference of two subsequent snow 
water volumes represented the snow ablation water volume. 

Ablation rate was calculated by dividing the snow ablation 
water volume by the number of days between particular snow 
water volumes (Boon, 2009). The ablation period in the pre-
sented study means the period from the disappearance of natu-
ral snow on the off-piste sites until the melt of ski piste snow-
pack on the studied area. The ski piste snowpack was consid-
ered melted when less than 5% of the observed area (4.1 ha) 
was covered by snow, and similarly, the natural snowpack on 
the off-piste sites was considered melted when less than 5% of 
the adjacent off-piste area was covered by snow in all eleva-
tions and aspects. 

Potential infiltration on the studied area is limited by the fro-
zen soil below the snowpack; therefore, potential infiltration of 
snow ablation water was calculated only for the snow-free part 
of each subarea. For this purpose, snow ablation water volume 
had to be calculated from the SWE model in cubic meters in-
stead of millimeters. To identify the potential infiltration of 
snow ablation water volume, the ablated water volume (in cubic 
meters) was compared with maximum volume of water (Vi) that 
was able to infiltrate between the two surveys on the snow-free 
subarea. If ablated water volume was higher than Vi, the differ-
ence represented noninfiltrated volume of water. Potentially 
infiltrated volume of water in eight subareas was summed to-
gether and transferred to millimeters (divided by the snow-free 
area) for better interpretation of the results. 

The maximal volume of water (Vi) was calculated as fol-
lows:  

 
Vi = (KSAT S t) – V (1) 
 
where KSAT is saturated hydraulic conductivity of soil on 
subarea, S is snow-free area identified at the first of two 
measurement dates, t is sum of hours when average hourly air 
temperature was higher than 0°C, and V is total rainfall volume 
fallen on the snow-free subarea (S). 

One soil sample from a depth of 0 to 20 cm was taken from 
the middle of each subarea, to determine grain size fraction 
distribution. Preparation of soil samples for laser diffraction 
analysis was described in detail by Šinkovičová et al. (2017). 
The analyses were performed with use of an analyzer 
ANALYSETTE 22 MicroTec plus (Fritsch GmbH, Idar-
Oberstein, Germany). Each soil sample was analyzed three 
times, and subsequently average value was calculated. If the 
soil was fully saturated by the meltwater, the saturated hydrau-
lic conductivity expressed the rate of water movement through 
soil (Schoeneberger et al., 2002). Soil type and percentage of 
clay/silt/sand in the soil samples are specified in Table 1. 

 
Table 1. Percentages of clay, silt and sand in the eight samples. 
The percentages are used for determination of soil type (according 
to USDA soil texture triangle). 
 
Subarea 
No. 

Clay % 
(<0.002 mm) 

Silt % 
(0.002–0.05 mm) 

Sand % 
(0.05–2 mm)

Soil type  
(USDA  

classification)
1 4.9 90.04 4.7 Silt 
2 3.5 83.6 12.9 Silt 
3 3.6 80 16.4 Silt loam 
4 5.1 87.8 7.1 Silt 
5 4.3 89.6 6.1 Silt 
6 3.6 78.2 18.2 Silt loam 
7 3.8 87.2 9 Silt 
8 3.8 83.3 12.9 Silt 

 
Saturated hydraulic conductivity (KSAT in m/s) was deter-

mined from the results of grain size analyses, according to the 
following equation (Špaček, 1987): 
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where d10/d60 represents size in millimeters, such that 10%/60% 
of particles are finer than this size. 

 
RESULTS 
Characteristics of the ski piste snowpack 

 
Five seasons’ mean snow density of ski piste snowpack was 

621.6 ± 107.3 kg/m3 (Figure 2). Mean snow density during the 
ablation period had a decreasing trend in seasons 2011, 2015, 
and 2016 and increasing trend in seasons 2012 and 2013 (Fig-
ure 2a). The lowest minimal density (137 kg/m3) was measured 
in season 2013. Ski piste snowpack ablation period started at 
the latest in season 2013, with the lowest surveyed mean snow 
density. In each of the five seasons, density greater than 800 
kg/m3 was measured, which is the density close to the density 
of ice. The highest maximal and mean snow density was identi-
fied in the first survey in season 2015. Between mean snow 
density and corresponding depth average, the mean snow depth 
of the first survey in the seasons was identified to have a strong 
positive correlation (r = 0.93; Figure 2b). Moreover, with the 
earlier date of the first survey, the mean snow depth (r = 0.47) 
and mean snow density (r = 0.63) of the first survey in the 
season were higher. 

In the scale of the ablation period, negative correlation was 
found between snow depth and depth average snow density, in 
all of five seasons (Figure 3a). The snow density increased with 
decreasing snow depth by approximately 1 kg/m3 per 1 cm if 
the data of all five seasons were analyzed. The depth average 
snow density increased with decreasing snow depth also be-
cause of the basal ice layer formation from the melted ski piste  
 

snowpack. During the three seasons, when the basal/bare ice 
layer occurrence was observed in the first survey in the season, 
the depth of the basal/bare ice layer increased from 0.04 to 0.12 
cm per each 1 cm of decreasing snow depth (Figure 3b). Calcu-
lation of these trends taken into the account even measurements 
where only snow or bare ice was identified. Probability of basal 
ice layer occurrence in the bottom of snow profile was 57% 
(calculated from 176 measurements), while probability of bare 
ice layer occurrence instead of snow was 18% (calculated from 
215 measurements). 

In the each of the five studied seasons, the snow depth and 
the SWE of ski piste snowpack were highly variable after 
snowmelt of natural snow on the off-piste sites (Figure 4). 
While some parts of the studied ski piste area were covered by 
thick snowpack, the other parts were completely melted (Fig-
ures 4, 5). The maximum snow depth and SWE in the first 
survey in each of the five seasons were always higher than 100 
cm and 800 mm, respectively (Figure 4). The highest maximum 
snow depth and SWE (225 cm and 1229 mm, respectively) 
were identified in season 2013, whereas the highest mean snow 
depth (57 cm and 349 mm, respectively) was identified in sea-
son 2012. The five seasons’ average mean snow depth and 
mean SWE from the first surveys were 45 cm and 280 mm, 
respectively (mean snow depth on the studied area of ski piste). 
The decrease in mean snow depth during the studied ablation 
periods varied from 0.6 cm/d in season 2016 to 2.1 cm/d in 
season 2011 (five seasons’ average, 1.5 cm/d). The mean SWE 
decreased on the studied area of ski piste in a different trend 
from snow depth because of the changing snow density over the 
studied ablation period. The decrease in SWE during the abla-
tion periods varied from 4 mm/d in season 2016 to 12.7 mm/d 
in season 2011 (five seasons’ average, 9.5 mm/d). The authors 
note that the mean snow depth was calculated from 96 points of 
snow course including zero values. 
 

 
Fig. 2. (a) Trend of mean snow density over the ablation period of ski piste snowpack in five seasons; (b) Correlation between mean snow 
depth and mean snow density at first survey in the season. Signs indicate mean density. Bars indicate the maximum and minimum values 
measured in each survey. Horizontal dot line indicates mean density calculated from all surveys. 
 

 
Fig. 3. (a) Correlation between snow depth and snow density at the individual seasons; (b) Correlation between snow depth and depth of 
basal or bare ice layer. Signs indicate individual measurements while solid lines indicate trend calculated from all displayed measurements. 
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Fig. 4. Decrease of mean snow water equivalent (SWE) and mean snow depth (SD) on the ski piste during ablation period in the five sea-
sons after snowmelt of natural snow on the off-piste sites. Bars indicate the maximum and minimum snow depth measured in each survey. 
Dash lines indicates trends. 
 

 
 
Fig. 5. Development of snowpack and snow-free area on the ski piste during ablation period of winter season 2010–2011. 
 
Soil temperature 

 
During the observed period, the top soil layer on the snow-

covered part of ski piste with snowpack occurrence was con-
stantly frozen, even when hourly air temperature reached its 
maximum of 15°C in season 2015 (Table 2). Mean hourly soil 
temperature under the snowpack varied maximally 1°C around 
zero. At the same period, the mean top soil hourly temperature 
on the snow-free part of ski piste was 3°C in season 2015 and 
4°C in season 2016. The maximal hourly soil temperatures on 
the snow-free part were 12°C and 11°C, respectively. Because 
of the frozen top soil layer under the ski piste snowpack, the 
infiltration below the snowpack was limited. 

 

 
Table 2. Mean, minimal and maximal hourly soil and air tempera-
ture (in °C; mean ± standard deviation) during observed period 
(seasons 2015 and 2016). Soil temperature was logged on the 
snow-covered part and on the snow-free part of ski piste. 
 

 
Soil temperature  

(Snow) (°C) 
Soil temperature  
(Snow-free) (°C) 

Air temperature 
(°C) 

2015 2016 2015 2016 2015 2016 

Mean –0.1 ± 0.0 –0.2 ± 0.2 2.9 ± 2.4 3.6 ± 2.1 4.6 ± 4.5 3.5 ± 3.3 

Min –0.2 –1.0 –0.6 0.1 –4.2 –3.8 

Max 0.0 0.9 11.9 11.4 15.1 12.0 
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Ski piste snowpack snow ablation water volume versus 
potential infiltration 

 
The rate of water movement through soil (saturated hydrau-

lic conductivity) on the ski piste was identified as 89.8 ± 9.5 
mm of water per day on average (Table 3). The highest saturat-
ed hydraulic conductivity (KSAT) was identified on subarea 
number 2 (97.5 ± 1.4 mm/d). The average KSAT (89.8 mm/d) 
could be ranked according to Schoeneberger et al. (2002) as 
moderately high KSAT class, whose boundaries are 86.4 to less 
than 864.0 mm/d. The average rate of water movement through 
soil was 6.8 times as high as the five seasons’ average ablation 
rate of ski piste snowpack (89.9 vs. 13.3 ± 6.1 mm/d). The 
ablation rate was highly variable during the ablation period and 
also between the seasons (Figure 6). In season 2011, the highest 
average ablation rate of 17 ± 7 mm/d and the steepest increas-
ing seasonal trend of 5 mm/d were identified; thus, the ablation 
period in this season was the second shortest (26 days) from the 
five studied seasons. On the contrary, because of the lowest 
average ablation rate of 9 ± 5 mm/d and decreasing seasonal 
trend of 2 mm/d in season 2016, the ablation period of ski piste 
snowpack in this season was the longest (47 days). 

Because of frozen soil below the snowpack, the infiltration 
on the studied area was limited to the snow-free part. At the 
beginning of each ablation period (first survey), the snow abla-
tion water volume to the snow-free area was the highest  
because of the lowest snow-free area that represented 12% of  
 

Table 3. d10/d60 represents a size of particles on the subareas, such 
that 10%/60% of particles are finer than this size (mean ± standard 
deviation). On each subarea, the mean value ± standard deviation 
(SD) of saturated hydraulic conductivity (KSAT) was calculated 
from three soil samples (mean ± SD). 
 

Subarea No. Subarea 
(m2) d10 (μm) d60 (μm) KSAT 

(mm/day) 
1 4131 3.2 ± 0.1 14.0 ± 0.0 76.3 ± 1.4 
2 6833 4.2 ± 0.1 17.0 ± 0.0 97.5 ± 1.4 
3 6122 4.1 ± 0.0 17.2 ± 0.8 95.8 ± 0.3 
4 6653 3.1 ± 0.0 10.7 ± 0.1 74.3 ± 0.1 
5 5443 3.7 ± 0.1 10.9 ± 0.1 87.9 ± 2.8 
6 3950 4.1 ± 0.1 11.4 ± 0.0 97.4 ± 1.4 
7 4537 3.9 ± 0.1 11.1 ± 0.1 93.5 ± 2.5 
8 3329 4.0 ± 0.0 11.2 ± 0.2 95.9 ± 0.1 
Sum/Mean ± 
SD ≐ 40999 3.8 ± 0.4 12.9 ± 2.8 89.8 ± 9.5 

 
studied area on average (Figure 6). In the first survey in the 
season, the five seasons’ average snow ablation water volume 
to the five seasons’ average snow-free area was 137 ± 70 
mm/m2 and potentially infiltrated 43 ± 7 mm/m2 (31%) (Figure 
6a). At the beginning of season 2012, the highest snow ablation 
water volume to the snow-free area (247 mm/m2) was identi-
fied, but potentially infiltrated only 53 mm/m2 (21%) because 
of the low snow-free area that represented 4% of the studied area. 
The snow-free area expanded over the five studied ablation 
periods in the comparable trends (Figure 6). The five seasons’  
 

 
Fig. 6. (a) Infiltrated and non-infiltrated snow ablation water volume (abl.) to the snow-free area of ski piste, in the first survey in each 
season. Horizontal lines indicate averages (avg.) from displayed ablated and infiltrated water volumes while crosses indicate duration of 
ablation periods; (2011–2016) Modeled daily course of ablated and infiltrated water volume to the snow-free area of ski piste, modeled 
development of snow-free area (Sfa) during ablation period and modeled ablation rate of ski piste snowpack (Ar; multiplied by ten for 
visualization). Black dot line indicates trend of ablation rate while green dot line indicates trend of snow-free area over the ablation period. 
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Fig. 7. (a) Average and (b) percentage of infiltrated and non-infiltrated (sum = ablation) snow ablation water volume during ablation period 
to the snow-free ski piste area. Signs indicate standard deviation (SD) of average values. Horizontal lines indicate mean from displayed 
values (solid line = non-infiltrated volume; dot line = infiltrated volume). 

 
average slope of trend of snow-free area was 951 ± 175 m2/d. 
Decrease in snow ablation water volume to the snow-free area 
and simultaneous expansion of the snow-free area from the first 
survey resulted to an increase in potentially infiltrated water 
volume on the snow-free square meter over the ablation peri-
ods. At the end of each ablation period, except season 2012, all 
the ablated water volume was potentially able to infiltrate the 
snow-free area. Increase in the ablated water volume over the 
ablation period was identified only one time in season 2011 and 
2015, when comparable conditions occurred. The snow-free 
areas at this time were 11,968 and 9213 m2, whereas ablation 
rates were 23 and 22 mm/d, respectively. 

In the five seasons’ average, the water volume of 22 ± 8 
mm/d potentially infiltrated during 31 ± 9-day-long ablation 
period on the snow-free ski piste area (Figure 7a). This water 
volume represented 47% (53 ± 35 mm) of the ablated water 
volume per day on average on the snow-free 1 m2 of ski piste 
area (Figure 7b). In each of the five seasons, except season 
2011, the average potential infiltration on the snow-free ski 
piste area represented less than 50% of ablated water. In season 
2011, the potential infiltration represented 76% of ablated water 
on average because of the low ablation rate and high snow-free 
area at the first surveys compared with other seasons. On the 
contrary, the lowest percentage of ablated water potentially 
infiltrated in season 2012 (29%). It was because season 2012 
started and continued with high ablated water volumes that 
were not able to potentially infiltrate because of the low snow-
free ski piste area in the first two surveys. 

 
DISCUSSION 
Characteristics of the ski piste snowpack and soil  
temperature 

 
This study confirms the results of Rixen et al. (2003), Keller 

et al. (2004), and Mossner et al. (2013), which found high-
density snowpack on the ski pistes of European Alps. They 
reported that mean density on the groomed ski pistes with arti-
ficial snow varied between 500 and 600 kg/m3 on average. Our 
study from Košútka ski center (Central Europe, Western Carpa-
thians) showed the higher mean snow density of 622 kg/m3 
probably due to intensive snowmaking in this ski center (Mi-
kloš et al., 2018a) and late datum of measuring (end of winter 
season). The impact of wind packing that enhances snow densi-
ty (Vihma, 2011) was negligible because of the low wind speed 
in the studied locality (Mikloš et al., 2018a). In contrast to the 
mentioned studies, the presented study was focused on the 
ablation period of ski piste snowpack, at the end of the winter 
season. Thus, the high maximal density of snow greater than 

800 kg/m3 and ice layer occurrence in the base of snowpack or 
ice instead of snowpack were found at the end of the season on 
the studied ski piste. Keller et al. (2004) also found increasing 
compaction of ski piste snowpack over the time while it be-
comes a mixture of ice and hard snow with a maximum density 
of 700 kg/m3. Because of the high density and depth of the 
studied ski piste snowpack, the prolongation of the ablation 
period to about 29 days was identified (Mikloš et al., 2018a). 
Snow density increases over the time because of dry and wet 
metamorphism of snow (Domine, 2011); however, the increas-
ing tendency of snow density was not identified in all of the 
five studied seasons. It is probably due to the late datum of 
measuring and subsequently high above-zero daily tempera-
tures in the studied locality when snow ablation water did not 
refreeze in the snowpack but instead drained or sublimated. In 
the presented study, negative correlation was identified between 
snow depth and snow density, probably due to the observed 
basal ice layers in the ski piste snowpack. These findings are 
supported by Rixen et al. (2003; 2004) and Fauve et al. (2002), 
which attribute the occurrence of ice layers to snow compaction 
by the heavy machinery and warm conditions during the snow 
production. Both compaction and higher temperatures during 
snowmaking were identified in our previous study carried out 
in the same low-elevation Košútka ski center (Mikloš et al., 
2018a). Ice occurrence instead of snowpack in the late winter 
was not described by other authors. This phenomenon can be 
explained by the occurrence of hot days and cold nights during 
winter time (Mikloš et al., 2018a) and the isothermal conditions 
that render the artificial snow more prone to melting and re-
freezing during daytime (Vihma, 2011). 

High density of the studied ski piste snowpack resulted in 
the high SWE at the end of winter season. Hríbik et al. (2012), 
who studied natural snowpack 10 km away from Košútka ski 
center in the comparable elevation, identified maximum above-
average mean SWE of 170 mm in March 2005 and February 
2006 (studied seasons from 2004 to 2009). For comparison, the 
maximum mean SWE of the studied ski piste snowpack was 
349 mm in March 2013, whereas after snowmelt of natural 
snow on the adjacent off-piste sites, the mean SWE of ski piste 
snowpack was 280 mm. The studied ski piste snowpack showed 
high snow depth maxima due to the essential high production of 
artificial snow (Mikloš et al., 2018a). The maximum snow 
depth of studied ski piste snowpack was 225 cm in April 2013, 
whereas the maximum snow depth of natural snow identified 
by Hríbik et al. (2012) was 70 cm in winter 2005 and 2006 
(whole season average is 30 cm). Rixen et al. (2004) compared 
snow depth and SWE of the groomed/snowed ski piste snow-
pack with natural undisturbed snowpack in the Swiss ski cen-
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ters greater than 1000 m a.s.l. at the turn of February and March 
2000. They found comparable differences (approximately 40 
cm and 300 mm) with the presented research from Košútka ski 
center (45 cm and 280 mm) where measurements for this com-
parison were performed directly after disappearance of natural 
snowpack from the off-piste sites. 

The presented study confirms long-lasting soil frost beneath 
the snowed and groomed ski piste snowpack as reported by 
Rixen et al. (2003; 2004) on the Swiss pistes. Kammer (2002) 
and Rixen et al. (2008) proved long-lasting soil frost with high 
depth and density of ski piste snowpack, which extends the 
snow ablation period. The presented study confirms their find-
ings and shows high difference in top soil temperature between 
snow-covered and snow-free sites on the piste, even at 12°C. 
The occurrence of basal ice layers and frozen top soil layer 
below the studied snowpack results in restricted infiltration of 
snow ablation water on the snow-covered area. Similarly, Gray 
et al. (2001) pointed out that soil infiltrability is restricted by 
impervious surface as the basal ice lens found on the pistes by 
Rixen et al. (2004). 

 
Snow ablation water volume and potential infiltration 

 
There is a negligible number of studies that describe snow 

ablation processes on the ski pistes and subsequently quantify 
their balance (infiltration, sublimation, evaporation, surface 
runoff). The presented study shows that the mean seasonal 
ablation rate on the ski piste ranged between 9 and 17 mm/d at 
the end of winter season. Ablation rate is difficult to compare 
between studies because of the specific characteristics of ski 
piste snowpack and microclimatic conditions (energy balance) 
of research localities. For example, the ablation rate of natural 
snowpack in Fraser Lake (700 m a.s.l., 53.72° N, 124.92° W) is 
lower than that in Košútka ski center (610 m a.s.l., 48.56° N, 
19.54° E) varying between 11 and 14 mm/d. It is probably due 
to the northern latitude (approximately 5° N) and different 
climatic conditions of locality (North America). However, 
Mosimann (1998) and Rixen et al. (2004) declare that the snow 
ablation rate of ski piste snowpack is lower than the natural 
undisturbed snowpack because of the increased snow mass 
(snowmaking), ice layers in snow profile, spherical shape of ice 
crystals, and long-lasting soil frost below the ski piste snow-
pack. These findings confirm the presented study because of the 
prolonged ablation period of ski piste snowpack of approxi-
mately 1 month, while increased snow mass, ice layers, and soil 
frost on the ski piste were observed. 

Infiltration of water into soil is dependent on the rate of wa-
ter movement through soil (saturated hydraulic conductivity 
[Ksat]), which was identified as moderately high (90 mm/d) for 
the modal cambisol of the studied ski piste. This Ksat was low 
compared with the study on Californian ski pistes in Tahoe 
Basin (2000 m a.s.l., approximately 39° N, 120° W), where 
mean Ksat was 7968 mm/d on granitic soil and 5952 mm/d on 
the volcanic soil (Grismer and Hogan, 2005). High Ksat is the 
result of large average particle sizes; however, the larger parti-
cle sizes suggest larger erosion events that were seen in Tahoe 
Basin (Grismer and Hogan, 2005). The presented study as-
sumes with bare soil surface the calculation of infiltration; 
however, some parts of ski piste were covered by meadow 
vegetation, which can decrease the infiltration rate (Dunne et 
al., 1991; Lichner et al., 2018). Anyway, less disturbed soil 
surface and vegetation cover of ski pistes mean more water to 
be held in soil (Pintar et al., 2009). Infiltration of snow ablation 
water on the area of ski piste was limited to snow-free areas; 
therefore, not all ablation water could infiltrate. The part of the 

discussion about the volume of infiltrated snow ablation water 
to the soil profile of ski piste is omitted because of lack of 
studies dealing with this issue. The presented study showed that 
ski piste snowpack properties and duration of the ablation peri-
od in low-elevation ski center are comparable with the findings 
of other studies, even from higher elevations greater than 1000 
m a.s.l. Therefore, the methods used for calculation of the abla-
tion and infiltration can be used in these regions, while it can be 
assumed that the results will differ, depending on the snowpack 
and soil properties and the meteorological conditions of the 
study sites. 

 
CONCLUSIONS 

 
This study shows that after snowmelt of natural snow on the 

off-piste sites the high volume of water is still stored in the 
groomed ski piste snowpack with additional artificial snow. 
The density of such snowpack is highly variable, while it can 
reach the density of ice. With lower snow depth, higher snow 
density and higher thickness of basal ice layer or bare ice (ice 
instead of snow) can be expected. The depth and SWE of such 
snowpack are even highly heterogeneous over the piste 
(marked, groomed, and snow-covered part of ski slope). 
Whereas some parts of the ski piste are completely melted, the 
others could be covered by 200-cm-thick snowpack with SWE 
higher than 1000 mm. The SWE of the remaining snowpack 
decreases 9.5 mm/d during 1-month-long ablation period on 
average. The ablation rate of ski piste snowpack is lower than 
water movement through soil. However, not all snow ablation 
water is potentially able to infiltrate the ski piste because of the 
frozen top soil layer below the snowpack and the low snow-free 
area. As the snow-free area increases during the ablation period 
over the ski piste, the higher water volume is potentially able to 
infiltrate the piste. Nearly 50% of snow ablation water is poten-
tially able to infiltrate the area of ski piste on average. 
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Abstract: The main purpose of the research was to determine the conditions affecting ice phenomena, including the 
three-phase cycle of ice: expansion, retention and decay of the ice cover on selected rivers of the Baltic coastal zone in 
the Northern Poland (Przymorze region). The analysis has been elaborated for the years 1951–2010 against the backdrop 
of currently occurring climatic changes, with particular emphasis on the development and phase variability of the NAO. 
The article presents the impact of the variability in atmospheric circulation which has manifested in an increase in air 
temperature, over the last 20 years, on thermal conditions during winter periods in the South Baltic Coastal Strip. The in-
crease in air temperature has contributed to an increase in the temperature of river waters, thus leading to a shortening of 
the duration of ice phenomena on rivers in the Przymorze region. The article also brings to light an increased occurrence 
of winter seasons classified as cool, and a disruption in the occurrence of periods classified as normal over the last 30 ob-
served years. The research has demonstrated a significant dependence between the seasonal change in air temperature 
and the variability of thermal conditions of water, which has a direct impact on the variability of the icing cycle of rivers 
in the Przymorze region. The authors also show that the variability in forms of ice phenomena for individual river sec-
tions is determined by the local factors, i.e. anthropogenic activity, impact of urbanized areas or inflow of pollutants. 
 
Keywords: Ice phenomena; Rivers; Coastal zone; Air temperature; NAO; Water temperature. 

 
INTRODUCTION 
 

Ice phenomena are an inseparable element of river regime in 
temperate climate zones (Kreft, 2013; Prowse and Beltaos, 
2002). They also play a key role in shaping this regime by 
modifying river flow (Klavins et. al., 2009; Majewski, 2009). 
The intensity and frequency of occurrence for ice phenomena 
depends, in particular, on the predominant climatic conditions 
for a given area (Agafonova and Frolova, 2007; Frolova and 
Alekseevskiy, 2010). The primary factor determining the form 
and duration of ice phenomena on rivers is air temperature 
(Łukaszewicz, 2017b), the variability of which depends on 
atmospheric circulation (Girjatowicz et al., 2002; Graf and 
Tomczyk 2018; Kożuchowski and Degirmendžic, 2002; 
Łukaszewicz, 2017a; Marsz and Styszyńska, 2001; 
Niedźwiedź, 2002; Przybylak et al., 2003). Air temperature 
fluctuations determine the variability in thermal conditions for 
waters in a given catchment area (Graf, 2015; Jurgelėnaitė et 
al., 2012; Klavins et al., 2009; Łukaszewicz, 2017c; Webb and 
Nobilis, 2007), and consequently have a direct impact on the 
formation of various ice forms on rivers and water reservoirs 
(Ptak et al., 2016).  

Significant influence on the occurrence and development of 
ice phenomena on rivers is also exerted by local environmental 
factors, such as the structure of the river bed, the river gradient, 
its autochthonous or allochthonous characteristics (Hester and 
Doyle, 2011; Kreft, 2013; Łukaszewicz, 2017b), and the per-
centage of underground water supplying the rivers (Graf, 2015). 
The conditions in which ice phenomena form on rivers are also 
significantly affected by anthropogenic factors, for example the 
channeling and regulation of rivers and the erection of dams 
and hydropower plants. The channeling of a section of a river 
helps clear the flow of ice floats and limits the formation of 
embacles and ice covers (Majewski, 2009), thus eliminating the 

serious risk of flooding caused by embacles that may arise 
when broken ice accumulates. Research has shown that for 
more than 60% of the rivers in the Northern Hemisphere, sea-
sonal effects on the occurrence of ice phenomena can be ob-
served. It is assumed that extreme hydrological phenomena, 
such as floods and low river waters in winter, are mainly the 
result of the occurrence and disappearance of ice phenomena 
(Majewski, 2009). Ice phenomena significantly influence the 
functioning of the fluvial system and the water ecosystem, but 
also on the life cycles of water organisms (Allan, 1998).  

The broad scope of the impact ice phenomena has on river 
regimes and living organisms has become the topic of a great 
number of studies. Some of the research focuses on the effect of 
weather anomalies (Bednorz and Kossowski, 2004; Filipiak, 
2004; Kożuchowski, 2000), particularly the recently registered 
rise in air temperature (Graf, 2018; Graf and Tomczyk, 2018; 
IPCC, 2007; Russak, 2009; Tylkowski, 2013), on changes in 
thermal conditions of waters and the development and duration 
of icing on rivers. One of the most important aspects of the 
macroscale changes in climatic conditions is the impact of the 
North Atlantic Oscillation's (NAO) influence on changes in 
individual elements of river regimes, not only because individ-
ual catchments can be compared on a regional basis, but also 
because this type of research captures the problem in relation to 
a series of long-term measurements. The influence of the varia-
bility of the NAO on hydrological phenomena, including river 
regime, changes in the flow rate and the thermal and ice regime 
of rivers and lakes, has been described, among others, by Yoo 
and D'Odorico (2002) and Klavins et al. (2009). Due to the 
strong climatic factors that determine the formation of ice phe-
nomena on rivers, the phenomena can be used as a significant 
indicator of climatic changes. 

Records from the last two centuries regarding the dates for 
the disappearance of ice cover on rivers of the Northern Hemi-
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sphere provide consistent evidence indicating their subsequent 
freezing and earlier disappearance of ice phenomena (Mag-
nuson et al., 2000). The results of reports and studies carried 
out over the last 40 years on European rivers show a decrease in 
the frequency and appearance of ice phenomena, especially ice 
sheets (EEA Report No. 12/2012). This is a result of the impact 
of climate change, especially the increase in the incidence of 
warmer winters. The observed tendency is also confirmed by 
studies on changes in river thermo-waves, which have been 
determined to have increased by about 1–3°C over the last 
century. Analyses of long-term trends in changes in river con-
gestion have shown that the surface water ice regime in North-
ern Europe is linked to changes in the NAO, having features 
that confirm long-term climate change (Klavins et al., 2009; 
Kuusisto and Elo, 1998; Yoo and D’Odorico, 2002). Changes 
in the ice melting regime are also observed in the Baltic region, 
where the direct impact of the sea is the factor influencing the 
structure and duration of ice phenomena. It is pointed out that 
the duration for the ice cover on the rivers of the Baltic region 
during the last decades, even centuries, has shortened. Periods 
of interruption in the observation of ice phenomena in particu-
lar years and periodic changes in the intensity of ice formation 
have been increasingly observed. These tendencies are con-
firmed by the observed trend of air temperature increase of 
coastal areas during the winter season (Hagen and Feistel, 
2005), which translates into an increase in the temperature of 
river waters and a hinderance in the occurrence of ice phenom-
ena (Klavins et al., 2002, 2009; Lizuma et al., 2007).  

The main purpose of the research was to determine the con-
ditions affecting ice phenomena, including the three-phase 
cycle of ice (the phases of expansion, retention and decay of the 
ice cover) on selected rivers of the Przymorze area in Northern 
Poland for the years 1951–2010. These rivers flow into the 
Baltic Sea, which directly impacts their hydrologic and thermic 
conditions. The analysis has been elaborated against the back-
drop of currently occurring climatic changes, with particular 
emphasis on the winter periods, which are dependent on the 
development and phase variability of the NAO. The work also 
takes into consideration changes in thermal conditions of river 
waters and local environmental factors impacting catchments, 
including the level of anthropogenic impact.  

The research has been undertaken to answer the following 
questions: 

- what has been the frequency and duration of the ice phe-
nomena on rivers in the Baltic Coastal Zone over a multi-year 
period? 

- how have the trends in air temperature changes affected 
water thermal conditions in rivers and characteristics of the ice 
phenomena, i.e. duration of ice and individual forms of the ice 
phenomena? 

- how does the historical data base influence the future data 
base and how does it facilitate forecasting?  

The results will be useful in monitoring the temporal and 
spatial changes of ice on rivers in the temperate zone, especial-
ly in areas that are impacted by the Baltic Sea.  
 
TEST AREA 

 
According to the physico-geographical division of Poland 

(Kondracki, 2009), the Przymorze region is located in the 
Southern Baltic Coastal macro-region, which is characterized 
by considerable variability in weather conditions (Fig. 1). The 
region is located in the temperate climate zone and is affected 
by Atlantic Ocean climate factors, the Baltic Sea – with which 
it is in direct contact - and certain elements of the Eastern Eu-

ropean continental climate. The North Atlantic is considered as 
the main climate forming zone of Poland (Marsz and 
Styszyńska, 2001), and therefore it also plays a significant role 
in shaping the thermal conditions of the Southern Baltic Coastal 
Strip. 

Near the sea, winters are less frosty than in other regions of 
the country (Woś, 2010). To a large extent, the Baltic Sea de-
termines the annual range of air temperature, particularly 
through the reduction of daily values, annual amplitudes and 
fluctuations in temperature distribution primarily during the 
winter periods (Woś, 2010). The thermal impact of the Baltic 
Sea also lengthens and shifts the duration of transient seasons 
(Niedźwiedź, 2002).  

Changes in air temperature in the Baltic coastal zone are also 
impacted by anemometric factors and cloud cover. Westerly 
winds influence the occurrence of positive thermic anomalies in 
the winter season. Winds from the northern sector bring warmer 
air, whereas easterly winds bring cooler weather. Cloud cover 
is also of considerable importance in relation to air temperature 
changes in Pomerania. Increased cloud cover is related to a 
decrease in the value of temperature amplitude and an increase 
in extreme temperatures (Filipiak, 2004). 

The test area covers the catchment area of 5 rivers in the 
Przymorze hydrographical region – Rega, Parsęta, Wieprza, 
Słupia and Łupawa – which flow into the Baltic Sea (Fig. 1). 
The analyzed rivers are classified as small rivers, i.e. not ex-
ceeding 200 km in length and having a drainage area of no 
more than 10,000 km2 (Table 1). 

 
Table 1. The selected morphometric parameters of selected rivers 
from the Przymorze region. 
 

 
In hydrological terms, the rivers located east of the Parsęta 

River (Fig. 1) are characterized by a weakly developed nival 
regime and their average flow in a spring month does not ex-
ceed 130% of the average annual flow. In the annual cycle, 
rivers with such a regime are distinguished by the most even 
flows and the greatest share of subterranean outflow from the 
total outflow. The Parsęta River and rivers located west of it 
(Fig. 1) are characterized by a moderately developed nival 
regime typical of rivers with an average flow during spring 
months totaling between 130–180% of the average annual flow. 
Rivers in northern Poland and in the Wieprza River catchment 
area are characterized by a high share of subterranean supply 
(60–80%), which is 40–60% for the other rivers with this type 
of regime. Temperature stability of subterranean waters may 
have a considerable influence on the development of the icing 
cycle of rivers (Graf, 2015; Łukaszewicz, 2017a, b). 

The selected rivers are typified by a diverse level of anthro-
pogenic impact. Some of their sections are located in urbanised 
municipal areas (e.g. the section in Słupsk) (Fig.1), while others 
flow through land that has retained its natural character, or 
through areas that have experienced only a slight degree of 
anthropogenic impact (Łukaszewicz, 2017b). This is particular-
ly visible in the case of the Łupawa River (Fig. 1), for which 
the headwaters flow through the Słowiński National Park.  
 

 
 
 
 
 
 
 
 
 
 
 

River Length of  
the river [km] 

Catchment  
area [km2] 

Słupia 138.6 1310.0 
Łupawa 98.7 924.5 
Łeba 117.0 1801.2 
Wieprza 140.3 2172.7 
Rega 167.8 2723.3 
Sum 662.4 8931.7 
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Fig. 1. Location of the test area and arrangement of measuring stations for the Institute of Meteorology and Water Management – National 
Research Institute (IMGW-PIB) in the Przymorze hydrographical region. 

 
Table 2. Thermic classification criteria according H. Lorenc (1998). 
 

Class No. Year evaluation Values interval calculated according T mpt. year. 
1 Extremely warm Tmat.. year. > Tmpt.. multiyear. + 2.5 SD 
2 Anomalously warm Tmpt.. multiyear. +2.0 SD < Tmat.. year. ≤ Tmpt. multiyear +2.5 SD 
3 Very warm Tmpt.. multiyear. +1.5 SD ≤ Tmat.. year. ≤ Tmpt. multiyear +2.0 SD 
4 Warm Tmpt.. multiyear. +1.0 SD < Tmat.. year.≤ Tmpt. multiyear +1.5 SD 
5 Slightly warm Tmpt.. multiyear. +0.5 SD < Tmat.. year. ≤ Tmpt. multiyear +1.0 SD 
6 Normal Tmpt.. multiyear. –0.5 SD ≤ Tmat.. year. ≤ Tmpt. multiyear +0.5 SD 
7 Slightly cold Tmpt.. multiyear. –1.0 SD ≤ Tmat.. year. < Tmpt. multiyear  –0.5 SD 
8 Cold Tmpt.. multiyear. –1.5 SD ≤ Tmat.. year.< Tmpt. multiyear  –1.0 SD 

9 Very cold Tmpt.. multiyear. –2.0 SD ≤ Tmat.. year.< Tmpt. multiyear –1.5 SD 
10 Anomalously cold Tmpt.. multiyear. –2.5 SD ≤ Tmat.. year.< Tmpt. multiyear  –2.0 SD 
11 Extremely cold Tmat.. year. < Tmpt.. multiyear. –2.5SD 

 

Explanations: (Tmpt.. multiyear. – average multi-year temperature; Tmat.. year. – average annual, monthly or seasonal temperature; SD – standard 
deviation). Classes of winter seasons. distinguished on the basis of data from analyzed meteorological stations. have been marked in bold. 

 
Some of the analyzed rivers, for example the Słupia River, have 
been significantly transformed in their upper and middle reach-
es through the modification of the river beds, the erection of 
numerous dams and a network of hydropower plants (Łukasze-
wicz, 2016). 

 
SOURCE MATERIALS 

 
The analysis was performed using data from 5 measuring 

stations which are in the standard observation network of the 
Institute of Meteorology and Water Management – National 
Research Institute (IMGW – PIB, Warsaw – Poland):  
1) Trzebiatów – the Rega River; 2) Bardy – the Parsęta River; 
3) Stary Kraków – the Wieprza River; 4) Słupsk – the Słupia 
River; and 5) Smołdzino – the Łupawa River (Fig.1). The data-
base contains daily information about the occurrence or non-
occurrence of ice phenomena on the rivers studied during the 
period of 1951-2010. The analyses take into consideration: 

-   the division of ice phenomena into individual forms: frazil 
ice; stranded ice; ice cover; ice floe; ice jam; and frazil ice jam.  

- the number of days when some of the abovementioned 
forms occurred simultaneously, e.g. stranded ice and frazil ice, 
stranded ice and ice floe.   

-   in addition, daily water temperature values were analyzed 
for each of the rivers.  

The authors have also utilized meteorological data concern-
ing average daily air temperature values from the meteorologi-

cal stations (IMGW-PIB) in Kołobrzeg, Darłowo, Ustka and 
Łeba, which are located in close proximity to water-level indi-
cator points for the analyzed rivers of the Przymorze region 
(Fig. 1). The frequency of occurrence and the course of indi-
vidual phases of the NAO were determined using the database 
of the National Weather Service (https://www.weather.gov/). 
The Jones' Index, which is calculated as the difference in at-
mospheric pressure between Gibraltar and southwest Iceland, 
was also used (Niedźwiedź, 2002). 
 
METHODS 

 
The frequency and phasality of ice phenomena on rivers in 

the Baltic coastal zone was analyzed for the period of 1951–
2010. The frequency was defined as the sum total of days with 
the observed ice phenomenon in the cool half-year period of the 
hydrological year (November – April), with reference to aver-
age air and water temperature values for individual years. In 
order to evaluate the connection between air temperature and 
the course of atmospheric circulation, the phase variation of the 
NAO was also considered. Using the Jones' index helped to 
determine the percentage of variation in the occurrence of indi-
vidual NAO phases. A thermic classification (Lorenc, 1998) – 
(Table 2), on the basis of which distinguished out of the 11 
classes of winter seasons, was used to determine the thermic 
variability of winter periods and distinguish anomalies during 
the 60-year period under study. This research was conducted 
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utilizing data from selected IMGW-PIB (Institute of Meteorol-
ogy and Water Management – National Research Institute in 
Warsaw) meteorological stations located in the Baltic coastal 
zone (Fig. 1). 

The influence of anthropogenic factors on the development 
of ice phenomena has been determined by comparing the num-
ber of days, in which ice forms occurred along selected river 
sections, taking into consideration any hydrotechnical infra-
structure that could modify the nature of a river’s icing cycle. 

The LOESS (LOcal regrESSion, i.e. locally weighted scat-
terplot smoothing) method was utilized for analyzing depend-
ence between individual parameters. The method is also known 
as locally weighted regression or weighted locally polynomial 
regression (Cleveland and Devlin, 1988; Shumway and Stoffer, 
2010) LOESS regression involves the evaluation of separate 
regression equations for each point (h) in a time series in which 
observations located closest to the point are of greatest im-
portance, while those that are more distant exert a lesser impact 
on the result obtained (Cleveland and Devlin, 1988). The equa-
tion for LOESS is: 
 

h(T) = α0 + α01(Ti–T) + Ɛ(T)                          (1) 
 
where: coefficients α0 and α01 are calculated separately for each 
requested T, using the method of locally weighted lesser 
squares with weights w, while the model itself takes the follow-
ing form:  
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where: H – point magnitude of cloud smoothness (Ti and Hi), α0, 
α01– regression coefficients used to determine H(Ti) = α0,  
w – weight function, T – values, for example, of air temperature. 

The approximate strength of the trend in changes for the 
analyzed thermal characteristics and ice phenomena on rivers 
(assuming linearity) was determined using the modified Mann-
Kendall trend test, also referred to as the Yue-Pillon method 
(Yue et al., 2002). This made it possible to approximate the 
average monthly change and changes within the entire period. 
In addition, on the basis of Kendall’s non-parametric correla-
tion τb, it allowed to quantify the strength of the changes. This 
is useful due to the interpretation of the τb coefficient being 
purely probabilistic. It determines how much greater/smaller 
the probability is, for a random selection of observed pairs, of 
drawing a pair concordant with the observed trend (i.e. for a 
positive trend, a pair where τn+k ≥ τn). Furthermore, it is possi-
ble to determine the level of significance for the τb coefficient, 
which allows us to reliably separate trends that may be merely 
accidental. 

The trend analysis was supplemented with a KPSS test 
(Kwiatkowski et al., 1992) and an analysis of the time series 
structure based on the classical ARIMA model (Box and Jen-
kins, 1983), which has made it possible to answer the question 
of how historical values determine future values and to what 
extent this makes forecasting possible. ARIMA model compris-
es three fundamental elements: the autoregressive process AR 
(autoregressive), the degree of integration (integrated), and the 
moving average MA (moving averages). The order determines 
how many earlier values impact the current value. For the AR 
(2) and AR (3) processes, the following equations are used, 
respectively: 

yt = φ1yt–1 + φ2yt–2 + εt (3) 
 
yt = φ1yt–1 + φ2yt–2 + φ3yt–3 + εt (4) 
 
where: yt – value of the series at moment t, yt–1 – value of the 
series at moment t–1, etc., εt – random component, disturbance 
at moment t, t – successive 24-hour periods/days, φ – a parame-
ter determining the strength of the impact of the previous pro-
cess value (or successive, older values) on the current value. 

In the adopted model, the selection of the degree for individ-
ual ARIMA components is made in such a way as to ensure that 
it minimizes the model’s AIC (Akaike Information Criterion). 
The statistical model may contain various AIC measures, but 
the one clearly having the lowest measure is preferred (Akaike, 
1969). The authors also made use of the SARIMA model, 
which is the ARIMA model modified into half-year periods.  

Additionally, the time series was reconstructed using the 
GAM (General Additive Model) forecasting model, thus allow-
ing to determine periods with clear trend changes (Taylor and 
Letham, 2017). This allowed us to more precisely model the 
trend as a linear function, however with a directional coefficient 
that may be variable over time. GAM constitutes one of the 
most universal procedures for non-parametric regression mod-
els and has the form of: 
 
E(Yi|xi1, xi2, ..., xiP ) = α + f1(xi1) + f2(xi2) + ... + fP (xiP )  (5) 
 
where: Y – explained variable, x – explaining variables, α – 
constant, fj – the additive function, where j = 1, 2, ..., P – un-
known functions of j explaining variable, estimated through 
unknown functions determined by means a multiple fitting 
algorithm, E(Y|X) – the average of explained variable Y condi-
tioned by explaining variables. 

In the GAM model, the unknown functions (P) are estimated 
through local polynomial regression, regimented, for example, 
by the LOESS (stats) function, which fits locally smoothed 
polynomials to the second degree. Estimation of the fj functions 
takes place jointly for j = 1, 2, ..., and for P using the iterative 
backfitting algorithm procedure, known as the Multiple Fitting 
Algorithm (Koronacki and Cwik, 2005). 

The dispersion (diversity) of the annual distributions of ice 
phenomena has been expressed by means of Shannon’s entropy 
index (Shannon and Weaver, 1949). Usage of the index was 
necessary when analyzing data having considerable diversity of 
distribution (the duration of phenomena differs significantly 
among the various phenomena, in both individual years and 
months) and a non-stationary nature for the time series. This 
allowed to compare and determine the impact of the variability 
of individual parameters, for example, water temperature, on 
the variability of the trend throughout the duration of ice phe-
nomena. 

The analysis was supplemented with the basic descriptive 
statistics of the distributions of air and river water temperatures 
for various time-resolution levels. Due to the large quantity of 
data, the normality of distributions in individual periods was 
assessed based on histograms and quantile charts. Using the 
selected statistical methods, it was possible to distinguish the 
longest periods of occurrence of ice phenomena on individual 
river sections and the tendencies appearing in the change in 
occurrence and duration of these phenomena. 

The analyses and calculations were performed in the R cal-
culation environment, version 3.4.0 (2017–04–21). R Suite is 
both a programming language and a programming environment 
and is available as “Free Software Foundation's GNU – General 
Public License”, functioning in the UNIX/Linux, Windows and 
MacOS systems. The results of the applied statistical signifi-
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cance tests were assessed with reference to the adopted level of 
α = 0.05.  
 
RESULTS 

 
In the first three observed decades, there was recorded an in-

creased number of days with ice phenomena on rivers and a 
greater differentiation of ice forms – irrespective of the river 
section along which research was conducted (Fig. 2) In the last 
two decades, frazil ice and border ice were the predominant ice 
forms observed in the first phase of the freezing over of rivers. 
The exception is the Parsęta River, for which, in recently ob-
served years, the occurrence of ice cover was recorded, howev-
er the number of days observed with this form decreased by 

nearly one half in comparison to preceding years, i.e. the period 
1951–1980.  

Due to the shortening of the duration of ice phenomena over 
the last decade, practically no ice forms characteristic of the 
final, third phase of the river freezing cycle, i.e. ice floe and 
frazil ice, have been observed other than on river sections with 
only slight traces of anthropogenic impact, i.e. places where the 
river bed was not regulated by the erection of damming systems 
or the shortening of river course (the Rega and Parsęta Rivers). 
The frequency of occurrence of forms characteristic of the 
second and third phase of the icing cycle is decidedly greater 
along sections of rivers typified by a moderately developed 
rival regime and located in the western part of the test area 
(Figs. 2–3). 

 

 
 

 
Fig. 2. Frequency of ice phenomena occurrence on Przymorze region rivers during the years 1951–2010, taking into consideration the 
individual types, the variability of the NAO and the variability of air and water temperature. 
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Fig. 3. Frequency (%) of occurrence of individual types of ice phenomena on rivers of the Przymorze region in the years 1951–2010. 
 

 
 

Fig. 4. Number of days with ice phenomena on rivers of the Przymorze region in relation to the variability of thermal conditions in winter 
periods and the North Atlantic Oscillation (NAO) index. Explanations – classification of winter seasons: 1 – extremely warm; 2 – anoma-
lously warm; 3 – very warm; 4 – warm; 5 – slightly warm; 6 – normal; 7 – slightly cool; 8 – cool; 9 – very cool; 10 – anomalously cool; 11 
– extremely cool. 

 
In the first half of the researched period, 1951–1980, the 

greatest number of days with ice phenomena, as well as the 
greatest diversity of their forms, on rivers of the Przymorze 
region was observed, (Figs. 2 and 4). Since 1987, there has 
been a clear and on-going reduction in the number of days with 
a single recorded ice phenomenon. This is linked to the increase 
in Jones’ index during the positive phase of the NAO, as shown 
in the present work. The increase in the index coincides with an 
increase in average air temperature during winter periods, 
which in turn impacts the thermal conditions of river waters. 
Changes in thermal conditions of waters impact the variable 
frequency of occurrence of ice phenomena and icing forms 
observed on rivers. The coefficient of correlation between air 
and water temperature is statistically significant and assumes 
values within the range of 0.74 to 0.83 at individual stations. 

Research demonstrated the considerable impact of the varia-
bility of the North Atlantic Oscillation index phases on the 
increase in air temperature, particularly in the cool half-year 
period of the hydrological year. This translates directly into an 
increase in the temperature of waters and the disappearance of 
ice phenomena in the analyzed region. In the years 1951–2010, 
the positive phase of the NAO occurred more frequently 
(57.6%) than the negative phase (42.4%) in the winter season 
(hydrological year). Taking the winter months into considera-
tion, we may state that the positive phase occurred most fre-
quently in January (64.4%), followed by February (61.0%), 
while the negative phase was most frequent in December 
(50.8%). However, the percentage difference between the phas-
es in December was decidedly smaller than in the remaining 
months of the winter period (Fig. 5). 
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Fig. 5. Frequency [%] of occurrence of the positive and the negative phases of the North Atlantic Oscillation (NAO) in the winter season of 
the hydrological year (November – April) in the Baltic coastal zone during the years 1951–2010. 

 

 
 

Fig. 6. Progression of positive and negative NAO phases for the winter months of 1951–2010, taking into account the linear trend for indi-
vidual months. 

 
The predominance of the negative phase over the positive 

phase (54.0%) was also observed in November, the beginning 
of the hydrological year, similar to December, whereas in 
March the positive phase (62.0%) was clearly predominant over 
the negative phase. A similar tendency was noted in April 
(51%) – (Figs. 5–6). Based on the results obtained, it was de-
termined that during the last 30 years the frequency of occur-
rence of the positive phase of the NAO has increased, and this 
is particularly evident during the winter months. 

Research has also shown a clear increase in anomalous win-
ter periods, which exceed the range of calculation values and 
during which (Tmpt., multiyear) is in the range (Tmpt., multiyear, –0.5 SD 
≤ Tmat., year, ≤ +0.5 SD), and therefore classified as normal sea-
sons. This is particularly evident for the last two observed dec-
ades (Fig. 4). Such a situation is brought about by the increase 
in thermal anomalies in the cool half-year period of the hydro-
logical year, to which the rise in the frequency of occurrence of 
the positive NAO contributes (Figs. 2, 5–6). The high values of 
Jones’ index (Fig. 6) point to an increase in cyclonic activity 

and its impact on the Baltic coastal zone, in particular for the 
last twenty observed years, during which the influence of At-
lantic oceanic climatic factors grew in significance, resulting in 
less severe winters. The meteorological stations in Łeba, Ustka 
and Kołobrzeg (Fig. 1) recorded only two winter seasons that 
were classified as anomalously cool, which account for no more 
than 3.3% of all observed seasons. Both seasons occurred in the 
first half of the researched period, i.e. in the years 1951–1980 
(Figs. 2, 4). 

Throughout the researched period there were 4 winter sea-
sons that were classified as very warm (class 3), all recorded 
after 1987, and 7 winter seasons classified as warm (class 4). 
The first warm winter season was observed in the first observed 
30-year period, in the years 1974/1975. The remaining warm 
winter seasons were recorded only after 1987 (Fig. 4). The 
largest number of seasons have been classified as normal. 
Throughout the entire observed period there was not a single 
extremely cool or extremely warm season. This could have 
been the result of specific climatic conditions. During the peri-
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od from 1951 to 1987, no clear differences were observed in 
changes in thermal conditions, nor in the course of winter peri-
ods between individual meteorological stations, indicating a 
certainty of stationarity of measurement cycles. This stationari-
ty was also confirmed by KPSS tests performed on measure-
ment series. After 1987, there was a clear increase in the occur-
rence of periods exceeding the value boundary, where  
(Tmpt., multiyear, –0.5 SD ≤ Tmat., year, ≤ +0.5 SD), resulting in nor-
mal classification (Fig. 4) and distorting the stationarity of the 
entire observed period. Research also allowed us to observe a 
certain regularity in the characteristics of periods where  
(Tmpt., multiyear) is within the range below the value boundary 
(Tmpt., multiyear, –0.5 SD ≤ Tmat., year, ≤ +0.5 SD), that is periods 
classified as normal, i.e. the following periods: slightly cool 
(class 7), cool (class 8), very cool (class 9) and anomalously 
cool (class 10). The regularity in the characteristics of these 
periods manifests itself in a certain regularity of their occur-
rence. The winter seasons classified in these value ranges occur 
in 6- or 7-year periods. The observed fact points to the occur-
rence of a certain phasality of cool winter cycles in the re-
searched period, which is fully dependent on the variability of  
 

atmospheric circulation (Fig. 4). In the last two observed dec-
ades there was noted a clear increase in winter seasons classi-
fied as slightly warm (class 5), warm (class 4) and very warm 
(class 3). Their occurrence coincides with that of the positive 
phase of the NAO. Particularly clear is the increase in seasons 
in which Jones’ index adopted the highest values (Figs. 5–6), 
while the average annual air temperature in the winter period 
and the cool half-year period of the hydrological year exceeded 
the boundary value by approximately 4°C (Figs. 2 and 4). The 
quantitative analysis of winter seasons shows a clear division 
occurring between periods classified as cool, which are pre-
dominant in the first 30 observed years, and periods classified 
as warm, predominant in the second 30 observed years. 

The results obtained have been confirmed by statistical re-
search into time series, conducted on data series. On the basis 
of a test of time series autocorrelation, performed using the 
ARIMA model (seasonal SARIMA), it was determined that the 
series for average half-year values of individual parameters was 
not stationary for the majority of stations (Fig. 7). The non-
stationarity of measurement cycles or the disruption of this 
stationarity is impacted by the clear increase in air temperature  

 

 
 

Fig. 7. Results of the autocorrelation test of individual parameters: air and water temperatures and ice phenomena for the years 1951–2010. 
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and water temperature observed since 1987. The change in the 
trend has been confirmed by GAM tests. We may therefore 
assume that the changes in air temperature observed during the 
last 30 years influenced the periodicity of cool periods and 
changes in ice phenomena. The number of days with an ob-
served ice phenomenon on rivers is decreasing (Fig. 2), and this 
is related to the variability of the positive water temperature 
trend (Fig. 7). 

An analysis of the trend using the Yue-Pilon method pointed 
to the occurrence of a growth trend. Correlation with the mono-
tonic trend was also significantly positive (Fig. 8), meaning that 
we may talk of a growth trend in data (air and water tempera-
ture). A KPSS test performed for the time series associated with 
the variability in air temperature at meteorological stations and 
water temperature at water-level indicator points of the IMGW-
PIB demonstrated a general non-stationarity of the entire ana-
lyzed series for all analyzed stations. At the same time, the 
KPSS test for the period prior to and including 1980 disclosed a 
certain stationarity of the data time series, irrespective of ran- 
 

dom fluctuations, around a solidly stable average value. 
The results of tests confirmed our assumptions as to the ap-

pearance of a positive trend in the 1980s. Until 1981, the aver-
age annual water temperatures fluctuated around a certain aver-
age value, while in subsequent years they started to experience 
a gradual linear increase. The test confirmed our assumptions 
that a change in the trend occurred after 1987. The annual di-
versity of ice phenomena during the analyzed period, deter-
mined as Shannon’s entropy for the distribution of phenomena 
in a given year, also displays a certain irregularity (Fig. 8). Line 
fitting to non-parametric regression is also somewhat variable, 
however this does not necessarily signify the occurrence of a 
clear actual trend. Even though it was determined, based on 
analysis of raw data, that the number of days with ice on indi-
vidual sections of rivers in the Przymorze region had decreased 
over the past 20 years (calculated using the sum and arithmetic 
means), an analysis performed with the Yue-Pilon method 
indicated the lack of a clear linear trend. The monotonic corre-
lation (Kendall’s) between entropy and time also did not  
 

 
 

Fig. 8. Analysis results, using the Yue-Pilon method, for air and water temperature trends and ice phenomena for selected sections of 
Przymorze region rivers during the years 1951–2010. 
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show any significant trend. This is particularly evident for the 
rivers located east of Parsęta (Figs. 1, 2, 8), that is rivers char-
acterized by a weakly developed nival regime and those trans-
formed by anthropogenic factors. We may therefore state that 
the degree of diversity of ice phenomena observed on these 
rivers has not changed in any systematic way. This was further 
confirmed by the results of the KPSS test, which displayed a 
certain stationarity of annual entropy series. This can be the 
effect of an excessively short series of data. The monotonic 
trend points to a decrease in the number of ice phenomena,  
 

which would be concordant with the assumption adopted that an 
increase in water temperature in rivers, brought about by an 
increase in air temperature, leads to the shortening of the duration 
of phenomena. 

The quantile charts elaborated based upon data concerning 
air and water temperature have shown that their distribution is 
basically very well fitted to the normal distribution. This points 
to the quasi-stable development of temperatures during the 
researched period, which is confirmed, among others, by the 
charts drawn up for monthly periods (Fig. 9). 

 

   
  

 

Fig. 9. Histograms and quantile charts of monthly distributions of air and water temperatures for selected sections of rivers in the Przymo-
rze region (1951–2010). 
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The analyses conducted have proved that the greatest fluctu-
ations caused by the occurrence of low temperatures are in the 
characteristics of the winter months (the cool half-year period 
of the hydrological year November – April). A comparative 
analysis of the frequency of ice phenomena on individual river 
sections and the types of these phenomena, which takes into 
consideration the degree of urbanization and the influence of 
anthropogenic factors, has shown the diversity of their occur-
rence. This is observed on river sections passing through cities 
(the station in Słupsk) – (Fig. 1) and on sections with a regulat-
ed bed or where the river flow is subject to modification by 
dumps of water from dammed reservoirs or is regulated by 
means of dams. This can be observed, for example, on the river 
section in Słupsk, or in Smołdzino, where there is a lesser di-
versity in ice phenomena forms (Figs. 2–3). Practically no ice 
cover – or ice floe, for that matter – have been observed on 
these sections, whereas on sections with a less transformed bed, 
or those located outside of urbanized areas, the ice forms ob-
served on rivers are more diversified and the number of days in 
which they occur is greater, approximately 220 days for the 
entire researched 60-year period (stations in Trzebiatów, Bardy 
and Stary Kraków). The results confirm those of research pre-
viously conducted on the same aspects of rivers in the Przymo-
rze region (Łukaszewicz, 2016, 2017b). 
 
DISCUSSION AND CONCLUSIONS 

 
The research performed displays a significant variability in 

the course and frequency of duration of ice phenomena in the 
rivers of the Przymorze region over the past 60 years. This 
variability manifests itself in the shortened duration of ice phe-
nomena and a decrease in the diversity of ice forms observed 
on rivers, and thus in the disruption of the three-phase river 
icing cycle. Over the past few decades, a clear decrease in the 
duration of ice forms characteristic of the second and third 
phases of the icing cycle – such as permanent ice cover, ice jam 
and ice floe – has been observed. This negative trend is clearly 
marked after 1987, when the number of days recorded with ice 
phenomena on rivers fell by nearly one half. In Poland, compa-
rable tendencies have been observed on the Vistula (Gorączko, 
2013), the Oder (Kreft, 2013), the River Warta (Graf et al., 
2018; Kornaś, 2014), the River Bug (Bączyk and Suchożebrski, 
2016), and on rivers in the Przymorze region: Łeba (Łukasze-
wicz and Jawgiel, 2016), Słupia, Łupawa, Łeba, Reda, Wiepr-
za, Parsęta (Łukaszewicz, 2016, 2017a, b, c; Ptak et al., 2016). 

The research conducted has shown that the main cause of 
this variability was the increase in average annual air tempera-
ture observed in the cool half-year period of the hydrological 
year, which was particularly evident during the last two ob-
served decades. The increase in air temperature was related to 
an increase in cyclonic activity, caused in part by the percent-
age growth of the positive phase of the North Atlantic Oscilla-
tion (NAO) and the rise in the value of Jones’ index. The re-
search has also revealed the significant impact of climatic 
changes on the variability of the thermal conditions of river 
waters. A positive trend is now being observed, manifesting 
itself with an increase in water temperature for all the stations 
on the Pomorze region rivers and having a statistically signifi-
cant coefficient for the correlation between the analyzed pa-
rameters. 

The results obtained pertaining to the increase in air temper-
ature are concordant with research conducted by others authors 
in the Przymorze region. Kożuchowski (2000) while analysing 
the course of air temperature in Poland during the years 1959–
1968 and 1989–1998, demonstrated that the influence of Atlan-

tic oceanic climatic factors increased, leading to a rise in air 
temperature and the moderation of winter in the South Baltic 
Coastal strip. Research performed by Filipiak (2004) also con-
firmed that in the second half of the 20th century there occurred 
a positive air temperature trend in the winter season of the 
Przymorze region. Similar tendencies may be observed in the 
work of Kirschenstein and Łukaszewicz (2014). These tenden-
cies have also been observed in the results of research concern-
ing other regions of Poland and Europe (Bednorz and Kos-
sowski, 2004; IPCC, 2007; Russak, 2009; Tylkowski, 2013). 

The results of the conducted research have shown significant 
changes in the ice regime during the period of 1951–2010. This 
has also been confirmed by the results of research conducted on 
rivers in various parts of the Baltic region (in the northern and 
western part of the Baltic region). For 10-year increments over 
the past 30 years, the shortening of the duration of the ice cover 
on the rivers of the Baltic republics (and Belarus) has been 
demonstrated by Klavins et al. (2009) to be about 2–6 days per 
10-year increment. The duration of the icing and ice-breaking 
period varies on rivers by more than one month, depending on 
the distance from the Baltic Sea and the Gulf of Riga, as well as 
on the characteristics of the river basin. The ice regime on the 
rivers of the Baltic region is strongly correlated with the North 
Atlantic NAO index, which is also highlighted by the results of 
research relating to the Baltic coastal zone in northern Poland. 
However, observed trends are not consistent between periods 
that are associated with the occurrence of mild and cold win-
ters. The periodicity of ice phenomena in the Baltic region 
should be considered as quasi-periodic processes (Klavins et al. 
2009). 

Positive NAO phases, associated with strong western winds 
and increased flow of warm and humid air to Western Europe, 
result in warmer winters, later beginnings to winters and earlier 
springs (Chen and Hellström, 1999; Hurrell, 1995; Paeth et al., 
1999). Over recent decades, a significant increase in air tem-
perature has been detected in the Baltic region, as evidenced by, 
for example, meteorological observations in Riga (Latvia) and 
Uppsala (Sweden) (Klavins et al., 2009). At the Riga-
University station, over the last 200 years (1795–2002), the 
average annual air temperature increased by 1.1°C, with its 
highest increase being observed in the spring season (an in-
crease of 2.1°C). A significant increase in air temperature in the 
winter and spring season has been observed since the 1970s 
(Klavins et al., 2002; Lizuma et al., 2007). It has been observed 
that NAO affects winter precipitation with varying intensity 
along the Norwegian coast, in northern Sweden and in southern 
Finland (Uvo, 2003). It should be noted that close links be-
tween large-scale NAO enforcement and climate processes 
occur in the Baltic region on a regional scale (de Rham et al., 
2008; Hagen and Feistel, 2005; Marshall et al., 2001). Yoo and 
D'Odorico (2002), in studying the climate impact during the 
end of ice phenomena in the Baltic region, showed that the 
winter NAO index still has a weak but significant effect on the 
spring temperature regime in the Baltic region, which explains 
the most important variables embedded in cryophenological 
records. In their opinion, other climate threats related to region-
al and global warming (for example, caused by CO2) influence 
the appearance of clear trends in the spring temperature regime 
at the end of the ice season. This is confirmed by Hagen and 
Feistel (2005), Morse and Hicks (2005), and other research 
carried out in other regions. In the Baltic region this influence is 
revealed by the earlier disappearance of ice phenomena in the 
last few decades. 

Research into the so-called spring ice breakup (IBU), con-
ducted on the Aura River in Turku (southwest Finland) over the 
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period of 1749–2018, showed the so-called inter-seasonal 
trends in the disappearance of ice phenomena. The disappear-
ance of the ice on the river in March, which was extremely rare 
before 1900, became widespread, while the disappearance in 
May (previously once every decade) has not occurred since 
1881. Over the last 100 years in Finland, there was a statistical-
ly significant increase in the average annual air temperature. 
During the first 50 years of this period, the greatest temperature 
increases were observed in the spring; however, for the next 50 
years the greatest temperature increases took place in the winter 
season. This influenced the delayed dates for the occurrence of 
fading on rivers and lakes and accelerated the dates for their 
disappearance (Kuusisto and Elo, 1998). These results are also 
confirmed with research conducted on rivers in both the Euro-
pean and Asiatic regions of Russia (Agafonova and Frolova, 
2007; Frolova and Alekseevskiy, 2010). 

A comparative analysis of individual sections of rivers in the 
Przymorze region has also demonstrated a certain dependence 
concordant with research performed by other authors. On sec-
tions of regulated rivers that have hydrotechnical structures, the 
number of ice forms observed is considerably smaller than on 
sections undisturbed by anthropogenic activity or ones that 
have experienced only a slight degree of such activity. In order 
to supplement information about local Przymorze region rivers 
icing determinants at individual sections of the course, it is 
recommended to identify and continuous monitoring zones of 
impact of anthropogenic factors, which contribute to increases 
in the temperature of waters in the winter season, thereby limit-
ing the formation of ice phenomena, and in particular ice cover. 
The results obtained are of particular significance for identify-
ing the thermal and circulatory factors determining the appear-
ance of ice phenomena on the rivers of the Baltic coastal zone 
in the Northern Poland. They are also of potential significance 
for indicating climate change. Additionally, the results are 
important for maintaining the economic and ecological func-
tions of the river, including the assessment of the risk of occur-
rence of extreme thermal and river icing conditions. 
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Abstract: The Three Gorges Reservoir region suffers from severe soil erosion that leads to serious soil degradation and 
eutrophication. Interrill erosion models are commonly used in developing soil erosion control measures. Laboratory sim-
ulation experiments were conducted to investigate the relationship between interrill erosion rate and three commonly hy-
draulic parameters (flow velocity V, shear stress τ and stream power W). The slope gradients ranged from 17.6% to 
36.4%, and the rainfall intensities varied from 0.6 to 2.54 mm·min–1. 

The results showed that surface runoff volume and soil loss rates varied greatly with the change of slope and rainfall 
intensity. Surface runoff accounted for 67.2–85.4% of the precipitation on average. Soil loss rates increased with in-
creases of rainfall intensity and slope gradient, Regression analysis showed that interrill erosion rate could be calculated 
by a linear function of V and W. Predictions based on V (R2 = 0.843, ME = 0.843) and W (R2 = 0.862, ME = 0.862) were 
powerful. τ (R2 = 0.721, ME = 0.721) did not seem to be a good predictor for interrill erosion rates. Five ordinarily inter-
rill erosion models were analyzed, the accuracy of the models in predicting soil loss rate was: Model 3 (ME = 0.977) > 
Model 4 (ME = 0.966) > Model 5 (ME = 0.963) > Model 2 (ME = 0.923) > Model 1 (ME = 0.852). The interrill erodibil-
ity used in the model 3 (WEPP) was calculated as 0.332×106 kg·s·m–4. The results can improve the precision of interrill 
erosion estimation on purple soil slopes in the Three Gorges Reservoir area. 
 
Keywords: Purple soil; Interrill erosion rate; Rainfall intensity; Slope gradient; Hydraulic parameter. 

 
INTRODUCTION 
 

In recent decades, soil erosion by water is considered to be a 
great environmental problem in the Three Gorges Reservoir 
region of China (Peng et al., 2015). Owing to the thin and loose 
soil layer, numerous rainstorms and unreasonable land use, 
there have been serious soil degradation and eutrophication in 
this region. Average soil loss rates in the Three Gorges Reser-
voir region have reached 2741 t km–2 year–1, with approximately 
3440 km2 subjected to a soil erosion rate of over 8000 t km–2 

year–1 (Long et al., 2012). 
According to the source of eroded sediments, soil erosion by 

water is usually divided into two parts: rill and interrill erosion 
(Meyer and Wischmeier, 1969). Interrill erosion plays an im-
portant link between rainfall and concentrated flow (Issa et al., 
2006). Hence, it is essential to establish a interrill erosion mod-
el to assist in making decisions on soil erosion control. Many 
physically based erosion models, originally developed for a 
particular area, are viable for estimating interrill erosion rate, 
including the ANSWERS model (Beasley and Huggins, 1982), 
the WEPP model (Water Erosion Prediction Project) (Nearing 
et al., 1989), the EUROSEM model (European Soil Erosion 
Model) (Morgan et al., 1998), and LISEM model (the Limburg 
Soil Erosion model) (De Roo et al., 1994). Process-based mod-
els contain more parameters and demand a large amount of data 
to verify. By contrast, experience models are simple and easy 
for calibration (Zhang and Wang, 2017). The frequency of 
rainfall, reflecting the raindrop impact, had been used in pre-
dicting interrill erosion rate (Nearing et al., 1989). Kinnell 
(1993) suggested that factors such as runoff rate and slope 
could be used for calculating interrill erosion rate. Numerous 
studies have confirmed this finding. (Qian et al., 2016; Wei et 

al., 2009). The exponents of factors varied in different models. 
Meyer (1981) observed that rainfall intensity exponent de-
creased with the increase of soil clay content. Zhang (1998) 
suggested that the exponent of slope gradient was two thirds. 
This conclusion is in ageement with report of Bulygin et al. 
(2002). 

As soil erosion by water is largely determined by flow hy-
draulic characteristics, commonly, concepts were derived from 
river sediment dynamic theory and applied to interrill erosion. 
The hydraulic parameters often used to predict interrill erosion 
rate are flow velocity, shear stress and stream power (Hairsine 
and Rose, 1992; Qian et al., 2016). Interrill erosion rates are 
also well correlated with the power functions of flow velocity, 
shear stress and stream power (Ding and Huang, 2017; Fan and 
Wu, 1999; Wu et al., 2017). Some studies have shown that 
stream power is superior to shear stress and flow velocity in 
predicting interrill erosion rate (Wu et al., 2017). 

Although many models have been used to predict interrill 
erosion rate, it was unclear for technicians how to choose an 
appropriate model for purple soil region. Kinnell and Cum-
mings (1993) observed that the runoff process and the associat-
ed erosion response are related to soil properties. There is no 
existing expression that can handle the entire range of data 
(Govers, 1992). Purple soil is widely distributed in the Three 
Gorges Reservoir region. In addition, most of the researches 
were carried out on relatively low slopes (less than 26.8%), 
whereas the farmlands on the Three Gorges Reservoir area are 
distributed almost entirely across steep slope land. Liu et al. 
(1994) determined that equation could result in a large error 
when extrapolation exceeds the range of slopes. Hence, we 
focused on steep slopes, which are characteristic topographies 
on the Three Gorges Reservoir area, in combination with dif-
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ferent rainfall intensities and with purple soil as the test soil. 
The main objectives of this study are: (i) to quantify the pro-
duction mechanism of runoff and sediment during the interrill 
erosion process; (ii) to investigate the relationship between 
interrill erosion rate and hydraulic parameters; (iii) to compare 
commonly used interrill erosion models, as well as develop 
more precise equations for predicting interrill erosion rate of 
purple soil regions. 
 
MATERIAL AND METHODS  
Study area  

 
Soil samples were selected from WangJiaQiao watershed, 

which is located in the Three Gorges Reservoir (31°5′N to 
31°9′N, 110°40′E to 110°43′E). It has a subtropical monsoon 
climate with an annual mean temperature of 18℃. Mean annual 
precipitation is 1016 mm, of which more than 70% occur  
between May and September. Slope gradients within the water-
shed range from 3.5% to 160.0% with an average of 42.4%. 
The vegetation mainly consists of secondary coniferous and 
broadleaved mixed forest. The research area is an agricultural 
watershed where a large number of disturbed soil slopes are 
constructed in agricultural, construction and other activities. 

Three slope gradients (17.6%, 26.8%and 36.4%) were se-
lected to represent sloping farmland on gentle, mild and steep 
slope, respectively. Soil samples were taken from 0–40 cm soil 
layer of sloping cropland. To remove impurities such as stones 
and grass, the air-dried soil samples were sieved through a 5 
mm mesh. The soil has been developed from purple sandy 
shale. Selected purple soil was classified as Entisols based on 
US Soil Taxonomy. The physicochemical properties of the 
selected soil were measured by standard methods (ISSAS, 
1978). The particle size distribution was determined using the 
pipette method, and bulk densities were determined using 
250mL cylinders. Aggregate size distribution was measured by 
dry and wet sieve (Kemper and Rosenau, 1986). The stability of 
soil aggregate was represented by the mean weight diameter 
(MWD) (Yan et al., 2008): 

 
7

1
i i

i

MWD x w
=

=
                                                       

  (1) 

 
where xi is the average diameter of the i level, wi is the weight 
fraction of aggregates at the i level, and i stands for the 7 size 
levels. The pH value of soil was estimated using pH probe in 
1:2.5 soil-water mixture. Soil organic matter (OM) was meas-
ured by the K2Cr2O7 wet oxidation method. Cation exchange 
capacity (CEC) was determined by the ammonium acetate 
method. The physical and chemical properties of the soil are 
given in Table 1. 
 
Experiment setup  

 
Experiments were conducted in the soil erosion laboratory of 

the Institute of Changjiang River Scientific Research, Wuhan 
City, China. A slope adjustable soil flume was used in this study 
that is: 3 m (length) × 1 m (width) × 0.5 m (depth), with perfo- 
 

 
 

 

 
 

Fig. 1. Rainfall simulation experimental equipment. 
 
rated drains at the drain bed. The soil flume was structured with 
metal sheets and the slope gradient ranges from 0.0% to 46.6% 
with adjustment step of 8.7%. A “V” - shape trough was insert-
ed at the soil surface and via plastic pipes, into a surface runoff 
collection container (Figure 1). The soil flumes were packed 
using the method by Römkens et al. (2002). First of all, a 0.02–
0.03 m sand layer was filled for adequate drainage. Then the 
subsequent layer from 0.03–0.15 m was packed carefully with 
soils of size 0–4 mm. A 0.4 m surface layer was packed into the 
soil flume in 0.05 m increments. The soil was evenly distribut-
ed on the flume, punned with a wood brick and hands, and 
adjusted to a uniform surface. 

The rainfall simulator system, which includes three sets of 
oscillating TSPT-X type nozzles described by Römkens et al. 
(2002), was used to apply precipitation with different intensi-
ties. By adjusting the nozzles aperture and water pressure, this 
rainfall simulator system can be set at any selected rainfall 
intensity, ranging from 0.33 to 5.00 mm min–1. The installation 
height of the nozzles was 3 m. The diameter of raindrops 
ranged from 0.2 mm to 2 mm, and the median raindrop diame-
ter was 0.8 mm, with uniform rainfall variation (>85% of 
raindrop diameters were <1.0 mm). The kinetic energy distribu-
tion of raindrops was 55.7–137.6 J m–2 h–1. Since high-intense 
(>50 mm h–1) and short-duration rainstorms cause the most 
severe soil erosion, five rainfall simulations (0.6, 1.1, 1.61, 2.12 
and 2.54 mm min–1) were conducted in this study. Every test 
was performed varying rainfall intensity but with a fixed rain-
fall volume of 50 mm. Rainfall duration was controlled by the 
intensity. The rainfall duration was 20, 24, 31, 45, and 83 min, 
and the corresponding rainfall intensity was of 2.54, 2.12, 1.61, 
1.1 and 0.6 mm min–1, respectively, following a similar method 
as Ding and Zhang (2016). The water used for rainfall simula-
tion was deionized water. Before each rain simulation, a known 
amount of rainfall was sprayed to minimize the differences  
 

Table 1. Physical-chemical properties of the study soils. 
 

Soils 
Parent 

material 
Bulk density 

(g cm–3) 
Particle size distribution (%) Organic matter 

(%) 
pH  

(H2O) 
MWD (mm) 

Clay Silt Sand Dry Wet 
Purple soil 
(PS) 

Shale 1.35±0.01 24.43±3.11 30.39±3.25 45.18±8.54 1.23±0.59 6.0±0.15 4.62±0.46 0.89±0.06 
 

MWD is mean weight diameter. 
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in antecedent soil moisture. Surface runoff was collected in the 
bucket. Runoff samples were sampled and measured every 3 min. 
Sediment samples were deposited from the water, and then oven-
dried at 105℃ for 12 h to calculate sediment concentration. 
Three replicates were performed on each treatment, and the 
means values were applied in all analysis. 
 
Determination of hydraulic parameters and interrill erosion 
rate 

 
Flow depth was measured vertically by a level probe (SX40, 

Chongqing Hydrological Equipment Factory) with a precision 
of 0.01 mm. For each test, three measured sections were set: 
1.0, 2.0 and 3.0 m, respectively, from the upper edge to the 
lower edge of the plot. In each position, three flow depths were 
measured in left, right and center with three replicates. Surface 
flow velocities (Vs) were measured using the dye method in 
which three measurement positions were set along the flow 
direction with 1 m interval. In the dye tracer technique, potassi-
um permanganate solution was used to measure the surface 
flow velocities. A small amount of dye was injected into the 
runoff at the top of the flume, and a digital watch was used to 
measure the travel time of the leading edge of the dye cloud 
along the 1 m of the flume. In addition, the leading edge of the 
dye cloud can be visually observed, which leads to some errors 
in the measurement of travel time (Dunkerley, 2003). The mean 
flow velocity (V) was calculated by the product of surface flow 
velocity (Vs) and a reduction coefficient (n). For laminar flow, 
transition flow and turbulent flow, n is 0.67, 0.70 and 0.80, 
respectively (Abrahams et al., 1986). 

Hydraulic variables such as the Reynolds number, shear 
stress and stream power were calculated based on the flow rate, 
measured flow depth and velocity as follows (Hairsine and 
Rose, 1992): 

 

m

Vh
Re

ν
=                                                                (2) 

 
where, Re is the Reynolds number, which is a dimensionless 
parameter used for describing the flow hydraulic characteristics, 
the Reynolds number were from 48.98 to 392.92 in this study; V 
(m·s–1) is the mean flow velocity; h (m) is the measured mean 
depth of flow; mν  (m2·s–1) is kinematic viscosity coefficient of 

silt-laden flow, which was calculated using (Sha, 1965): 
 

50

/ 1
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d
νν ν

 
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 
                                                        (3) 

 
where, ν (m2·s–1) is the kinematic viscosity, which was calculat-

ed by the relation of ( )2= 0.01775 / 1 0.0337 0.000221t tν + + , t 

is the water temperature; Sν  (%) is the volume of sediment 

concentration and d50 (mm) is the median size of the sediment 
particle; 
 

ghSτ ρ=                                                                        (4) 
 
where, τ  (Pa) is the shear stress,  ρ (kg·m–3) is the mass density 
of water; g (m·s–2) is acceleration of gravity; S is slope gradient 
(m·m–1); and 
 

W V ghSVτ ρ= =                                                         (5) 
 
where W (kg·m–1) is the stream power, which reflects the im-
pact of slope and flow rate on erosion (Huang, 1995). 

No rill erosion was initiated during the simulated rainfall ex-
periment. Interrill erosion rate was given by: 

 

s
i

M
D

LWt
=                                                                        (6) 

 
where, Di (kg·s–1·m–2) is the soil loss rate of interrill areas, T (s) 
is the sampling time, Ms (kg) is the weight of sediments in the 
sampling time, L (m) is the length of the flume and W (m) is the 
width of the flume. 

Five commonly used interrill erosion models were used to 
predict interrill erosion rate on purple soil slope. The equation 
and source of selected models are described in Table 2. 
 
Data analysis  

 
Data analyses included the analysis of variance (ANOVA) 

and regression analysis. An analysis of variance was utilized to 
compare the runoff and soil loss rates of different treatments 
and the least significant difference (LSD) method in the proba-
bility of 0.05 was used to distinguish the statistical difference 
between different treatments. Two-way ANOVA was used to 
examine rainfall and slope factors related to flow hydraulics 
and erosion responses. The performance of the proposed mod-
els was evaluated by using the coefficient of determination (R2) 
and Nash-Sutcliffe model efficiency (ME). The values of R2 
and ME were calculated as follows: 
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where R2 is the coefficient of determination, Oi are the  
 

 

Table 2. Models applied to interrill erosion rate. 
 

 Equation Slope exponent Rainfall intensity exponent Runoff exponent 
Model 1 Di = KiI

2 (Nearing et al., 1989) – 2 – 
Model 2 Di = KiIQS (Kinnell, 1993) 1 1 1 
Model 3 Di = KiIQSf (Flanagan and Nearing, 1995) – 1 1 
Model 4 Di = KiIQS2/3 (Bulygin et al., 2002) 2/3 1 1 
Model 5 Di = KiIQ

1/2S2/3 (Zhang et al., 1998) 2/3 1 1/2 
 

Di is the interrill erosion rate (kg m–2 s–1), Ki is the soil erodibility (kg m–4 s), I is the rainfall intensity (m s–1), Q is the average runoff rate (m s–1), S 

is slope gradient (m m–1), and Sf is a slope adjustment factor given by: 4sin1.05 0.85fS e θ−= − , where θ  is the slope gradient of the plot. 
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measured values, O  is the average of the measured values, Pi 

are the predicted values, P  is the average of the predicted 
values. ME is the Nash-Sutcliffe model efficiency (Nash and 
Sutcliffe, 1970), an ME value indicates that the residual vari-
ance of relative size compared to the measured values of vari-
ance [good (ME > 0.8), acceptable (0.4 < ME < 0.8) and unac-
ceptable (ME < 0.4)] (An et al., 2012). 
 
RESULTS AND DISCUSSION  
Runoff and erosion response  

 
Significant differences were found on surface runoff volume 

and soil loss rates among different treatments (Figure 2). Sur-
face runoff varied from 35.9 to 40.5 mm, 32.7 to 41.0 mm and 
36.1 to 41.7 mm as rainfall intensity increased from 0.6 to 2.54 
mm·min–1 for slope gradients of 17.6%, 26.8% and 36.4%, 
respectively. The surface runoff amount and the difference 
were greater in the experiments with the steep slope gradients 
(26.8%, 36.4%) compared with the low slope gradient event. 
Obviously, on a steeper slope, the ponding time was shorter, the 
flow velocity was higher and the surface infiltration decreased 
more quickly (Chaplot and Le Bissonnais, 2003; Fang et al., 
2015). These are likewise the reasons why Fox et al. (1997) 
found runoff amount increased with slope gradient on mobile 
beds. 

Under the experimental conditions, soil loss rates ranged 
from 0.09 to 2.87 g·m–2·s–1 (Figure 2). For all slopes, the soil 
loss rate increased with the increase of rainfall intensity, indi-
cating positive interactions between rainfall intensity and slope. 
 

Higher soil loss rates meant greater erosion potential, which 
suggested that soil loss could be greater for steep slopes in a 
short duration, high intensity rainfall if sediment transport 
capacity was not limited to the runoff transport on steep slopes 
(Foster and Meyer, 1975). In order to find out the factors affect-
ing hydrological and erosion response, two-way ANOVA was 
conducted (Table 3). The results showed that soil loss rate, flow 
velocity and Reynold number were statistically correlated to 
rainfall intensity and interactions between rainfall intensity and 
slope. Nevertheless, surface runoff was statistically independent 
of slope and rainfall intensity. 
 
Modeling interrill erosion rate using hydraulic parameters 

 
Numerous studies have shown that hydraulic parameters can 

be used to calculate the rate of interrill erosion (Guo et al., 
2013; Nearing et al., 1999). In this study, the soil loss rate of 
interrill areas were plotted with these three hydraulic parame-
ters to establish prediction models (Figures 3, 4, 5). Fig. 3 
shows the interrill erosion rate was a positive linear correlation 
with flow velocity (v), which is expressed as in Eq. (9): 

 

( )2

0.0506 0.0027

0.843, 0.843, 0.01, 15

iD V

R ME P n

= −

= = < =
                     (9) 

 

where, Di (kg·s–1·m–2) is the soil loss rate of interrill areas, V (m 
s–1) is the mean flow velocity. The determination coefficient of 
Eq. (9) was 0.843 (good: R2 > 0.8), which implied that Di was 
directly related to V and P-value <0.01 indicated that Di was  
 

 

 
Fig. 2. Surface runoff volumes and soil loss rates for different slope gradients and rainfall intensities. For each treatment, means with the 
same lower-case letter are not significantly (p < 0.05, least significant difference) different. 
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Table 3. Two-way ANOVA of rainfall intensity and slope gradient for different variables related to hydrological and erosion response. 
 

Variable 
Soil detachment rate 
Di  (g·m–2·s–1) 

Surface runoff 
S-R 
 (mm) 

Flow 
velocity 
V (m·s–1) 

Reynold 
number 
Re 

Rainfall intensity I 0.902** 0.284n.s. 0.892** 0.954** 
Slope gradient S 0.306n.s. 0.244n.s. 0.198n.s. 0.213n.s. 
I×S 0.946** 0.364n.s. 0.878** 0.918** 

 

n.s. not significant, * marked p-values are significant (<0.05), ** marked p-values are significant (<0.01). 
 

Fig. 3. Relationship between interrill erosion rates and flow velocity. 

 

Fig. 4. Relationship between interrill erosion rates and shear stress. 

 

Fig. 5. Relationship between interrill erosion rates and stream power. 

 
significant correlated to V (significant: P < 0.05); The high 
model efficiency (ME) value in Eq. (9) showed a good agree-
ment between the predicted and measured values (good: ME > 
0.8). Thus, the linear flow velocity models could be used to 
predict the interrill erosion rate. Similar results were also point-

ed out by Guo et al. (2013). However, Wu et al. (2017) found 
that Di could be calculated as a power function of V. The differ-
ence in results may be ascribed to two reasons. (1) Flow veloci-
ty was susceptible to the range of slope, the maximum slope 
gradient in this study were 36.4%, but the slope gradient of Wu 
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et al. (2017) ranged from 12.23% to 46.63%, thus slope range 
differences resulted in the difference between Di and V. (2) Soil 
surface roughness can influence runoff generation and flow 
velocity, which are similar to the results of many previous 
studies (Ding and Huang, 2017; Gomez and Nearing, 2005; 
Hairsine et al., 1992). 

Fig. 4 shows the interrill erosion rate had positive linear rela-
tionships with shear stress (τ ), which is expressed as in Eq. 
(10): 

 

( )
4 4

2

6.2689 10 3.3805 10

0.721, 0.721, 0.01, 15

iD

R ME P n

τ− −= × − ×

= = < =
                  (10) 

 
where Di (kg·s–1·m–2) is the soil loss rate of interrill areas, τ
(Pa) is the shear stress. The determination coefficient of  
Eq. (10) was 0.721 and the model efficiency (ME) value was 
0.721, which implied that for the selected intensities and slopes, 
the consistency between predicted and measured values was 
low. Thus, shear stress did not predict interrill erosion rate well. 
In the view of definition, that flow shear stress is proportional 
to the product of the flow depth and slope gradient, showing 
that Di must be sensitive to slope and flow depth (Wang et al., 
2016). However, soil detachment rate was statistically inde-
pendent of slope gradient in our study, so shear stress did not 
seem to be a good predictor for interrill erosion rates. 

Fig. 5 shows the interrill erosion rate had positive linear rela-
tionships with stream power (W), which is expressed as in Eq. 
(11): 

 

( )
5

2

0.0066 9.9699 10

0.862, 0.862, 0.01, 15

iD W

R ME P n

−= − ×

= = < =
              (11) 

 
where Di (kg·s–1·m–2) is the soil loss rate of interrill areas, W 
(kg s–3) is the stream power. The determination coefficient of 
Eq. (11) was 0.862 (good: R2 > 0.8), which implied that Di was 
directly related to W and P-value <0.01 indicated that Di was 
significant correlated to W (significant: P < 0.05). The high 
model efficiency (ME) value in Eq. (11) showed a good agree-
ment between the predicted and measured values (good: ME > 
0.8). The result indicated that for the purple soil at the scale of 
runoff plot, interrill erosion rate could be predicted using the 
linear stream power models. The result was consistent with Cao 
et al. (2015) for unpaved roads. Stream power characterizes the 
influence of topography and runoff in process-based erosion 
models (Hairsine and Rose, 1992; Huang, 1995; Nearing et al., 
1997). The determination coefficient (R2) and the model effi-
ciency (ME) value of Eq. (11) were higher than the other two 
hydraulic parameters, which implied that stream power was the 
best predictor of Di (R

2 = 0.862, ME = 0.862), followed by flow 
velocity (R2 = 0.843, ME = 0.843) and shear stress (R2 = 0.721, 
ME = 0.721). 
 
Modeling interrill erosion rate using equations of the 
multiplication of factor type 

 
Corresponding to equations of the multiplication of factor 

type adopted in this study, the zero-intercept linear regression 
analysis was conducted for the five models (Table 4). Regres-
sion equations, determination coefficients and model efficiency 
were shown in Table 4. Di by rainfall increases as rainfall in-
tensity increases, the relationship is well described by a power 
function equation (Model 1), which is expressed as: 
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2

1215600

0.938, 0.852, 0.01, 15

iD I
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                   (12) 

 
where Di (kg·s–1·m–2) is the soil loss rate of interrill areas and I 
(m s–1) is the simulated rainfall intensity. The comparison of 
measured and predicted Di showed a high level of agreement 
between predicted and measured values (Fig. 6). Generally, 
rainfall intensity, reflecting the magnitude of rainfall kinetic 
energy impacts, plays a dual role in interrill erosion process 
(Flanagan and Nearing, 1995; Zhang and Wang, 2017). In this 
study, surface runoff accounted for 67.2–85.4% of total rainfall, 
indicating that the generation of surface runoff was accelerated. 
With the increase of rainfall intensity and slope, the shear stress 
and flow velocity induced by rainfall increase, which in turn 
aggravated soil loss (Assouline and Ben-Hur, 2006; Fang et al., 
2015; Zhang and Wang, 2017). Thus, runoff and slope gradient 
are also the main factors affecting soil loss, which should be 
expressed in the erosion model. After including the runoff and 
slope gradient exponents, the equations (Models 2, 3, 4, and 5) 
show a higher accuracy in predicting the steep slopes of purple 
soil loss. The further comparison of the selected models (Mod-
els 2, 4, and 5) indicated that the slope exponents varied from 
0.67 to 1, which were smaller than the convex curvilinear slope 
factor in Model 3. The performance of model 3 was better than 
the other three models implied that the slope factor of convex 
curvilinear was superior to linear and power factors in charac-
terising the role of slope. The exponent of runoff in Models 2, 3 
and 4 were 1, which were more than the exponent (0.5) of 
runoff in Model 5. Models 4 and 5 in Table 2 were basically the 
same in addition to the different values of runoff factor. The 
high R2 values of Models 4 and model 5 indicated that both 
linear and power factors had enough precision in characterizing 
the role of runoff. 

Among the five selected models, model 3, which was pro-
posed by Flanagan and Nearing (1995), was the most effective 
in predicting the interrill erosion rate on purple soil slope. 
Meanwhile, Model 3 was used in the Water Erosion Prediction 
Project (WEPP) model for soil loss predicting from interrill 
areas. Soil erodibility in the WEPP model was considered to be 
constant, while runoff rate varied in response to changes be-
tween rainfall intensity and slope gradient. Therefore, in the 
field application, it was necessary to establish a large number of 
field observation stations to study the process of runoff genera-
tion on purple soil slope. Molina et al. (2007) found that runoff 
generation was also affected by land cover and soil manage-
ment. Generally, in practical applications, soil properties, rain-
fall intensity, topography, vegetation cover, and land use should 
be considered. According to the formulation of the WEPP 
model, the coefficient of Model 3 is the interrill erodibility 
(Flanagan and Nearing, 1995), which was calculated as 
0.332×106 kg·m–4·s in Table 4. This value was close to the 
interrill erodibility (0.4×106 kg·m–4·s) that was calculated by 
Cao et al. (2015) in clay loam soil forest. Meanwhile, the inter-
rill erodibility in model 3 was less than that of forest road sur-
face (1.35×106 kg·m–4·s) and red soil of masson pine forest 
(1.18 × 106 kg·m–4·s) (Cao et al., 2015; Foltz et al., 2009). This 
implies that the purple soil slope surface is harder to erode. 
However, the risk of soil loss on the steep slopes of purple soil 
could not be ignored. Purple soil slope could be a considerable 
source of sediment in the Three Gorges Reservoir region. Fur-
thermore, as reported by Niu et al. (2010), purple soil slope was 
characterized by overlying thin soil, underlying bedrock, re-
ferred to as “binary structure of soil and rock”, and the erosion  
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Table 4. Efficiency of models selected. 
 

 Equation R2 ME 
Model 1 Di = 1215600I2  0.938 0.852 
Model 2 Di = 1635040IQS  0.968 0.923 
Model 3 Di = 332775IQSf  0.991 0.977 
Model 4 Di = 753568IQS2/3 0.986 0.966 
Model 5 Di = 13538IQ1/2S2/3  0.985 0.963 

 

 

 

Fig. 6. Comparison between measured and predicted interrill erosion rates. 

 
on the steep slope was relatively strong. Therefore, purple soil 
slope should be evaluated accurately as an important source of 
soil loss. However, some studies found that with the increase of 
slope length, sediment delivery increased first (transport-
limited) and then decreased (detachment-limited) with distance 
(Gilley et al., 1985; Zhang and Wang, 2017). Models by using 
short slope length might overestimate soil loss rate. Future 
research should be conducted to investigate the limiting process 
controlling interrill erosion on purple soil slopes. 

CONCLUSIONS 
 
Laboratory rainfall simulation experiments on purple soil 

slopes were conducted under five rainfall intensities (0.6, 1.1, 
1.61, 2.12 and 2.54 mm·min–1) and three slope gradients 
(17.6%, 26.8% and 36.4%). The results showed that surface 
runoff varied depending on slope gradient and rainfall intensity. 
Surface runoff on average occupied 67.2–85.4% of the precipi-
tation, which indicated that the process of surface runoff yield 
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was the main hydrological process on purple soil slopes. Inter-
rill erosion was the main erosion form on purple soil slopes. In 
this study, the main hydraulic parameters (flow velocity V, 
shear stress τ and stream power W) were selected for the inter-
rill erosion rate prediction. Regression analyses indicated that 
the linear equations of V, τ and W could be used to estimate 
interrill erosion rate, however, W with R2 = 0.862 and ME = 
0.862 was the best predictor of interrill erosion rate, followed 
by V with R2 = 0.843 and ME = 0.843 and τ with R2 = 0.721 and 
ME = 0.721. 

In addition, five generally used interrill erosion models were 
analyzed, the fitness of model followed the pattern: Model 3 
(ME = 0.977) > Model 4 (ME = 0.966) > Model 5 (ME = 
0.963) > Model 2 (ME = 0.923) > Model 1 (ME = 0.852). The 
further comparison of the selected models indicated that the 
convex curvilinear slope factor was superior to linear and pow-
er factors in characterising the role of slope. The interrill erodi-
bility used in the Model 3 (WEPP) was calculated as 0.332×106 
kg·s·m–4. The results can improve the accuracy of interrill 
erosion model for purple soil slopes in the Three Gorges Reser-
voir area.  
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Abstract: In an open channel with a mobile bed, intense transport of bed load is associated with high-concentrated 
sediment-laden flow over a plane surface of the eroded bed due to high bed shear. Typically, the flow exhibits a layered 
internal structure in which virtually all sediment grains are transported through a collisional layer above the bed. Our 
investigation focuses on steady uniform turbulent open-channel flow with a developed collisional transport layer and 
combines modelling and experiment to relate integral quantities, as the discharge of solids, discharge of mixture, and 
flow depth with the longitudinal slope of the bed and the internal structure of the flow above the bed. 

A transport model is presented which considers flow with the internal structure described by linear vertical 
distributions of granular velocity and concentration across the collisional layer. The model employs constitutive relations 
based on the classical kinetic theory of granular flows selected by our previous experimental testing as appropriate for 
the flow and transport conditions under consideration. For given slope and depth of the flow, the model predicts the total 
discharge and the discharge of sediment. The model also predicts the layered structure of the flow, giving the thickness 
of the dense layer, collisional layer, and water layer. Model predictions are compared with results of intense bed-load 
experiment carried out for lightweight sediment in our laboratory tilting flume. 
 
Keywords: Granular flow; Sheet flow; Sediment transport; Grain collision; Tilting flume experiment; Kinetic theory. 

 
INTRODUCTION 
 

For intense bed load transport in an open channel with a mo-
bile bed, collisional interactions of transported sediment grains 
are typical and they significantly affect behavior of flow carry-
ing the sediment above a plane mobile bed at high bed shear 
(the upper-stage bed regime). The flow exhibits a layered struc-
ture in which virtually all grains are transported through a colli-
sional transport layer. If the total bed shear stress exerted by the 
flow is high, a sliding dense layer develops between the colli-
sional layer and the bed. In the dense layer, grains remain in 
virtually permanent contact and slide over each other rather 
than collide with each other. Typically, the collisional layer 
dominates the internal structure of the flow. Appropriate mod-
elling of friction and transport in the layered structure of the 
flow is crucial for prediction ability of a bed-load transport 
model. So far, collisional mechanisms are poorly understood and 
hence modelling approaches are seldom sufficiently accurate. 

Most widely used transport formulae are simple and semi-
empirical by nature (e.g., Cheng, 2002; Meyer-Peter and Müller, 
1948; Rickenmann, 1991; Smart, 1984; Wilson, 1966; Wong and 
Parker, 2006). They employ only integral quantities of the flow 
and do not take the internal structure of the flow into account. 

One of the appropriate theory-based approaches to model-
ling of flows dominated by granular collisions seems to be the 
kinetic theory of granular flows. It offers constitutive relations 
for local shear-induced collision-based granular quantities – 
normal stress, shear stress and fluctuation energy - and relate 
them with distribution of local grain concentration and velocity 
across the flow depth. Kinetic-theory based models enable a 
prediction of relevant flow quantities in the layered pattern of 
the flow. Model predictions include integral flow quantities 
(discharges of solids and mixture, flow depth) and simplified 
distributions of solids concentration and velocity. 

Typically, a kinetic-theory based model assumes certain 
conditions at interfaces of the layered flow and quantifies the 

interfacial stresses, concentration, and velocity. Additional 
equations (momentum balances) are employed to use the inter-
facial values of the granular quantities for the prediction of 
thicknesses of the relevant layers. The discharges of solids and 
mixture are obtained through integration of the velocities and 
concentrations over the flow depth. The existing models differ 
mainly in assumptions taken for the layered flow and in forms 
of the constitutive relations selected for the models (e.g., Berzi, 
2011; Berzi and Fraccarollo, 2013; Capart and Fraccarollo, 
2011; Spinewine and Capart, 2013). 

In our previous work (Matoušek and Zrostlík, 2018a), results 
from a tilting-flume facility including measured velocity distri-
bution and deduced concentration distribution (approximated as 
linear profiles) were used to calculate distributions of the colli-
sion-based quantities by the constitutive relations and hence to 
test the ability of the selected kinetic-theory constitutive rela-
tions to predict conditions observed in these collision-
dominated flows. 

In this paper, we aim on formulating a simple kinetic-theory-
based model using the constitutive relations previously tested 
for flow conditions observed in our intense-bed-load experi-
ment in a laboratory tilting flume. 

 
TRANSPORT MODEL FOR COLLISIONAL BED LOAD 
IN OPEN-CHANNEL FLOW OF LAYERED 
STRUCTURE  
  

A modelling approach is discussed which enables to predict 
characteristics of steady uniform turbulent open-channel flow 
carrying a large amount of colliding sediment (intense bed-
load). The approach is based on the classical kinetic theory, 
considers a layered structure of the sediment-laden flow and 
employs conditions at layer interfaces to evaluate mutual rela-
tions among the flow slope, depth, the thickness of the layers 
and flow rates of both the sediment and sediment-water mix-
ture. In the discussed model, the dense limit condition consider-
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ing the local volumetric concentration c → 1 (see a discussion 
on this condition in Matoušek and Zrostlík (2018a)) is not 
assumed at the bottom of the collisional transport layer because 
our experiments indicate that for the studied flow conditions the 
local concentration at the bottom of the collisional layer is too 
low to satisfy the dense limit condition (Matoušek et al., 2016). 

 
Modelled conditions for open-channel flow and sediment 
transport  
 

• Gravity-driven open-channel flow, steady-state uniform 
turbulent flow.  

• Broad range of bed slopes, flows depths, sediment flow 
rates, and total flow rates.  

• Flow over mobile bed at upper-stage plane bed regime 
(high bed shear).  

• Transported sediment grains supported by mutual con-
tacts, negligible turbulent support.  

• Strongly non-uniform distribution of sediment across 
the flow depth. 

• Stratified flow as the result of the sediment distribution. 
It is typical of flows with intense bed load transport that lo-

cal concentrations and velocities of grains span a broad range of 
values over the thickness of the collisional layer. As mentioned 
previously, it is also typical that the collisional layer dominates 
the layered structure of the flow and occupies a considerable 
part of the flow depth. Figure 1 shows the layered character of 
flow with intense bed-load identified for flow of mixture of 
water and lightweight sediment in a laboratory flume (plastic 
cylinder-shaped grains of the characteristic size of 5.41 mm and 
the density of 1307 kg/m3). It recognizes the following distinct 
layers: the bed (stationary deposit with the surface expressed as 
the 0-boundary in Figure 1), the dense sliding layer (DL, with 
the top d-boundary), the collisional layer (CL, with the upper c-
boundary), and the water layer (WL, with water surface at the 
top of the plot in Figure 1). Visual observations of the flow and 
measurements of local velocities u at different vertical positions 
y above the bed allowed the layer boundaries to be identified. 
The CL (the layer of colliding grains) exhibits the velocity 
distribution which can be approximated by a line reaching 
virtually zero velocity at the bottom of CL and this identifies 
the position of the d-boundary. Hence, the velocity of grains in 
the DL (the dense layer of grains slowly sliding over each other 
and being in permanent contact with each other) is negligible 
compared to velocities in the CL. Above the top of the CL no 
grains occur, which identifies the c-boundary. 

Two plots of Figure 1 are for two flows of different values 
of the bed Shields parameter θ0, which is the dimensionless 
total shear stress at the surface of the bed (i.e., at the 0-

boundary), ( )
,0

0
e

s fρ ρ g d

τ
θ =

− ⋅ ⋅
 (τe,0 = the total shear stress at 

the surface of the bed, ρs = density of grains, ρf = density of 
liquid, g = gravitational acceleration, and d = grain size). The 
plots show that the thickness of individual layers varies with θ0. 
At low values of θ0, the thickness of the dense layer is negligi-
ble but can reach a thickness of the multiple of the grain size d 
at very high θ0. Furthermore, an analysis of measured discharg-
es suggested that the local volumetric concentration at the bot-
tom of collisional layer, cd, was smaller than the bed volumetric  
concentration, c0, and varied with θ0 until a certain maximum 
value typical for bed was reached (Matoušek et al., 2016). 

The existence of the individual layers, the variation of their 
thickness and of the conditions at the boundaries must be taken 
into account in the transport model. 

Model principles 
 
The conditions subject to modelling require that the model is 

based on principles describing the collisional character of sedi-
ment transport. Different forms of constitutive relations are 
available in the literature. As tested in a laboratory (Matoušek 
and Zrostlík, 2018a), the constitutive relations of the classical 
kinetic theory (CKT) below are appropriate for our modelled 
conditions. The testing revealed that for the conditions given by 
our experiments, the constitutive relations worked well if the 
local volumetric concentration of sediment did not exceed 
approximately 0.47. Furthermore, the experimental results 
showed that the local concentration at the bottom of the colli-
sional transport layer varied with the bed shear stress and 
reached values smaller than 0.47 in most of flow conditions 
observed. Therefore, the use of the constitutive relations at this 
boundary is appropriate, at least in the range of bed shear 
stresses for which the modelled flow conditions and model 
assumptions are satisfied. Also, the testing of the constitutive 
relations showed that the application of the dense limit condi-
tion is not appropriate due to these relatively low values of the 
local concentration even though it meant that more complex 
forms of the relations have had to be solved at the bottom of the 
collisional layer.  

CKT considers sheared granular bodies, in which grains are 
supported exclusively by mutual binary collisions. The consti-
tutive relations are formulated for local grain stresses (normal 
and shear) and for a balance of grain fluctuation energy in the 
collisional regime. 

The local shear-induced granular normal stress, σs, is related 
to the local volumetric concentration of grains, c, the local 
granular temperature, T (which expresses a measure of local 
grain velocity fluctuations due to intergranular collisions), and 
after the theory by Garzo and Dufty (1999) as in Berzi (2011), 
 

4s s f c G Tσσ ρ= ⋅ ⋅ ⋅ ⋅ ⋅  (1) 
 
where G, fσ = concentration-related functions defined as 
 

( )3

2

2 1

c
G c

c

−= ⋅
⋅ −

 (2) 
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2 4

e
f

Gσ
+= +

⋅
 (3) 

 
where e = the coefficient of wet restitution (local values of e 
may vary with position above bed).  

The local shear-induced granular shear stress, τs, is also re-
lated to c and T at any vertical position y above the bed. More-
over, τs is related to the local strain rate γs, i.e. the distribution 
of longitudinal velocity of grains us (γs = dus/dy), (Berzi, 2011), 
 

s s sf c G T dττ ρ γ= ⋅ ⋅ ⋅ ⋅ ⋅ ⋅  (4) 
 
with concentration-related function 
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Fig. 1. Positions of boundaries, velocity and concentration profiles in layered-structure flow carrying plastic (TLT50) grains. Legend: circle 
– measurement of local velocity by different measuring techniques (blue – Pitot tube, red – Ultrasonic Velocity Profiler, green – Acoustic 
Doppler Velocitometer); horizontal lines – boundaries between layers (bed, DL = dense layer, CL = collisional layer, WL – water layer); 
thick lines – velocity profile by local velocity approximation and concentration profile deduced from measurement (Matoušek and Zrostlík, 
2018b).  
 

Another constitutive relation expresses the balance of the 
particle collisional fluctuation energy. It requires that the gradi-
ent of the vertical component of the flux of particle fluctuation 
energy balances the net rate of production of fluctuation energy 
per unit volume of the mixture (Jenkins and Hanes, 1998). The 
relation is composed of three terms. The first term represents 
the diffusion of fluctuation energy, the second term the produc-
tion of energy due to shearing, and the third term represents the 
rate of collisional dissipation, i.e. the fluctuation energy dissi-
pated by interparticle collisions (Armanini et al., 2005). For our 
conditions, the diffusion term can be neglected in the lower part 
of the collisional layer (Matoušek and Zrostlík, 2018a) and the 
kinetic-energy relation becomes an additional equation relating 
the granular shear stress with the granular temperature and the 
strain rate,  

 

( )
324

1s s
s

T
c G e

d
τ ρ

γ
= ⋅ ⋅ ⋅ ⋅ − ⋅

⋅π
 (6) 

 

Alternative equations relating the distribution of the local 
concentration with the distributions of the granular stresses are 
based on the principle of momentum balance. In gravity-driven 
solid-liquid flow with a free surface, the force balance between 
the driving force and the resisting force assumes that the total 
shear stress, τe (composed of the granular component, τs, and 
the liquid component, τf) at each vertical position y balances the 
longitudinal component of the weight of overlaying burden of 
liquid and solids,  

 

( )sin 1
H

e s f
y

g c c dyτ ω ρ ρ = ⋅ ⋅ ⋅ + ⋅ − ⋅   (7) 

 
in which ω = angle of longitudinal slope of bed, and H = total 
flow depth.  

The granular normal stress balances the normal component 
of the submerged weight of grains above y, 

 

( ) cos
H

s s f
y

g c dyσ ρ ρ ω= − ⋅ ⋅ ⋅ ⋅  (8) 

 

It follows from re-arrangements of Eqs. (7) and (8) that  
 

( )tan sine s f g H yτ σ ω ρ ω= ⋅ + ⋅ ⋅ ⋅ −  (9) 

where the first term on the right-hand side of Eq. (9) is the 
granular component, τs, of the total shear stress and the second 
term is the liquid component, τf. 
 
Model features 

 
Semi-empirical transport formulae for bed load relate the 

solids discharge with the shear stress at the top of the mobile 
bed. A kinetic-theory based model can serve the same purpose 
by relating the granular shear stress at the bottom of the colli-
sional layer with relevant flow quantities responsible for the 
solids discharge. Furthermore, an incorporation of the momen-
tum balance equations allows to capture the layered structure of 
the flow and to identify positions of the layer boundaries. For 
chosen (e.g. experimentally determined) input quantities, the 
model does not require the classical law of the wall to relate the 
total discharge with the flow depth. 

In the presented model, the constitutive relations of the clas-
sical kinetic theory are employed to describe granular flow 
conditions at the bottom of the CL, where the local concentra-
tion is supposed to vary with the boundary shear stress. The 
constitutive relations also predict the slope of the linear profile 
of solids velocity in the CL and hence they determine the local 
velocity uc at the top of the CL. The momentum balances are 
combined with the shear-to-normal stress ratios at the relevant 
boundaries to determine positions of the boundaries in the 
layered flow structure. The discharges of solids and mixture are 
obtained through integration of the velocities and concentra-
tions over the flow depth. 

 
Model assumptions 

 
• Distribution of velocity and concentration linear in the CL, 
concentration distribution uniform and solids velocity 
negligible in the DL. Local concentration zero at the top of CL 
(c-boundary). These assumptions are in an agreement with 
conditions observed in Figure 1. 
• Negligible fluid stress at the d-boundary and at the  
0-boundary.  
• No side-wall effect. 
• No local slip between grain and liquid in the CL and DL. 
• The diffusive term of the energy-balance relation is 
negligible at the d-boundary (and 0-boundary). 
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Set of model governing equations 
 
The model is composed of the following set of equations 

(constitutive relations, momentum balances, and closures). The 
situation at the bottom of the collisional layer (the d-boundary) 
is central to the modelling procedure. The constitutive relations 
for stresses at this boundary are formulated as follows. The 
shear induced normal granular stress (based on Eq. (1) with G- 
and fσ-functions by Eqs. (2) and (3), respectively) is  

 

, ,4s d s d d d df c G Tσσ ρ= ⋅ ⋅ ⋅ ⋅ ⋅  (10), 

 
the corresponding granular shear stress (based on Eq. (4) with 
the fτ-function by Eq. (5)) is  

 

, , ,s d s d d d d s df c G T dττ ρ γ= ⋅ ⋅ ⋅ ⋅ ⋅ ⋅  (11) 

 
and the same shear stress expressed from the energy balance 
with negligible diffusion term as in Eq. (6) is 

 

( )
3

,
,

24
1 d

s d s d d d
s d

T
c G e

d
τ ρ

γ
= ⋅ ⋅ ⋅ ⋅ − ⋅

⋅π
 (12). 

 
The local coefficient of restitution at the bottom of the CL, 

ed, equals (e.g., Berzi and Fraccarollo, 2013)  
 

( )1
62.1 f

d
s d

e
T d

μ ε
ε

ρ
⋅ +

= − ⋅
⋅ ⋅

 (13) 

 
in which ε = effective coefficient of dry collisional restitution (a 
material constant, which is a model input parameter), μf = dy-
namic viscosity of fluid.  

At the d-boundary, the granular stresses are mutually related 
through the friction coefficient 

 

,

,

s d
d

s d

τ
β

σ
=  (14) 

 
and its value is determined by Eq. (14) from the obtained values 
of both stresses in the model. 

The momentum balance equations based on Eqs. (8) and (9) 
relate the local stresses at the d-boundary with the and local 
concentration cd, and the positions the d-boundary, yd, and c-
boundary, yc, 

 

( ) ( ),d cos / 2s s f d c dc g y yσ ρ ρ ω= − ⋅ ⋅ ⋅ ⋅ −  (15) 

 

( ), , , tan sine d e c s d f c dg y yτ τ σ ω ρ ω= + ⋅ + ⋅ ⋅ ⋅ −  (16) 

 
Similarly, Eqs. (8) and (9) applied to the 0-boundary (the top 

of the bed, y0 = 0) produce 
 

( ),0 , 0 coss s d s f dc g yσ σ ρ ρ ω= + − ⋅ ⋅ ⋅ ⋅  (17) 

 

( ),0 , ,0 , tan sine e d s s d f dg yτ τ σ σ ω ρ ω= + − ⋅ + ⋅ ⋅ ⋅  (18) 

 
where the local concentration at the 0-boundary, c0, is one of 
the input constants of the model.  

At the bottom of the flow (the 0-boundary), the Coulomb 
yield criterion requires  

,0
0

,0

s

s

τ
β

σ
=      (19) 

 

and its value is another input constant of the model. 
At the top of the collisional layer (the c-boundary), the total 

shear stress is entirely due to fluid shearing (the local solids 
stress is zero) and hence following Eq. (9), 

 

( ), sine c f cg H yτ ρ ω= ⋅ ⋅ ⋅ −  (20) 
 

The linear distribution across the CL leads to 
 

( ), , ,s c s d s d c du u y yγ= + ⋅ −  (21) 
 

Linear distributions of us and c across the CL (with assumed 
cc= 0, us,d = 0) are combined with the earlier determined posi-
tions of the boundaries to give the sediment discharge (Ma-
toušek et al. 2016), 

 

( ),

6
d s c c d

s
c u y y

q
⋅ ⋅ −

=  (22) 

 

If the assumptions of no slip in the CL and of the uniform 
velocity distribution in the WL are taken, then the total dis-
charge (mixture of sediment and liquid) is 

 

( ) ( ),
,2

s c c d
m s c c

u y y
q u H y

⋅ −
= + ⋅ −  (23) 

 

The average spatial volumetric concentration of sediment in 
the flow cross section is 

 

( )0 / 2d d c d
vi

c y c y y
C

H

⋅ + ⋅ −
=  (24) 

 

Summary of model constants, input and output variables 
 
In general, there are 4 mutually related major quantities 

characterizing the sediment-laden flow: the longitudinal slope 
of bed, ω, the flow depth, H, the sediment discharge, qs, and the 
mixture discharge, qm. To be able to compare model predictions 
with experimental results of flume tests (as the test results in 
Figure 1), we use the measured bed slope and the measured 
thickness of CL, yc-yd, as inputs and predict the flow depth and 
the two discharges. Alternatively, the model can consider the 
flow depth as an input and to predict the thickness of the CL. 
Additional model outputs are the position of the top of the DL, 
yd, the velocity at the top of the CL, us,c, and the granular-stress 
ratio at the bottom of the CL, βd. Additional model inputs are 
the concentrations cd, and c0, the properties of solids (ρs, d) and 
fluid (ρf, μf), the coefficient of internal friction at the top of bed, 
β0, and the dry restitution coefficient, ε. 

 
DISCUSSION OF TRANSPORT MODEL AND 
COMPARISON OF MODEL PREDICTIONS WITH 
EXPERIMENTAL RESULTS  

  
For a comparison of model predictions with experimental 

data, the model version was used with the thickness of the CL 
as an input to the model and the flow depth as one of the model 
outputs. The experimental values of (yc–yd) and cd were used as 
inputs to initialize model calculations. The model flow chart in 
Figure 2 visualizes the model calculation procedure further 
described in the paragraph below. 
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Fig. 2. Model flow chart. 

 
Model calculation for CL-thickness as input and flow depth 
as output 

 
Eq. (15) calculates the solids normal stress at the d-

boundary, σs,d. The CKT-based relations (Eqs. (10) and (13)) 
combined produce an iterative solution for the granular temper-
ature at the d-boundary, 

 

( )
,

,4
s d

d
s d d d d

T
f T c Gσ

σ
ρ

=
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 (25) 

 
For the obtained Td, the two shear-stress constitutive rela-

tions (Eqs. (11) and (12)) combined give the velocity gradient 
at the d-boundary, 
 

( )
, 2

,

24 1 d d
s d

d

e T

f dτ
γ

⋅ − ⋅
=

π ⋅ ⋅
 (26) 

 
The linear distribution of velocity is assumed in the CL 

above the d-boundary and thus the gradient remains constant 
across the entire CL. The momentum balance equations for the 
0-boundary (Eqs. (17) and (18)) together with the equations for 
the friction coefficients at the 0-boundary and d-boundary (Eqs. 
(14) and (19)) and the assumption of zero fluid shear stresses at 
the two boundaries leads to the relation for the thickness of the 
dense layer,  
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d s d

d
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g g

β β σ
ρ ω β ρ ρ ω
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 (27) 

 
in which the local density of mixture at the 0-boundary, 
 

( )0 0f s f cρ ρ ρ ρ= + − ⋅  (28) 

 
A combination of shear-stress balances at the d-boundary 

and c-boundary (Eqs. (16) and (20) together with Eq. (14)) 
leads to the determination of the total flow depth,  

( ), tan

sin
s d d

d
f

H y
g

σ β ω
ρ ω

⋅ −
= +

⋅ ⋅
 (29) 

 
Then Eq. (24) calculates Cvi using H and both quantities can 

be further employed to express the bed Shields parameter, i.e. 
the dimensionless total shear stress at the 0-boundary, as 
 

0 tanf
vi

s f

H
C

d

ρ
θ ω

ρ ρ
 

= + ⋅ ⋅  − 
 (30). 

 
Comparison of model predictions with experimental results 

 
Experimental results for 4 fractions of plastic grains of dif-

ferent sizes and shapes (Table 1) are compared with predictions 
of the model. The experimental results were collected in our 
tilting flume and the data, the procedure of their collection and 
processing and the experimental set-up itself are described 
elsewhere (e.g., Matoušek at al., 2016). 
The properties the sediment fractions produce values of the 
particle Reynolds number (Rep = vtd/νf) Re /p f t eq fv dρ μ= ⋅ ⋅  

in the range from 416 to 1149 and the flow conditions corre-
spond with values of the bed Shields parameter from 0.3 to 1.6. 
The absence of local turbulent support of grains in the colli-
sional layer is checked by determining a distribution of the 
velocity ratio uf*/vt (uf* is the fluid shear velocity, 

* /f f fu τ ρ= ) across the CL for each test run (examples are 

shown in Matoušek and Zrostlík (2019)). Local values were 
always below unity and typically smaller than 0.8, indicating 
that the turbulent support can be neglected. This argument is 
supported by regime maps (Fig. 7 in Berzi and Fraccarollo 
(2013) and Fig. 6 in Berzi and Fraccarollo (2016)) in which our 
flows collapsed in the collisional regime. The experimental 
conditions were similar to those used previously by other au-
thors for testing their bed-load transport models (Armanini et 
al., 2005; Berzi and Fraccarollo, 2013; Capart and Fraccarollo, 
2011). 
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For all sediment fractions, the model predictions are ob-
tained with the same values of the model constants (β0 = 0.55, 
c0 = 0.55), in an exception of values of the restitution coeffi-
cient ε. The ε values are summarized in Table 1 and the table 
indicates that the required different values are associated with 
the different shapes of grains of the different fractions. The 
better agreement is reached between the predictions and the 
experimental results if cylindrical grains, i.e. the grains of the 
height comparable with the diameter of the cylinder (TLT50 
and FA60) are given a lower value of ε than the lens-shaped 
grains for which the height is approximately one half of the lens 
diameter (TLT25 and FA30). 

From the total collected dataset, only those experimental da-
ta were selected which corresponded with the model assump-
tion that the local concentration at the top of the collisional 
layer is zero (cc = 0). Some of the flume experiments were 
carried out for saturated flows in which sediment particles 
occupied the entire flow depth. Hence, the water layer was non-
existent and the local concentration of particles was considera-
ble even at positions just below the water surface. This was the 
case for flows of the highest values of the Shields parameter θ0, 
and such flows were excluded from the comparison with model 
predictions. 

The velocity and concentration distributions of the experi-
mental test runs were processed using the procedure described 
in Matoušek et al. (2016) and the positions of the boundaries 
and local concentrations at the boundaries were produced. 
Figures 3 and 4 show the experimentally determined values of 
the concentration cd (Figure 3) and of the relative thickness of 
the collisional layer (yc – yd)/d (Figure 4). As discussed previ-
ously, values of these two parameters are among the model 
inputs, although the thickness of the CL can be replaced by the 
flow depth H as a model input. Note, that the experimentally 
determined values of cd and yd are both quite sensitive to θ0, as 
Figures 3 and 4 demonstrate. 

The thickness of the dense layer (represented by yd) is pre-
dicted by the model using Eq. (27). Although the dense layer 
tends to be very thin (typically up to 2 or 3 layers of grains at 
very high θ0) and unimportant from the point of view of sedi-
ment transport (usually the transport through the layer is negli-
gible), apparently the variation in its thickness indicates the 
variation in cd and this variation is important for the overall 
transport (see e.g., Matoušek and Zrostlík, 2018b).  

The parity plots of Figure 5 indicate how successful is the 
model in a prediction of the local velocity at the top of the 
collisional layer. The model captures the velocity us,c (obtained 
from Eq. (21)) reasonably well over the entire range of the 
observed flow conditions.  

Values of the predicted flow depth H (calculated by Eq.  
 

(29)) prove the model’s ability to successfully transform the 
prediction of the internal structure of the flow into the predic-
tion of integral quantities of the mixture flow and sediment 
transport as is the depth H in Figure 6 and other important 
integral quantities shown in Figures 7 and 8. For the predicted 
depth H, the agreement is again reasonable although less strong 
than is the agreement with the experiments for the predicted 
discharge of sediment qs shown in Figure 7.  

The ratio of two flow-depth averaged concentrations is eval-
uated in Figure 8. The delivered concentration of sediment is 
defined and determined as Cvd = qs/qm (using results from Eqs. 
(22) and (23)). Its value must be smaller than the corresponding 
value of the spatial volumetric concentration Cvi (Eq. (24)) and 
it is indeed the case for all results in Figure 8. Furthermore, a 
predicted value of the concentration ratio Cvd/Cvi is sensitive to 
predicted values of all other integral quantities (qs, qm, H) and 
to predicted values of the local quantities (velocities and con-
centrations at all boundaries). Hence, it is an interesting param-
eter for an overall evaluation of the model performance. The 
degree of the agreement is very similar for this ratio as for the 
quantities presented in the previous figures. 

In overall, the results of model predictions are satisfactory, 
although a bigger body of experimental results is required to 
make the validation more general, particularly including results 
for natural solids like sand and gravel. Moreover, additional 
work is required to further sophisticate the model, e.g., by 
finding out whether the observed variation of cd with the 
transport conditions could be captured by the model instead of 
taking it as model input information. 

To finalize, the proposed way of modelling of the steady-
state uniform open-channel sediment-laden (bed-load) flow is 
compared with the traditional way. It considers only integral 
parameters and requires two equations to predict 2 of the 4 
mutually related major quantities (ω, H, qs, qm). Those equa-
tions are the momentum equation for mixture flow and the 
transport formula for the sediment transport. The momentum 
equation (typically Chezy equation) includes a solution for the 
boundary friction (the law-of-the-wall formula for bed friction 
coefficient). The Meyer-Peter and Müller transport formula is 
often used for bed load transport. Usually, the slope ω and the 
flow depth H are the inputs and the sediment discharge qs is 
obtained from the transport formula and the mixture discharge 
qm from the momentum equation. In principle, the here pro-
posed model serves the same purpose (predicts 2 major quanti-
ties using the other 2 as inputs) and besides the properties of 
solids and liquid requires just a few additional constants (ε, β0, 
c0). There is one another input parameter, cd, which cannot be 
considered constant and its value must be estimated or obtained 
by experiment.   

 
 
 
 
 

Table 1. Properties of model sediment fractions of lightweight (PVC plastic) grains. 
 
Experimentally determined values TLT50 TLT25 FA60 FA30 

Density ρs (kg/m3) 1307 1381 1411 1368 

Shape of grains cylinder thick lens cylinder thick lens 

Height of cylinder or lens (mm) 5.0 2.2 5.0 2.2 

Diameter of cylinder or lens (mm) 4.8 4.8 6.1 4.0 

Equivalent mass-median diameter deq (mm) 5.41 4.23 6.42 3.65 

Terminal settling velocity of grain vt (m/s) 0.149 0.106 0.179 0.114 

Estimated values of model constant TLT50 TLT25 FA60 FA30 

Restitution coefficient ε (–) 0.70 0.85 0.60 0.85 
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Fig. 3. Experimentally determined local concentration at bottom of collisional layer for flows of different bed Shields parameter (upper-left 
panel: TLT50, upper-right panel: TLT25, lower-left panel: FA60, lower-right panel: FA30). 

 

 

 
 

Fig. 4. Experimentally determined relative thickness of collisional layer (layer thickness divided by grain size) for flows of different bed 
Shields parameter (upper-left panel: TLT50, upper-right panel: TLT25, lower-left panel: FA60, lower-right panel: FA30). 
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Fig. 5. Parity plot for experimental and predicted velocity at top of collisional layer. Legend: lines of perfect fit and of ± 25 per cent devia-
tion. (upper-left panel: TLT50, upper-right panel: TLT25, lower-left panel: FA60, lower-right panel: FA30). 

 

 

 
 

Fig. 6. Parity plot for experimental and predicted relative depth of flow (flow depth divided by grain size). Legend: lines of perfect fit and 
of ± 25 per cent deviation. (upper-left panel: TLT50, upper-right panel: TLT25, lower-left panel: FA60, lower-right panel: FA30). 
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Fig. 7. Parity plot for experimental and predicted discharge of sediment (upper-left panel: TLT50, upper-right panel: TLT25, lower-left 
panel: FA60, lower-right panel: FA30). Legend: lines of perfect fit and of ± 25 per cent deviation.  
 

 

 
 

Fig. 8. Parity plot for experimental and predicted ratio of delivered concentration and spatial concentration of transported sediment (upper-
left panel: TLT50, upper-right panel: TLT25, lower-left panel: FA60, lower-right panel: FA30). Legend: lines of perfect fit and of ± 25 per 
cent deviation.  
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CONCLUSIONS  
 

A predictive model is presented for collisional bed load 
transport at high bed shear in an open channel. It employs consti-
tutive relations of the classical kinetic theory previously selected 
as appropriate for transport and flow conditions under considera-
tion on a basis of our laboratory testing. The model allows a 
prediction of the discharges of sediment and mixture for flows of 
given depth and longitudinal slope. Furthermore, it predicts the 
layered structure of the flow transporting bed load particles, 
giving the thickness of the collisional layer and the thickness of 
the sliding dense layer in the flow with intense bed load. 

A comparison with experimental results for four fractions of 
lightweight model sediment suggests that the model reasonably 
predicts flow rates of both sediment and mixture at flow condi-
tions observed in the laboratory tilting-flume experiment. Also, 
the predictions of the relation between the flow depth and the 
thickness of the collisional layer are satisfactory. The observed 
variation of the local concentration at the bottom of the colli-
sional layer is considered in the model calculations.  
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NOMENCLATURE  
 
cc – local volumetric concentration at top of collisional layer 
cd – local volumetric concentration at bottom of collisional 
layer 
c0 – local volumetric concentration at top of bed 
d – particle diameter 
e – coefficient of wet restitution 
ed – coefficient of wet restitution at bottom of collisional layer 
fs – concentration-related function 
fσ – concentration-related function 
g – gravitational acceleration 
qm – total volumetric discharge of mixture 
qs – volumetric discharge of sediment 
u – local velocities at different vertical positions  
us – local velocity of solids  
us,c – velocity of solids at top of collisional layer  
us,d – velocity of solids at bottom of collisional layer 
uf

* – local liquid shear velocity 
vt – terminal settling velocity of grain 
y – vertical position above top of bed 
yc – vertical position of top of collisional layer 
yd – vertical position of top of dense layer 
Cvd – delivered concentration of sediment 
Cvi – average spatial volumetric concentration of sediment in 
flow cross section  
G – concentration-related function 
H – total flow depth 
T – local granular temperature 
Td – granular temperature at bottom of collisional layer 
βd – friction coefficient at bottom of collisional layer 
β0 – friction coefficient at top of bed 
γs – local gradient of solids velocity  
γs,d – solids velocity gradient at bottom of collisional layer 
ε – dry restitution coefficient 
θ0 – Shield parameter at top of bed 
ρf – density of liquid 
ρs – density of grains 
μf – dynamic viscosity of liquid 
ω – angle of longitudinal slope of bed 
σs – local solids normal stress  
σs,d – solids normal stress at top of dense layer 
σs,0 – solids normal stress at top of bed 
τe – local total shear stress  
τe,d – total shear stress at top of dense layer 
τf  – local liquid shear stress 
τs – local solids shear stress 
τs,d – solids shear stress at top of dense layer 
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Abstract: Recent studies have shown that the presence of ice cover leads to an intensified local scour pattern in the 
vicinity of bridge piers. To investigate the local scour pattern in the vicinity of bridge pier under ice-covered flow 
condition comparing to that under open channel flow condition, it is essential to examine flow field around bridge piers 
under different flow conditions. In order to do so, after creation of smooth and rough ice covers, three-dimensional time-
averaged velocity components around four pairs of bridge piers were measured using an Acoustic Doppler velocimetry 
(ADV). The ADV measured velocity profiles describe the difference between the velocity distributions in the vicinity of 
bridge piers under different covered conditions. Experimental results show that the vertical velocity distribution which 
represents the strength of downfall velocity is the greatest under rough covered condition which leads to a greater scour 
depth. Besides, results show that the turbulent intensity increases with pier size regardless of flow cover, which implies 
that larger scour depth occurs around piers with larger diameter. 
 
Keywords: Bridge pier; Ice cover; Local scour; Acoustic Doppler velocimetry (ADV); Horseshoe vortex. 

 
INTRODUCTION 
 

Bridges constructed with elements within the boundaries of 
rivers are potentially exposed to scour around their foundations. 
If the depth of scour exceeds a critical value, instability and 
vulnerability caused by the scour will threaten the bridge foun-
dation, which might possibly lead to critical issues such as 
bridge collapse, significant transport disruption and, in an ex-
treme case, human casualty. Melville and Coleman (2000) 
studied 31 cases of bridge failures due to scour in New Zealand 
and concluded that, on average, one major bridge failure each 
year can be attributed to scour occurring around the bridge 
foundations. Wardhana and Hadipriono (2003) studied 500 
cases of bridge structure failures in the United States between 
1989 and 2000 and stated that the most common causes of 
bridge failure were either floods or scour. Sutherland (1986), in 
conjunction with National Roads Board of New Zealand, de-
termined that of the 108 bridge failures recorded between 1960 
and 1984, 29 could be attributed to abutment scour. Note that 
abutment scour is the removal of sediment around bridge abut-
ments. Local scour around bridge foundations has been the 
focal point of many studies (Ahmed and Rajaratnam, 1998; Dey 
and Raikar, 2007; Ettema et al., 2011; Graf and Istiarto, 2002; 
Melville and Sutherland, 1988; Melville and Chiew, 1999; 
Sheppard et al., 2013; Williams et al., 2018; Williams et al., 
2017; Wu and Balachandar, 2016; Wu et al., 2014, 2015a, b, c). 
Namaee and Sui (2019a) investigated the impact of armour 
layer on the scour depth around side-by-side bridge piers under 
ice-covered flow condition. Their study showed that the impact 
of armour layer is dependent on sediment type in which the 
piers are placed, and it increases as the sediment gets coarser 
regardless of pier size and pier shape. 

Figure 1 illustrates mechanism of local scour around a sub-
merged vertical cylinder adapted from Zhao et al. (2010). Ac-
cording to Williams et al. (2018), the scour commences in the 
region of the highest velocity in the vicinity of the separating 
streamline. The horseshoe vortex which forms at the pier face  
 

 

 
 

 
Fig. 1. Flow pattern around a submerged vertical cylinder (adapted 
from Zhao et al., 2010). 
 
shifts the maximum downflow velocity closer to the pier in the 
scour hole. The downflow acts as a vertical jet to erode a 
groove in front of the pier. The eroded sand particles are carried 
around the pier by the combined action of accelerating flow and 
the spiral motion of the horseshoe vortex (Hafez, 2016). Mel-
ville and Coleman (2000) report a wake-vortex system which 
occurs behind the pier, acts like a vacuum cleaner sucking up 
bed material and carries the sediment moved by the horseshoe 
vortex system and by the downward flow to downstream of the 
pier (Vortex shedding in Fig. 1). However, wake-vortices are 
not normally as strong as the horseshoe vortex and therefore, 
are not able to carry the same sediment load as the horseshoe 
vortex does. Note that although a wider bridge pier results in a 
more accumulated armour layer around the bridge pier which 
ultimately decreases the scour depth, it results in a stronger 
horseshoe vortex at the pier face. Horseshoe vortex is the main 
driver in creation of local scour, and its impact is much stronger 
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than the impact of armour layer. According to Mohammed et al. 
(2007), a reduction of 15% in local scour depth can be obtained 
by using a pier having a streamlined shape instead of a squared-
nose pier. This finding clearly shows that the pier shape factor 
has more impact on scour depth than that of the armour layer 
around bridge piers. Vijayasree et al. (2019) also stated that the 
scour process and the location of the maximum scour depth 
around the pier depended on shape of bridge pier. They claimed 
that a sharp nose with curved body is ideal for a bridge pier 
because of less scour around the pier. Gautam et al. (2019) 
investigated the variations in the turbulent flow field generated 
in the vicinity of a complex pier due to the presence of the pile-
cap, and the results were compared with that of a simple pier 
without any pile-cap. It was concluded that the magnitude of 
the mean velocities, turbulence intensities and Reynolds shear 
stresses around a complex pier were less than those of the sim-
ple pier, indicating simpler fluid flow around the complex pier. 
Regarding scour at pile groups, Galan et al. (2019) revealed that 
depending on the submergence ratio as well as the angle of the 
piles with the approaching flow (skew-angle) and pile arrange-
ments, the location of the maximum scour depths differs and it 
does not always occur at the first upstream pile. The experi-
mental results of Zhao et al. (2010) which focuses on the local 
scour around a submerged pier showed that a decrease in pier 
height weakened the horseshoe vortex and vortex shedding 
which resulted in lower scour depths. 

The velocity distribution in the vicinity of bridge piers is 
very important for the scouring process around bridge piers. Up 
to date, many researches regarding velocity distribution around 
bridge piers have been reported, such as Graf and Istiarto 
(2002); Unger and Hager (2007); Beheshti and Ataie-Ashtiani; 
(2009). Graf and Istiarto (2002) performed an experimental 
study of the flow pattern in the upstream and downstream plane 
of a cylinder positioned vertically in a scour hole. Detailed 
measurements were obtained by using an acoustic-Doppler 
velocity profiler (ADVP) in and around the scour hole. The 
results indicated that in the upstream reach of the cylinder, a 
strong vortex system was detected (horseshoe vortex) at the 
foot of the cylinder. In the downstream reach of the cylinder, a 
flow reversal existed towards the water surface. In their study, 
the results indicated the turbulent kinetic energy was very 
strong at the foot of the cylinder on the upstream side and in the 
wake behind the cylinder. Unger and Hager (2007) investigated 
the temporal evolution of the vertical deflected flow at the pier 
front and the horseshoe vortex inside the scour hole as it 
formed. Their work provided novel insight into the complex 
two-phase flow around circular bridge piers placed in loose 
sediment. A three-dimensional turbulent flow field around a 
complex bridge pier placed on a rough fixed bed was experi-
mentally investigated by Beheshti and Ataie-Ashtiani (2009). 
Comparison of flow patterns with the observed scour map 
revealed that the scour patterns at the upstream and sides of the 
pier correlate well with the contracted flow below the pile cap. 
A flow field analysis around side-by-side piers with and with-
out a scour hole was carried out by Ataie-Ashtiani and Aslani-
Kordkandi (2012). They found that the streamwise velocity 
increased between the two piers. As a result, the maximum 
depth of the scour hole was approximately 15% greater than in 
the single-pier case. Kumar and Kothyari (2011) studied flow 
patterns and turbulence characteristics within a developing 
(transient stage) scour hole around both circular uniform and 
compound piers using an Acoustic Droppler Velocimeter 
(ADV). Their results for velocity, turbulence intensity and 
Reynolds shear stress around each of the piers along different 
vertical planes exhibited similar profiles with respect to flow 

depth. However, at certain locations close to the pier, signifi-
cant changes occurred in the vertical profile of the flow pa-
rameters. While the observations made in the upstream planes 
revealed that within the scoured region, the bed shear stress was 
much smaller compared with the bed shear stress of the ap-
proach flow. Due to the difficulty in making velocity measure-
ments under ice-covered conditions, nearly all the studies re-
garding velocity distribution around bridge piers have been 
carried out using open channel flow conditions. The number of 
studies on the flow field around both bridge abutments and 
bridge pier under ice-covered conditions is limited. Wu et al. 
(2015a) studied the effect of relative bed coarseness, flow shal-
lowness, and pier Froude number on local scour around a 
bridge pier and reported the scour depth under covered condi-
tions is larger compared to open channel flow conditions. It has 
been found that the presence of an ice cover alters the hydrau-
lics of the channel by imposing an extra boundary to the water 
surface (Sui et al., 2010). Under ice-covered flow conditions, 
the velocity drops to zero at each boundary (ice-covered water 
surface and the bed) due to the no-slip boundary condition, 
resulting in a parabolic-shaped flow profile (Ettema, et al., 
2000; Zabilansky et al., 2006). The maximum velocity occurs 
between the bed and the bottom of the ice cover and is depend-
ent on the relative roughness of the two boundaries (Wang et 
al., 2008). Sui et al. (2010) showed that the upper flow is main-
ly influenced by the ice cover resistance while the lower flow is 
primarily impacted by the channel bed resistance. Wang et al. 
(2008) stated that the location of maximum velocity depends on 
the relative magnitudes of the ice and bed resistance coeffi-
cients. According to Wang et al. (2008), as the ice resistance 
increases, the maximum flow velocity will move closer to the 
channel bed. In terms of local scour depth, the severity of the 
local scour in the vicinity of a bridge’s foundation intensifies 
during the freezing period when the water surface is covered 
with ice. The presence of ice has been found to increase local 
clear-water scour depth at bridge piers by 10%–35% (Hains and 
Zabilansky, 2004). In terms of transverse flow distributions and 
velocities of secondary currents, ice cover can impact flows in 
an existing thalweg, altering the position of the thalweg and 
changing the morphology of the stream which, in an extreme 
case, will lead to bank and bed erosion (Beltaos et al., 2007). 
Zabilansky et al. (2006) performed a series of flume experi-
ments under smooth and rough ice cover conditions and found 
the maximum velocity for rough ice cover was 20 percent 
greater than for smooth ice cover. This statement was con-
firmed by Muste et al. (2000) who found the measured maxi-
mum velocity under smooth cover is located roughly at 0.8y0, 
while maximum velocity under rough cover is approximately 
located at 0.6y0, where y0 represents the approaching flow 
depth. Overall, the rougher the ice cover, the closer the locale 
of maximum flow velocity to the bed. As a consequence, the 
bed shear stress increases which ultimately leads to increase in 
scour depths. In this study, a series of large-scale flume exper-
iments were conducted to examine scour hole patterns along 
with scour hole velocity profile measurements around four  
side-by-side bridge piers under ice-covered and open channel 
flow conditions. The objective of this paper is mainly com-
posed of two sections. In this section, it is explained how the 
existence of an ice cover changes the flow field in the vicinity 
of bridge piers. In the second section, it explains different 
scouring process resulted from different flow covers (open 
channel flow, smooth and rough ice-covered flows) by examin-
ing the 3D flow field velocity components especially down-
flow velocity which is proportional to the strength of horseshoe 
vortex. 
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METHODOLOGY 
 
Experiments were carried out in a large-scale flume at the 

Quesnel River Research Centre of the University of Northern 
British Columbia, Canada. The flume was 38.2 m long, 2 m 
wide and 1.3 m deep. Fig. 2 shows a plan view and a side view 
of the experiment flume. The longitudinal slope of the flume 
was 0.2 percent. A holding tank with a volume of 90 m3 was 
located at the upstream end of the flume to maintain a constant 
discharge during the experimental runs. To create different 
velocities, three input valves were connected to control the inlet 
volume discharge. Water level in the flume was controlled by 
the downstream tailgate. Two types of tailgate configurations 
(one-tailgate and two-tailgate configurations) were incorporated 
to produce a wide range of main channel approaching veloci-
ties. The range of flow depth was from 0.09 m to 0.137 m for 
the one-tailgate configuration and from 0.165 m to 0.28 m for 
the two-tailgate configuration. For the case of two-tailgate 
configuration, two pumps were employed for the lowest flow 
discharge while three pumps were employed to create the high-
est flow discharge. At the end of the holding tank and upstream 
of the main flume, water overflowed from a rectangular weir 
into the flume. Two sand boxes were constructed in the flume. 
Both had a depth of 0.3 m and were 10.2 m apart. The length of  
 

the sand boxes were 5.6 m and 5.8 m, respectively. Side-by-
side cylindrical bridge piers with diameters of 60 mm, 90 mm, 
110 mm and 170 mm were used. In terms of selection of sedi-
ment grain size, the mason, concrete and bedding mix sand 
types with median grain size D50 = 0.47 mm, 0.58 mm, 0.50 
mm were selected. According to Hirshfield (2015), this selec-
tion was based upon the fact that the mason, concrete and bed-
ding sands were the three most common sands mined from the 
surrounding quarries. Thus, our experiments have been con-
ducted using these three sands in order to have the opportunity 
to meticulously compare our results of side-by-side bridge piers 
to those results of singular bridge pier of Hirshfield (2015) 
which is shown in Fig. 4. 

The piers were spaced from each 0.50 m from center to cen-
ter. Fig. 3 shows the piers and the space ratio (G/D) in which G 
is the distance between the piers and D is the pier diameter. The 
geometric channel aspect ratio (channel width/flow depth) in 
these series of experiments ranged from 7.14 to 22.2. The 
bridge pier spacing ratio G/D ranged from 1.94 to 7.33 (Fig. 3). 
In front of the first sand box, a 2D Flow Meter (Sontek, 2001) 
was installed to measure flow velocities and water depth. A 
staff gauge was also installed in the middle of each sand box to 
manually verify water depth. Styrofoam panels were used as ice 
cover across the entire surface of flume. Both smooth and rough  
 

 
 

 
 

Fig. 2. Plan view and vertical view of experiment flume (Dimensions in m) (Namaee et al., 2019a). 
 

 
 

Fig. 3. The spacing ratio and measuring points around the circular bridge piers (Namaee et al., 2019a). 
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Fig. 4a. Scour depth around the 110-mm bridge pier for D50 = 0.47 
mm type sediment under open flow.  

 

 
 

Fig. 4b. Scour depth around the 110-mm bridge pier for D50 = 0.47 
mm type sediment under rough covered flow conditions using the 
highest flow discharge. 

 

 
 

Fig. 4c. Cross-section of scour and depositional pattern at the 
upstream and downstream of the 110-mm bridge pier under open 
flow condition. 

 

 
 

Fig. 4d. Cross-section of scour and depositional pattern at the 
upstream and downstream of the 110-mm bridge pier under rough 
covered flow conditions for D50 = 0.47 mm. 

ice covers were simulated. The smooth cover was the smooth 
surface of the original Styrofoam panels while the rough cover 
was made by attaching small Styrofoam cubes to the bottom of 
the smooth cover. The dimensions of Styrofoam cubes were 25 
mm × 25 mm × 25 mm and they were spaced 35 mm apart. The 
velocity field in the scour holes was measured using a 10-MHZ 
acoustic Doppler velocimeter (ADV). The sampling volume of 
the 10-MHz ADV is 100 mm from the sensor head. In a stand-
ard configuration, the sampling volume is approximately a 
cylinder of water with a diameter of 6 mm and a height of 9 
mm. The ADV functions on the principal of a Doppler shift, 
measuring the phase change when the acoustic signal reflects 
off particles in the flow (Sontek, 1997). 

In this study, the ADV measured the scour hole velocity pro-
files at approaching flow depths within 0.18–0.28 m range for 
four sets of bridge piers (60 mm, 90 mm 110 mm and 170 mm) 
when using the two-tailgate flume configurations for the high-
est and lowest levels of discharge. The positive direction of 
three-dimensional velocity components is shown in the coordi-
nate system of Fig. 1. Scour hole velocity measurements for 
shallow flow depths (one-tailgate flume configuration) were 
inaccessible due to the limitations of the ADV in measuring 
shallow flow depths. Note that the difference between the water 
temperature measured by IQ with the water temperature meas-
ured by ADV was within 0.25 degrees Celsius. Velocity meas-
urements were performed at one hour before the end of the 
experimental run (total test time = 24 hours) at which point the 
scour hole was fully developed and stabilized. For the purposes 
of these experiments, the streamwise velocity component is 
denoted as Ux, is the component in the direction of the flow, the 
span-wise velocity component is denoted as Uy is the compo-
nent in the lateral direction and the vertical velocity component 
is denoted as Uz. Of note, a negative value of Uz means the 
velocity vector is directed downwards. To develop the three-
dimensional velocity profiles, measurements were obtained at 
each point for 120 seconds. Of note, for velocity values very 
close to the channel bed, the presence of sediment affected the 
ADV velocity measurement, therefore, the velocity values are 
representative of sediment and water velocity as previous noted 
by Muste et al. (2000). The scour hole flow field was measured 
at 20 mm increments from the bottom of scour hole in front of 
the bridge pier up to free surface for each experimental run. In 
the ice-covered experiments, a part of the Styrofoam was cut to 
allow for the ADV to be positioned inside the flow for flow 
field measurements. Further, since the ADV measuring volume 
is located 100 mm from the probe head, the velocity profile for 
each channel condition does not continue up to the water sur-
face. After the experiments were completed, collected data 
were analyzed to filter out for velocity spikes. Signal strengths 
and correlations are used principally to judge the quality and 
accuracy of the velocity data (Fugate and Friedrichs, 2002). In 
this study, data quality was defined based on signal-to-noise 
ratio amplitudes (SNR≥ 15) and correlation coefficient scores 
(≥ 70). In terms of uncertainty in velocity measurements, at a 
sampling rate of 25Hz and an SNR above 15, uncertainty due to 
Doppler noise can be estimated as 1% of the maximum velocity 
range (Sontek, 1997). Once ADV data is filtered for correlation, 
signal to noise ratios and data spikes, the velocity measure-
ments were assumed to be accurate within 0.25 cm/s (Sontek, 
1997). In total, 108 experiments (36 experiments for each sed-
iment type) were conducted under open channel, smooth cov-
ered, and rough covered conditions. In terms of different 
boundary conditions (open channel, smooth, and rough covered 
flows), for each sediment type and each boundary condition, 12 
experiments were carried out. In the preliminary stage of the 
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experiments, local scour around bridge piers was carefully 
observed for any changes in the scour depths. It was observed 
that after approximately a period of 6 hours, no significant 
change in scour depth was observed and scour hole equilibrium 
depth was achieved. The experiment was continued for 24 
hours and again no obvious change in scour depth was ob-
served. For the 110-mm bridge pier under open channel and 
ice-covered flow condition for the highest discharge, the exper-
imental time was extended to 38 hours and there was not any 
significant change in scour depth between 24 hr. and 38 hr. 
experiments. Further, this agrees with a series of experiments 
by Wu et al. (2014), regarding local scour around a semicircular 
bridge abutment which determined the time for development of 
equilibrium scour depth as 24 hrs. After 24 hours, the flume 
was gradually drained, and the scour and deposition pattern 
around the piers was measured. Duration of experimental runs 
is one of important factors that affects the maximum scour 
depth. To explain it in more details, it is noteworthy to mention 
that one of the main criteria related to the bridge pier design is 
to predict the maximum scour depth where the bridge is con-
structed and subsequently to optimize the design of the founda-
tion depth based. Clearly, the deeper the foundation placement,  
 

the higher cost for construction. However, the local scour pro-
cess around bridge piers is a complex phenomenon which is 
dependent on many factors and is not easy to predict. For in-
stance, the scour depth is dependent on the soil type that the 
piers are placed in (whether it is low-erodible or high-erodible), 
pier shape, pier spacing distance (our experiments showed that 
the closer the piers to each other, the larger the scour depth) and 
the existence of ice cover, to mention only a few. Most im-
portantly, in most of the experiments including ours, the ap-
proaching velocity is kept as constant in order to simply the 
analysis of the experiments. However, in natural rivers, flow 
velocity is constantly changing, and thus the scouring process is 
a dynamic process. This means the prediction for local scour is 
even more difficult. On the other side, the scour process is 
much faster at the beginning and then slows down as the scour 
depth gets closer to the equilibrium scour depth. In our experi-
ments, the majority of scouring process took place within the 
first 6 hours of the experiments. In the laboratory experiments 
of Vijayasree et al. (2019), it was observed that about 80%  
of the maximum scour depth occurred in the first 2 hours. 
Overall, local scour process is a very complex phenomenon and 
depends on many factors. That is the reason for attracting many    

Table 1. Summary of experimental running conditions. 
 

Run # Cover 
d 0C y0 ymax U U* U/U* Q 

(mm) (degrees) (mm) (mm) (m/s) (m/s) – (m3/s) 

1B Open flow  60 11.83 250 22 0.11 0.20 0.56 0.056 
2B Open flow  60 11.62 110 35 0.18 0.14 1.30 0.040 
3B Open flow  60 11.45 280 25 0.17 0.21 0.81 0.094 
4B Open flow  90 11.83 200 35 0.13 0.18 0.74 0.054 
5B Open flow  90 11.62 90 60 0.25 0.13 1.96 0.045 
6B Open flow  90 11.45 230 68 0.20 0.19 1.05 0.093 
7B Open flow  110 11.50 242 25 0.12 0.19 0.60 0.058 
8B Open flow  110 11.83 100 71 0.28 0.13 2.09 0.056 
9B Open flow  110 11.72 253 75 0.20 0.20 1.05 0.101 
10B Open flow  170 11.50 250 24 0.12 0.20 0.59 0.059 
11B Open flow  170 11.83 100 45 0.18 0.13 1.35 0.036 
12B Open flow  170 11.72 270 48 0.16 0.20 0.77 0.084 
13B Smooth 60 11.62 250 29 0.12 0.15 0.82 0.061 
14B Smooth 60 11.59 110 35 0.17 0.10 1.68 0.037 
15B Smooth 60 11.55 260 42 0.17 0.15 1.16 0.090 
16B Smooth 90 11.62 200 31.2 0.15 0.13 1.13 0.060 
17B Smooth 90 11.59 100 64 0.23 0.10 2.40 0.046 
18B Smooth 90 11.55 240 68 0.20 0.14 1.38 0.096 
19B Smooth 110 11.59 243 42 0.10 0.14 0.68 0.048 
20B Smooth 110 11.10 90 78 0.21 0.09 2.29 0.038 
21B Smooth 110 11.57 255 80 0.20 0.15 1.44 0.102 
22B Smooth 170 11.59 260 29 0.09 0.15 0.63 0.049 
23B Smooth 170 11.10 105 48 0.15 0.10 1.55 0.032 
24B Smooth 170 11.54 250 49 0.18 0.15 1.20 0.089 
25B Rough  60 11.48 220 47 0.16 0.14 1.18 0.072 
26B Rough  60 11.45 100 55 0.17 0.10 1.76 0.034 
27B Rough  60 11.59 250 57 0.22 0.15 1.48 0.109 
28B Rough  90 11.48 220 67 0.14 0.14 0.99 0.061 
29B Rough  90 11.45 100 73 0.23 0.10 2.38 0.046 
30B Rough  90 11.59 230 85 0.20 0.14 1.37 0.090 
31B Rough  110 11.58 240 80 0.12 0.14 0.86 0.058 
32B Rough  110 11.61 90 92 0.20 0.09 2.22 0.037 
33B Rough  110 11.62 220 93 0.19 0.14 1.39 0.085 
34B Rough  170 11.58 220 49 0.12 0.14 0.86 0.053 
35B Rough  170 11.61 110 58 0.16 0.10 1.61 0.036 
36B Rough  170 11.62 280 61 0.17 0.16 1.08 0.093 
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researchers to do research work regarding the maximum scour 
depth around pier foundation. 

To accurately read the scour depth at different locations and 
to draw scour hole contours, the outside perimeter of each 
bridge pier was divided between 6 and 12 labeled segments 
based on the diameter of the cylinder (Fig. 3). The measure-
ment of scour hole was subject to an error of +/–0.3 mm. Table 
1 tabulates the complete measured experimental data for D50 = 
0.47 mm. In Table 1, ymax is the maximum scour depth, y0 is the 
approach flow depth, U is the approaching flow velocity which 
is averaged over the flow depth, U* is shear velocity also called 
friction velocity which is equal to (gRS)0.5 (Namaee et al., 2017; 
Rickenmann and Recking, 2011), d is the diameter of the bridge 
piers, D50 is the medium grain size, Q is the volumetric flow 
discharge and ɵ is the flow (liquid) temperature. Of note, the 
maximum scour depth between left hand side and the right-
hand side bridge piers were more or less identical. Note that 
this study is a part of a broad project in which impact of differ-
ent parameters such as densimetric Froude number, armor 
layer, pier spacing and flow cover on the local scour in the 
vicinity of bridge piers has been painstakingly investigated 
(Namaee and Sui, 2019a; Namaee and Sui, 2019b and Namaee 
et al., 2019). Therefore, Fig. 2 and Fig. 3 are already refereed in 
those studies. 
 
RESULTS AND DISCUSSIONS 
Local Scour pattern around bridge piers 

 
Fig. 4(a–b) shows scour depth around the 110 mm bridge 

pier and Figs. 4(c–d) compares the scour and depositional pat-
tern upstream and downstream of the pier for D50 = 0.47 mm 
under open and rough flow conditions for the highest flow 
discharge, respectively. Fig. 4(a–d) also compares the scour 
depth of the present study with that of Hirshfield (2015) in 
which local scour around 110-mm single bridge pier under 
open and rough ice-covered flow conditions for D50 = 0.47 mm. 
Result of comparison reveals interesting information regarding 
how the local scour pattern around side-by-side bridge piers 
differs from that around singular bridge pier. As indicated in 
Fig. 4(a–b), regardless of the flow condition (either open flow 
or ice-covered flow conditions) and the number of piers, the 
maximum scour depth occurred at the upstream apex point of 
the pier face (point 8) where the horseshoe vortex and down-
flow velocity coexist and are the strongest. The least amount of 
scour occurred near point 3 which is diametrically opposed to 
point 8 and behind the pier. Further, Fig. 4 shows that the scour 
depth around the side-by-side pier configuration is deeper than 
that around the singular bridge pier in the study of Hirshfield 
(2015). According to Fig. 4b, sediment ridges have been devel-
oped downstream of the side-by-side bridge pier under all the 
flow cover conditions. However, for the single bridge pier, 
sediment ridges downstream of the pier were not reported by 
Hirshfield (2015). The reason is due to the confining effects of 
the side-by-side bridge pier when compared to the singular 
bridge pier which has resulted in greater scour depth and more 
developed sediment ridge at the downstream side of the bridge 
pier. This is in good agreement with result of Hodi (2009) that 
states, as the blockage ratio increases, larger amount of discrep-
ancies will be developed in both scour depth and bed geometry. 
In the present study, regardless of flume cover, the maximum 
scour depths were always located at the upstream face of the 
pier. Since horseshoe vortex is stronger than the wake vortex, 
according to the description of Fig. 1, sediment deposition is 
likely to occur downstream of the pier in the form of a sediment 
ridge which is clearly shown in Fig. 4b. The scour pattern 

around the 110-mm bridge pier under highest flow discharge 
viewed from the top for D50 = 0.47 mm was mapped into Surfer 
13 plotting software (Golden Software, 1999) as shown in Figs. 
5(a–c) for open, smooth, and rough flow cover, respectively. 
Note that Namaee et al. (2019) already investigated the scour 
morphology around the 110-mm bridge pier under highest flow 
discharge for D50 = 0.47 mm. The reason why the same scour 
morphology is shown here is firstly because the aforementioned 
scour morphology is the most critical one in which the highest 
maximum scour depth was reached and secondly many more 
scour depths were collected for this scour morphology after the 
experiment to show a higher resolution scour morphology. 
According to Fig. 5, the deepest location of scour depth around 
the pier is clearly at the face of bridge pier and the location of 
deposition ridge is downstream of the pier which is densest and 
most widely spread for the rough ice-covered flow condition. 
The same pattern was observed for the other bridge piers re-
gardless of sediment type and bridge pier diameter. It was ex-
perimentally noted by Qadar (1981) that the maximum value of 
scour depth should certainly be a function of the initial vortex 
strength. Therefore, the deepest scour depth, which is the result 
of a stronger vortex, should occur under the highest approach-
ing velocity and roughest ice cover as observed in these exper-
iments which clearly shows that the ice coverage increases the 
scour depth, and the rougher the ice cover, the greater the scour 
depth. Other factor which significantly impacts the local scour 
around side-by-side bridge piers compared to the singular 
bridge pier is the bridge spacing. Namaee and Sui (2019b) 
stated that the pier Reynolds number (Reb) declines with in-
crease in the pier spacing indicating that the strength of the 
horseshoe vortices reduces as the spacing distance between the 
side-by-side piers rises. Moreover, it was concluded that re-
gardless of flow cover, the impact of ice cover on pier Reynolds 
number diminishes as the pier spacing distance increases. Note 
that the pier Reynolds number is defined as:  

 

Reb
Ud

ν
=  (1) 

 
where, U is the average velocity of the approaching flow; d is 
the diameter of the bridge pier, and ν is the kinematic viscosity. 

 
Flow velocity profiles  

 
Scour hole velocity profiles for the streamwise (Ux) and 

vertical (Uz) velocity components under open, smooth and 
rough ice cover for all the piers size separately and under D50 = 
0.47 mm for the lowest discharge is presented in Fig. 6. Fig. 7 
shows scour hole velocity profiles for the streamwise (Ux) and 
vertical (Uz) velocity components distinguished by flow cover 
for all the pier sizes under D50 = 0.47 mm for the lowest 
discharge. Fig. 8 shows the vertical velocity distribution for the 
lowest discharge for the 90-mm bridge pier under rough ice-
covered condition for the three D50s. In order to be able to 
generalize the velocity profiles and to compare different 
velocity profiles under different flow cover, the depth of flow 
on the vertical axis has been non-dimensionalized by taking the 
ratio of vertical distance from bed (z) to approach flow depth 
(y0). The streamwise scour hole velocity component (Ux) and 
the vertical scour hole velocity component (Uz) are also non-
dimensionalized by the approaching flow velocity (U). Of note, 
the ADV location for the velocity measurement of all the 
experiments was set at 10 mm upstream of the pier face where 
the maximum scour depth occurred. The following outcome 
can be concluded from Figs. (6–8): 
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Fig. 5a. Scour pattern around the 110-mm bridge pier for D50 = 
0.47 mm type under open for the highest flow discharge (Namaee 
et al., 2019). 
 

 
 

Fig. 5b. Scour pattern around the 110-mm bridge pier for  
D50 = 0.47 mm type under smooth for the highest flow discharge 
(Namaee et al., 2019). 
 

1) The streamwise velocity distribution has a reversed  
C-shaped profile which begins from the scour hole up to the 
water surface. The same pattern was also reported by Hirshfield 
(2015) and Kumar and Kothyari (2011). In terms of velocity 
magnitude, the streamwise velocity for rough cover is generally 
greater than the scour hole velocity for smooth and open 
channel conditions. As expected, the magnitude of velocity is 
smallest in the scour hole and is the highest at the water 
surface. Furthermore, regardless of flow cover, pier size and  

 

 
 

Fig. 5c. scour patterns around the 110-mm bridge pier for D50 = 
0.47 mm type under rough for the highest flow discharge (Namaee 
et al., 2019). 

 
sediment type, the values of the velocity component are mostly 
negative within the scour hole which is an indication of reversal 
flow happening due to the presence of horseshoe vortex which 
is strongest at the pier face. Moreover, for the 90-mm and 110-
mm bridge piers, which were placed in the first sand box and 
were exposed to nearly the same flow depth and approaching 
flow velocity, the average value of Ux is higher for the 110-mm 
pier under all flow cover conditions. Similarly, for the 60 mm 
and 170 mm bridge piers which were placed in the second sand 
box and were exposed to nearly the same flow depth and ap-
proaching flow velocity, the average value of Ux is higher for 
the 170-mm pier under all flow cover conditions. In other 
words, these results indicate that the strength and intensity of 
the horseshoe vortex increased with pier size. Note that since 
the 90-mm and 110-mm bridge piers were placed in the first 
sand box and the 60 mm and 170 mm bridge piers were placed 
in the second sand box, the ADV measurements were done in 
both of the sandboxes. 

2) Within the scour hole upstream of the pier, the most 
significant feature is the appearance of down-flow velocities in 
the vertical direction due to obstruction of the flow by the pier. 
It is represented by negative and values and is highly significant 
in terms of scour hole development. In terms of flow cover, it is 
obvious the value of Uz is the largest under rough ice cover. 
The downward velocity originates from the horizontal 
curvature of the streamline in front of the pier and the reduction 
of velocity near the bed by friction. Downward velocity 
intensifies the horseshoe vortex at the pier face and can 
effectively speed up the process of scour hole development, 
which in an extreme case, leads to bridge failure. Generally, 
considering the absolute value of Uz, the value of Uz diminishes 
from the channel bed toward the scour hole. From the channel 
bed toward the free surface, Uz values tend to move toward zero 
or the positive direction which implies that downflow velocity 
vectors are changing their direction and diminishing as they get 
closer to free surface which causes the velocity profile to have a 
parabolic shaped profile. 
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3) Under the same flow cover and flow condition, the 
larger pier yielded the larger values of the streamwise and 
vertical velocity values. However, these values are larger under 
rough ice-covered flow conditions. The larger scour hole 
velocity under rough ice cover justifies the findings of greater 
pier scour depth. 

4) The vertical velocity distribution exhibits the same 
pattern for the three sands as seen in Fig. 8. According to the 
figure, the finest sediment (D50 = 0.47 mm), has a greater 
velocity magnitude and, consequently, a deeper scour depth. In 
addition, the location of maximum velocity under the finest 
sediment is closer to the bed which has resulted in stronger 
horseshoes vortices.  

Table 2 represents the location of maximum velocity based 
on z/y0 for different flow cover. Of note, the velocity profiles 
were measured before the cylinder inside the scour hole in the 
upstream region. According to Table 2, the location of 
maximum velocity under rough ice cover is closer to the bed 
which is in good agreement with the findings of Zabilansky et 
al. (2006) and Muste et al. (2000).  

 

Fig. 9 shows scour hole velocity profiles for the lateral ve-
locity component (Uy) distinguished by flow cover for all the 
pier size (D50 = 0.47 mm). As indicated by Fig. 9, there is not 
any meaningful pattern in the lateral velocity components due 
to high turbulence of flow in this direction.  

Fig. 10a shows the vertical velocity component (Uz) for the 
60- and 170-mm bridge piers (bridges in the second sand box) 
from the scour hole up to the maximum velocity point under 
open, smooth and rough-covered flow covers, while Fig. 10b 
shows Uz of the 90- and 110-mm bridge piers (bridges in the 
first sand box) from the scour hole up to the maximum velocity 
point under open, smooth and rough-covered flow covers.  
 
Table 2. Location of maximum velocity based on (z/y0) values 
according to flow cover. 
 

Flow cover Stage of maximum velocity (z/y0) 

Open channel 0.25 
Smooth cover 0.15 
Rough cover 0.10 

 

 

 

Fig. 6. Scour hole velocity profiles for the streamwise (Ux) and vertical (Uz) velocity components under open, smooth and rough ice-cover 
distinguished by the pier size and under D50 = 0.47 mm for the lowest discharge. 
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Fig. 7. Scour hole velocity profiles for the streamwise (Ux) and vertical (Uz) velocity components distinguished by flow cover for all the 
pier size and under D50 = 0.47 mm for the lowest discharge. 

 
As mentioned before, the location of maximum velocity 
depends on the relative magnitudes of the ice and bed resistance 
coefficients and the rougher the ice cover, the closer the 
location of the maximum velocity to the channel bed. 
Therefore, the magnitude of vertical velocity is generally higher 
near the channel bed under rough flow cover compared to open 
channel flow cover. According to Figs. 10(a–b), location of the 
maximum velocity is closer to the bed under ice-covered 
condition which is in good agreement with previous findings. 
Since there was not any significant change from the maximum 
location of the vertical component of velocity (Uz) up to the 
free surface, a general linear relationship is developed for all 
the bridge piers under open channel and ice-covered flow 
conditions in Fig. 10c which reads as follows: 

0

0.5816 0.5503Zz U

y U
 = + 
 

 (2) 

 
Of note, due to the limitations of ADV in measuring the full 

vertical velocity profile, there is no data in the upper portions of 
the depth. Since the measurement of flow velocity is located at 
10 cm beneath the measuring head of the 10 MHz ADV, the 
Sontek’s 16 MHz micro ADV is recommended since the meas-
uring head of the Sontek’s 16 MHz micro ADV is smaller in 
size which also has less impact on the flow field around the 
scour depths. The velocity magnitude is calculated for the low-
est discharge of D50 = 0.47 mm and are presented in Fig. 11.  
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Fig. 8. The vertical velocity distribution for the lowest discharge 
for the 90-mm bridge pier under rough ice-covered condition for 
the three values of D50. 

 
The results indicate regardless of flow discharge and pier size, 
the velocity magnitude is highest for rough cover. For the  
90-mm pier and 110-mm pier which were placed in the first 
sand box and were under nearly the same flow conditions, the 
larger pier has resulted in larger values of the velocity magni-
tude which implies that the strength and intensity of horseshoe 
vortex increases with pier size. The stronger horse vortex has 
also resulted in deeper scour depth for 110-mm bridge pier. The 
same trend can be seen for the 60-mm piers and 170-mm piers 
which were placed in the second sand box.  

 

Turbulence intensities and turbulent kinetic energy (TKE) 
 
In terms of ice-covered flow condition, the formation of a 

stable ice cover almost doubles the wetted perimeter compared 
to open channel conditions. This alters the hydraulics compared 
to an open channel by imposing an extra boundary to the flow, 
causing the velocity profile to be shifted towards the smoother 
boundary (channel bed) and adding to the flow resistance. Since 
the near-bed velocity is higher under ice-covered conditions, a 
higher shear stress is exerted on the riverbed (Sui et al., 2010; 
Wang et al., 2008). As the near bed velocity increases, the 
kinetic energy exerted on the bed increases correspondingly. 
An increase in kinetic energy affects the capacity of flow in 
terms of sediment transport rate. To determine turbulence in-
tensities along with turbulent kinetic energy, the root-mean-
square of the turbulent velocity fluctuations about the mean 
velocity are calculated. The root mean squares of the stream-
wise, cross-stream, and vertical velocities for each time series 
were used to estimate TKE. The same unstructured turbulent 
intensities pattern was also observed by other studies such as 
Muste et al. (2000) and Robert and Tran (2012). Fig. 12 shows 
TKE values for all the piers for D50 = 47 mm for the lowest 
discharge. Note that since the profiles of turbulent intensities 
showed a rather similar pattern to TKE, only the result of TKE 
are shown. The following observations can be obtained: 

1) Regardless of flow cover, the vertical turbulent 
intensity is highest just over the channel bed and diminishes 
towards the flow surface. According to Muste et al. (2000), 
observing the highest value of turbulent intensity near the bed is 
due to the highest rate of sediment movement near the bed. 
Muste et al. (2000) also concluded the turbulent intensities are 
relevant to sediment transport as the strength of the turbulence 
will affect sediment suspension. 

2) The vertical turbulent intensity for the rough flow 
conditions is greater than those for open channel and smooth 
ice-covered flow conditions. As the turbulent intensity in the 
vertical direction is higher under the rough ice-covered flow 

 
Fig. 9. Scour hole velocity profiles for the lateral (Uy) velocity component distinguished by flow cover for all the pier size and under D50 = 
0.47 mm for the lowest discharge. 
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Fig. 10. a) Vertical velocity component (Uz) of the 60- and 170-mm bridge piers from the scour hole up to the maximum velocity locale 
under open, smooth and rough-covered flow covers; b) Vertical velocity component (Uz) of the 90- and 110-mm bridge piers from the 
scour hole up to the maximum velocity locale under open, smooth and rough-covered flow covers; c) Vertical velocity component (Uz) of 
all the bridge piers from the maximum velocity locale toward the free surface under open, smooth and rough-covered flow covers. 

 
 

 
 
Fig. 11. Scour hole velocity profiles for velocity magnitude under 
open, smooth and rough ice cover for D50 = 0.47 mm for the lowest 
discharge. 

 
conditions, there is more potential for sediment transport due to 
the higher kinetic energy than in the open channel and smooth 
ice-covered flow conditions. 

3) Similar to the observations made for the velocity 
profile, for the 90 mm and 110 mm bridge piers in the first sand 
box, exposed to nearly the same flow depth and approaching 
flow velocity, the vertical turbulent intensities is higher for 110 
mm than 90 mm pier under all forms of flow cover. Similar 
results were obtained for the 60 mm and 170 mm bridge piers 
in the second sand box with the 170 mm pier having higher 
values than the 60 mm pier under all flow cover conditions. The 
results show the turbulent intensity increases with pier size. The 
above statement can also be generalized for TKE. Therefore, it 
can also be concluded that, under nearly the same flow 
condition, the maximum value of turbulence kinetic energy 
occurs at a larger diameter pier. 

CONCLUSIONS 
 
In this paper, three-dimensional velocity components along 

with scour hole development patterns were measured around 
four pairs of bridge piers in channel bed with three non-uniform 
bed materials under open channel, smooth ice-covered, and 
rough ice-covered flow conditions. Following milestones of the 
experimental results are drawn from this study: 

1) Experimental results showed that the local scour 
around side-by-side bridge piers was greater than that around a 
singular bridge pier. However, regardless of the flow condition 
(either open flow or ice-covered flow conditions) and the num-
ber of piers (either singular or side-by-side piers), the maximum 
scour depth occurred at the upstream front face of the bridge 
pier in which the horseshoe vortex and down-flow velocity 
coexist and were the strongest. On the other hand, the least 
amount of scour occurred behind the pier for both types of 
bridge arrangements regardless of flow cover. In terms of the 
impact of ice cover, the maximum scour depth was clearly the 
greatest under rough covered flow condition. Results also indi-
cated that more sediment deposited at the downstream side of 
side-by-side bridge piers comparing to that of singular bridge 
pier. 

2) The streamwise velocity component (Ux) was the low-
est inside the scour hole and increased toward the free surface 
which gave a reversed C-shaped profile pattern. The negative 
values of Ux within the scour hole was an indication of reversal 
flow happening due to the presence of horseshoe vortex. In 
terms of velocity magnitude, the streamwise velocity under 
rough covered condition was generally greater than those under 
smooth covered and open channel conditions.  

3) The vertical velocity distribution (Uz), which is a rep-
resentative of the strength of downfall velocity, was the greatest 
under rough covered condition. Generally, The Uz values were 
negative inside the scour hole which indicated that Uz is down-
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ward inside the scour hole. Under rough covered condition, the 
values of downward velocity component were higher which 
caused greater downfall velocities and ultimately greater scour 
depths. From the bed level before scouring process started, Uz 
tended to change its direction upward as it moved towards the 
water surface. 

4) In terms of the lateral velocity component (Uy), there 
was not any meaningful pattern. Besides, there was no signifi-
cant difference in velocity field if the channel bed material is 
different.  

5) The experimental results showed that the locale of 
maximum velocity is closer to the bed under rough ice-covered 
flow conditions which was in a good agreement with the previ-
ous studies. 

6) Regardless of flow cover, the vertical turbulent inten-
sity was highest exactly over the channel bed and diminished 
towards the flow surface which implies that the shear stress is 
strongest on the channel bed causing sediment to be transported 
at a higher rate. Besides, under the same flow conditions, the 
value of turbulence kinetic energy increased with pier size. 
 
 

 

 

Fig. 12. Distributions of the turbulent kinetic energy at the upstream of the piers. 
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NOMENCLATURE 
 
d:  Pier diameter (mm) 
D50:  50th percentile particle diameter (mm) 
G:  Bridge spacing (m) 
Fr:  Upstream Froude number 
Q:  Volumetric flow discharge (m3/s) 
R:  Hydraulic radius (m) 
Reb:  Pier Reynold number  
S:  Longitudinal slope of the channel 
TKE:  Turbulent kinetic energy (J/kg) 
Uz:  Vertical velocity component (m/s)  
Ux:  Streamwise velocity component (m/s) 
Uy:  Span-wise velocity component (m/s) 
U:  Average approach velocity (m/s) 
U*:  Shear velocity (m/s) 
UR:  Velocity magnitude (m/s) 
X:  Longitudinal distance in the channel (m) 
y0:  Approach flow depth (mm) 
ymax:  Maximum scour depth (mm) 
z:  Vertical distance from bed (m) 
ɵ:  Flow temperature (0C) 
ν:  Kinematic viscosity (m2/s) 
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Abstract: Sand-water slurry was investigated on an experimental pipe loop of inner diameter D = 100 mm with the hori-
zontal, inclined, and vertical smooth pipe sections. A narrow particle size distribution silica sand of mean diameter 0.87 
mm was used. The experimental investigation focused on the effects of pipe inclination, overall slurry concentration, and 
mean velocity on concentration distribution and deposition limit velocity. The measured concentration profiles showed 
different degrees of stratification for the positive and negative pipe inclinations. The degree of stratification depended on 
the pipe inclination and on overall slurry concentration and velocity. The ascending flow was less stratified than the cor-
responding descending flow, the difference increasing from horizontal flow up to an inclination angle of about +30°. The 
deposition limit velocity was sensitive to the pipe inclination, reaching higher values in the ascending than in the hori-
zontal pipe. The maximum deposition limit value was reached for an inclination angle of about +25°, and the limit  
remained practically constant in value, about 1.25 times higher than that in the horizontal pipe. Conversely, in the de-
scending pipe, the deposition limit decreased significantly with the negative slopes and tended to be zero for an inclina-
tion angle of about −30°, where no stationary bed was observed.   
 
Keywords: Sand-water slurry; Pipe inclination; Concentration distribution; Deposition limit; Gamma-ray radiometry. 
 

INTRODUCTION 
 

Hydraulic transport is well-known as a technically feasible 
and economically attractive method of transporting large vol-
ume commodities; it is commonly used in the dredging, build-
ing, energy and mining industries, and tailings disposal opera-
tions, and in different industrial applications for the transport of 
bulk materials. Transport pipelines often contain inclined  
sections, as they have to overcome different terrain irregulari-
ties. Despite the fact that published pipeline design guidelines 
recommend maximum upward inclinations of 25°, it is not 
always possible for designers to follow these guidelines (Spelay 
et al., 2016). 

Lack of information concerning slurry flow in inclined pipe 
sections has caused engineers to design them with extreme 
caution and practice transportation with uncertainty. Extra 
safety factors have been thrown into the system design to avoid 
possible problems during operation, start-up, and shutdown. 
This is reflected by efforts to use gentle slopes in the pipeline 
designs. This will mean greater construction costs and capital 
expanses for freight pipeline systems over relatively rugged 
terrain in mountainous or urbanized and industrial areas (Kao 
and Hwang, 1979). 

For settling slurry, pipe inclination considerably affects be-
havior, flow structure, and energy consumption. Settling slur-
ries tend to stratify; the degree of stratification is sensitive to 
the pipe inclination and affects the pressure drops and deposi-
tion limit velocity. The deposition limit velocity is the mini-
mum operational velocity at which the pipe should safely oper-
ate without danger of blockage. It is defined as the flow veloci-
ty at which the conveyed particles fall out of the mixture and 
stop moving and at which a stationary deposit, called the bed, 
starts to form at a pipe invert. The deposition limit velocity is 
affected by the solid concentration, mean flow velocity, and the 
physical properties of the solids, liquids, and pipe (Parzonka et 
al., 1981; Sobota and Plewa, 2000; Wilson et al., 2006). 

Compared to the horizontal flow, the inclined flow produces 
an additional force (a component of the submerged weight of 
grains) that acts either against the direction of the flow (an 
ascending pipe) or in the same direction (a descending pipe) 
(Matousek et al., 2018b). 

Flow of heterogeneous slurry in inclined pipelines should 
receive broader attention and stimulate interest in research to 
obtain design criteria for the transportation of solid particles 
and accuracy of energy loss correlation equations. Considerable 
work has been done on test systems composed of horizontal 
pipes, as well as on vertical pipes for hydraulic hoisting of 
solids. However, comparatively little work has been conducted 
on slurry systems involving sloping pipes. The effect of pipe 
inclination on flow conditions of settling slurries has not re-
ceived adequate attention up to now (Kao and Hwang, 1979). 

Slurry flow behavior, concentration distribution, slip veloci-
ty, and pressure drops in ascending and descending pipe sec-
tions are distinctly different. Because of the changing solid 
concentration and the solid and liquid phases’ velocity distribu-
tions and due to the effect of gravitational force acting on the 
solid particles, the critical operational conditions in inclined 
pipes are different from that observed in horizontal pipes. 

The pipe inclination induces change in the internal slurry 
structure, primarily the variation in the solid’s distribution in a 
pipe cross section, and effects the Coulombic (sliding bed) 
friction and, consequently, the frictional pressure drops, the 
behavior of the pipeline during unsteady flows (shutdown or 
start-up), the deposition limit velocities, and the degrees of 
stratification (Doron et al., 1997; Matousek et al., 2018a; Spe-
lay et al., 2016; Wilson et al., 2006). The internal structure of 
an ascending slurry flow differs from that of a descending one, 
the difference being greater for coarse particles than for fine 
particles because of the greater submerged weight of the bed at 
the bottom of the pipe (Matousek, 1996). 

The effect of inclination on frictional pressure drops can be 
explained using the layered models. Layered models are based 
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on principles formulated originally by Wilson (1976) and are 
expressed as force balances applied to layers of stratified flow. 
The layered models exist in different versions for fully or par-
tially stratified flows and some have been adapted to inclined 
flows (Doron, et al. 1997; Matousek, 1996; Matousek et al., 
2018a; Messa et al., 2018; Shook and Roco, 1991; Wilson et 
al., 2006). Wilson used his early version of the two-layer model 
for horizontal fully stratified flow to calculate the deposition 
velocity from the force balance on the bed at the slip point (i.e. 
at the condition where the bed stops sliding). Later, Wilson and 
Tse (1984) applied the Durand parameter 

 

F = VD / [2g D (ρs –ρw). / ρw]1/2                       (1) 
 
to express the effect of pipe inclination α on deposition limit VD  

as 
 

ΔF = Fα – F0,                                                              (2) 
 
where Fα and F0 is Durand parameter for the inclined and hori-
zontal pipe section, respectively. In the Durand parameter, VD is 
the deposition limit velocity; g is the gravitational acceleration; 
ρs and ρw is the density of solids and carrying liquid, respective-
ly; and D is the pipe diameter. Durand presented an empirical 
nomogram of dependence of parameter F on slurry concentra-
tion Cv and medium grain size d50 (Durand and Condolios, 
1952). 

To obtain experimental data suitable for verification of a 
newly introduced computational model of partially stratified 
slurry flow with an interfacial shear layer in inclined pipes 
(Matousek et al., 2018a) the sand-water slurry was investigated 
in a test loop of internal diameter D = 100 mm with inclinable 
measuring sections. 

In the paper, we discuss results of experimental investigation 
of the effect of pipe inclination on the solid particles’ distribu-
tion at slurry velocities close to the deposition limit velocity VD. 
The bed slides along the pipe wall at velocities above the depo-
sition limit and forms a stationary deposit below the deposition 
limit velocity. The bed is an important contributor to the friction-
al pressure drops in settling slurry flow. Matousek and Zrostlik 
(2018) dealt with the effect of the longitudinal component of the 
solids’ weights in the bed layer and distinguished between con-
tributions of contact solids, suspended solids, and those carrying 
liquid to the pressure drops in a partially stratified flow. Friction 
losses of the settling slurries’ flows are strongly dependent on 
the concentration distribution; unfortunately, experimental data 
containing measured solid distributions, especially in vertical 
and inclined pipes, are extremely scarce in the literature (Ma-
tousek et al., 2019a; Vlasak et al., 2017, 2019a). 

 
EXPERIMENTAL EQUIPMENT AND MATERIAL  

 
The experimental investigation was carried out on an exper-

imental pipe loop of inner diameter D = 100 mm with the hori-
zontal (A), inclinable (B), and short vertical (C) pipe sections in 
the Institute of Hydrodynamics of the CAS in Prague (Vlasak et 
al., 2017, 2019a). The loop was made from smooth, stainless 
steel pipes; its total length was 93 m, see Fig. 1. The investiga-
tion was focused on the effect of the pipe inclination, overall 
concentration, and average slurry velocity on the local concen-
tration distribution and deposition limit velocity. Slurry flow 
was measured simultaneously in the ascending and descending 
branches of the inclinable U-tube at slopes α, varying from  
–45° to +45°. Measured slurry was prepared in a mixing tank 
(1) and pumped by a centrifugal slurry pump GIW LCC-M 80-

300 (2) with a variable speed drive Siemens 1LG4283-2AB60-
Z A11 (3). 

The inclinable U-tube in a vertical position was used to de-
termine the volumetric transport concentration Cd, using a 
method proposed by Clift and Clift (1981). Local in situ con-
centration distribution was studied with the application of 
gamma-ray densitometers controlled by a computer. The slurry 
flow behavior and deposition limit velocity VD were investigat-
ed in transparent viewing pipe sections (7). 

 
 

 

Fig. 1. Experimental test loop D = 100 mm (Institute of 
Hydrodynamics CAS, Prague). 

 
The pressure drops were measured by Rosemount 1151DP 

differential pressure transducers (8), and slurry velocities were 
measured by a Krohne OPTIFLUX 5000 magnetic flow meter 
(9) mounted in the short vertical section (C). The flow divider 
(11) and the sampling tank (5) allow for measuring of the flow 
rate and delivered concentration. For easier operation, the loop 
is also equipped with slide valves (4) and a slurry output tank 
(6). Measurements were taken simultaneously in the ascending 
and descending branches of the loop from maximum values, 
Vmax ≈ 3.0 m/s, to values Vmin ≈ 1 m/s. 

Based on the law of the gamma radiation absorption, a time-
averaged slurry density was determined along a set of horizon-
tal chords, and a density (or concentration) profile along the 
vertical axis of the pipe was determined. This method was 
introduced by Michalik (1973) and Przewlocki et al. (1979). 
The loop was equipped with two gamma-ray density meters 
(10) placed on a special support and controlled by a computer. 
The support served as the vertical linear positioning of both the 
source and the detector to measure the chord-averaged vertical 
concentration profiles. They consisted of a γ-ray source  
caesium 137Cs (activity 740 MBq) and of a detector – a scintil-
lating crystal of NaI(Tl). A multi-channel digital analyzer ena-
bled the evaluation of the energy spectrum of the detected 
signal. The measuring time period of 16 seconds was used to 
sense the local concentration at each position (Krupicka and 
Matousek, 2014; Vlasak et al., 2014). 

The studied slurry consisted of narrow-graded silica sand 
SP0612 (mean particle diameter d50 = 0.87 mm, density ρs = 
2 620 kg/m3) and water. Values of the Archimedes number  

 

Ar = 4gρw . (ρs – ρw). d50 
3 / (3μw 

2)                                  (3) 
 
were determined from 13,000 to 18,000, and the turbulent 
suspension efficiency parameter  
 

TSP = (w / u*w, D). exp (d50 / D)            (4) 
 
varied between 1.15 and 1.45, thus completing an area of up-
ward slope data covered by Spelay et al. (2016). Here, μw is the 
dynamic viscosity of the carrier liquid, w is particle terminal 
settling velocity, and u*w, D is the friction velocity of the carrier 
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liquid at the deposition limit velocity VD. The experiments were 
carried out for three overall volumetric concentrations Cv (11%, 
25%, and 35%). 
 
CONCENTRATION DISTRIBUTION  

 
The effect of the mean concentration, slurry velocity, and an-

gle of pipe inclination on the local concentration distribution cv 
was studied. The measured chord-averaged concentration 
profiles for the different overall volumetric concentrations Cv 
revealed the stratified flow pattern of the measured slurry in 
horizontal and inclined pipe sections. The solids’ distribution 
varied considerably with the pipe inclination. The shapes of the 
chord-averaged concentration profiles cv = cv(y) indicated the 
stratified flow with different degrees of stratification for the 
positive and negative pipe inclinations. The differences be-
tween ascending and descending flows are illustrated in Fig. 2 
for the constant positive and negative inclination angles α for 
overall concentrations Cv = 0.25 and different flow velocities V 
close to VD . 

The local concentration in the ascending pipe section was 
always higher than that in the descending pipe section due to 
the effect of the axial component of the gravity force. It is also 
valid for vertical upward and downward flow, where t h e  
difference between the concentration values corresponds to 
the particle slip velocity. For the vertical pipe, a nearly con-
stant concentration distribution was observed (see Fig. 3). 

In very steep flows (α ≈ ±45°, see Fig. 2, bottom right pan-
el), no bed was present in both the ascending and descending 
pipe sections. For the less inclined pipe sections and slurry 
velocities close to the deposition limit, the measured slurry flow 
was fully stratified at negative slopes α = −35° and −25° and 
became less stratified for the pipe inclination ranging from α = 
−15° to +35° (Vlasak et al., 2019b). 

For a low pipe inclination α = ±15° and a velocity close to 
the deposition limit V ≈ VD, a bed layer was observed in both 
the ascending and descending pipe sections. The local  
 

concentration cv and the deposit height h in a bed layer of the 
descending flow reached lower values than those in the  
ascending pipe (cv ≈ 0.50 instead 0.60, see top left panel). The 
local concentration cv in a bed layer slightly decreased with 
increasing pipe inclination. In the direction to the pipe top, 
the local concentration in the central portion of the pipe grad-
ually decreased. For velocity V > VD, a sliding bed was ob-
served in both the ascending and descending pipe sections. No 
deposit was observed for inclination angles α > +25° in the 
ascending pipe. It was confirmed that the effect of pipe inclina-
tion on concentration distribution for low values of the inclina-
tion angle α was not significant, as it is similarly valid for 
pressure drops (Spelay et al., 2016; Vlasak et al., 2014, 2016, 
2017). 

The effect of the pipe inclination was verified for two other 
concentrations, Cv = 0.11 a 0.35 (see Fig. 4 and Fig. 5) for 
slurry velocity V below and above the deposition limit VD, 
respectively. A similar effect of the pipe inclination was found 
as for the slurry concentration Cv = 0.25. The measured profiles 
document an increase of slurry stratification with a decreasing 
slurry concentration Cv and pipe slope α. 

The shape of the concentration profiles was highly depend-
ent on the slurry velocity; for gentle pipe slope (α = ±15°) and 
the slurry velocity V > VD, a bed layer with a local concentra-
tion around cv ≈ 0.55 was observed for higher values of overall 
concentrations Cv = 0.35 and only cv ≈ 0.40–0.50 for lower 
concentrations Cv = 0.11. The local concentration in the bed 
layer decreased for both ascending and descending branches for 
velocity values V < VD. For the ascending branch, the slurry 
stratification was smaller than that for the descending branch, 
and this trend decreases with the increasing slurry concentra-
tion. For higher pipe slopes (α > ±35°), the bed layer originated 
in the descending branch only. 

For slurry concentration Cv = 0.11 and the descending pipe 
section at flow velocities under the deposition limit VD, the dif-
ference between the shape of the concentration profiles was 
relatively small; stratification increased with increasing negative  
 

 

 
Fig. 2. Effect of the pipe inclination α and slurry velocity V on local concentration profiles, Cv = 0.25. 
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Fig. 3. Local concentration profiles in vertical pipe section. 

 

  

 
 

Fig. 4. Effect of mean slurry velocity V on local concentration profiles for given inclination α and Cv = 0.11. 
 

inclination. For the descending pipe, the solid particles concen-
trated in the layer near the pipe bottom and moved more quick-
ly due to the joint effects of the carrier liquid flow and an axial 
component of the gravitational force. For the slope α ≥  
–35°, the concentration profiles were probably already influ-
enced by the sedimentation of sand particles in the horizontal 
and ascending pipe sections, and due to the reduction of the 
transport concentration, no stationary bed was observed (Vlasak 
et al., 2019c). 

In Figs. 6–8, the chord-averaged concentration profiles,  
cv (y), are illustrated for different pipe inclinations α and slurry 
velocities V close to deposition limit VD. The concentration 
profiles showed different degrees of stratification for the posi-
tive and negative pipe inclination (Krupicka and Matousek, 
2014; Vlasak et al., 2016, 2017, 2018a). The degree of stratifi-
cation varied with the pipe inclination, decreasing with increas-
ing pipe inclination and slurry velocity for both the ascending 
and descending pipe sections. For the less inclined flow and  
 

cv

0.0 0.2 0.4 0.6 0.8 1.0

y 
[m

]

0.00

0.02

0.04

0.06

0.08

0.10

α=+90o, V=2.058 m/s

α=-90o, V=2.058 m/s

α=+90o, V=3.122 m/s

α=-90o, V=3.122 m/s

D=100 mm
sand SP0612
cv=0.11

cv

0.0 0.2 0.4 0.6 0.8 1.0

y 
[m

]

0.00

0.02

0.04

0.06

0.08

0.10

α=+90o, V=2.253 m/s

α=-90o, V=2.253 m/s

D=100 mm
sand SP0612
cv=0.25

cv

0.0 0.2 0.4 0.6 0.8 1.0

y 
[m

]

0.00

0.02

0.04

0.06

0.08

0.10

α=+90o, V=2.50 m/s

α=-90o, V=2.50 m/s

D=100 mm
sand SP0612
cv=0.35

cv

0.0 0.2 0.4 0.6 0.8 1.0

y 
[m

]

0.00

0.02

0.04

0.06

0.08

0.10

α=+0o, V=2.09 m/s

α=-0o, V=2.09 m/s

α=+0o, V=1.42 m/s

α=+0o, V=1.42 m/s

D=100 mm
sand SP0612
Cv=0.11

cv

0.0 0.2 0.4 0.6 0.8 1.0

y 
[m

]

0.00

0.02

0.04

0.06

0.08

0.10

α=+15o, V=2.07 m/s

α=-15o, V=2.07 m/s

α=+15o, V=1.21 m/s

α=-15o, V=1.21 m/s

D=100 mm
sand SP0612
Cv=0.11

cv

0.0 0.2 0.4 0.6 0.8 1.0

y 
[m

]

0.00

0.02

0.04

0.06

0.08

0.10

α=+35o, V=1.965 m/s

α=-35o, V=1.965 m/s

α=+35o, V=1.322 m/s

α=-35o, V=1.322 m/s

D=100 mm
sand SP0612
cv=0.11

cv

0.0 0.2 0.4 0.6 0.8 1.0

y 
[m

]

0.00

0.02

0.04

0.06

0.08

0.10

α=+45o, V=2.403 m/s

α=-45o, V=2.403 m/s

α=+45o, V=1.86 m/s

α=-45o, V=1.86 m/s

α=+45o, V=1.483 m/s

α=-45o, V=1.483 m/s

D=100 mm
sand SP0612
cv=0.11



Concentration distribution and deposition limit of medium-coarse sand-water slurry in inclined pipe 

87 

 

  
 

 
Fig. 5. Effect of mean slurry velocity V on local concentration profiles for given inclination α and Cv = 0.35. 

 

  
Fig. 6. Effect of the pipe inclination α on local concentration profiles for given V, Cv = 0.25. 

 

  
Fig. 7. Effect of the pipe inclination α on local concentration profiles for given V, Cv = 0.11. 

 
slurry velocity close to the deposition limit, the slurry was fully 
stratified at negative slopes α = −35° and −25° and became less 
stratified for the pipe inclination ranging from α = −15° to  
+45°. For slurry velocity V > VD, the thickness of the bed layer 
decreased with increasing slurry velocity V. 

For the steeper negative slopes, the flow did not exhibit any 
bed, and slurry stratification was strongly decreased due to the 

increasing axial component of the gravity force acting on the 
sand particles. For pipe inclination α ≈ ±45°, no bed was ob-
served in both the ascending and descending pipe sections. The 
local concentration cv in the upper part of the pipe increased, 
this effect is more pronounced in the ascending than in the 
descending flow. 
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Fig. 8. Effect of the pipe inclination α on local concentration profiles, Cv = 0.35. 

 

          

           
Fig. 9. Effect of the mean slurry volumetric concentration Cv on local concentration profiles. 

 
Near and above the deposition limit, the ascending flow was 

less stratified than the corresponding descending flow. For 
velocities below the deposition limit, the stationary bed was 
observed in the ascending pipe for an inclination angle α < 30°. 
For descending flow, the thickness of the bed layer was signifi-
cantly less, and the bed disappeared for pipe slope α < −15° 
(Vlasak et al., 2018a). Analogous behavior was observed for 
lower and higher transport concentrations, Cv = 0.11 and 0.35 
(see Figs. 7 and 8). 

The effect of the mean slurry concentration Cv on the chord-
averaged concentration profiles is illustrated in Fig. 9 for dif-
ferent pipe inclinations α and slurry flow velocities V above and 
below deposition limit VD. The velocity profiles document a 
decrease of the degree of stratification with increasing slurry 
concentration Cv and pipe slope α. 

The shape of the concentration profiles was highly 
dependent on the slurry velocity; for a gentle pipe slope (α = 
±15°) and the slurry velocity V > VD, a bed layer was observed 
with local concentration around cv ≈ 0.55 for mean slurry 
concentrations Cv = 0.35, and cv ≈ 0.40–0.50 for lower mean 
concentrations. For velocities below the deposition limit VD, the 
local concentration in the bed layer decreases for both branches. 

For higher pipe slopes (α > ±35°), a bed layer originated in the 
descending branch. For the ascending branch, slurry 
stratification was smaller than for the descending branch, and it 
decreased with increasing slurry concentration (Vlasak et al., 
2019c). 

For slurry velocity V above the deposition limit VD, the as-
cending flow was less stratified than the corresponding de-
scending flow. This fact is in contradiction with the assumption 
of the Worster-Denny (1955) formula, which from this reason 
overestimates the frictional pressure gradient in an ascending 
pipe section (Vlasak et al., 2019b). 

In comparison, this sand slurry with fine-material slurry 
(glass ballot B134, d50 = 0.180 mm – Vlasak et al., 2018b, 
2019a) stratification was more pronounced. For velocities close 
to VD, stratification was significant for the low values of pipe 
inclination (α < 25°). For higher inclination and ascending 
flow, the shape of the concentration profile was less stratified 
with an increasing pipe slope, while for descending flow the 
conveyed solids were concentrated in the lower part of the pipe 
even for high pipe inclinations (α = −35°). At low concentration 
values, stratification was more pronounced for both upward and 
downward flows. 
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DEPOSITION LIMIT VELOCITY 
 
The conducted experiments confirmed that the solids 

distribution in stratified slurry flow considerably varies with the 
pipe inclination, flow velocity, and slurry concentration. 
Determination of the deposition limit velocity VD in stratified 
and partially stratified slurry flow is rather difficult and 
complicated work because of a usually unstable flow pattern 
near the deposition limit. The most often used method of an 
experimental determination of the deposition limit velocity VD 
is a visual observation of a deposit formation in a section of 
viewing pipe. With increasing content of fine particles, the 
visual observation becomes difficult and not very accurate, and 
it was necessary to use another method, for example, 
radiometric measurement (Gillies et al., 2000). To determine 
the slurry velocity at which stationary deposit starts to be 
formed, we applied a camera system aimed on the pipe invert. 
Unfortunately, when the slurry velocity V approached a region 
close to the value of the deposition limit velocity VD, the slurry 
flow became significantly unstable, especially for higher 
concentrations, and concentration waves were even observed. 
The velocity range for which a stationary bed was developed, 
such as velocity values for which the first particles stopped 
moving and velocity values when a real stationary bed (steady 
state deposit) were developed, was rather broad, sometimes 
even about 1 m/s. Into this velocity range, the bed deposit was 
repeatedly interrupted and started sliding - we call this behavior 
a “caterpillar behavior” of the sliding bed. The value of 
deposition limit VD was determined to a ratio roughly equal to 1 
to 5 of periods of sliding bed to stationary bed. 

To increase the accuracy of VD determination and reduce un-
certainty, we combined visual observations and changes of the 
pressure gradient versus the velocity diagram with radiometric 
measurements of local concentration, cv10, in the layer at a 
height of y = 10 mm above the pipe invert to identify the ve-
locity value at which a bed forms at the pipe. A typical result of 
a cv10 test run is shown in Fig. 10 for slurry volumetric concen-
trations Cv = 0.11 and 0.25. 

The measurement started at the flow velocity V higher 
enough than the deposition limit VD, and then slurry velocity V 
was gradually decreased during the test run. The local concen-
tration cv10 in this chord was then measured as a function of the 
slurry velocity. As the slurry velocity decreased, the value of 
cv10, at first slowly and then rapidly, increased until the flow 
velocity V decreased to a value close to the deposition limit VD. 
Near the deposition limit, the local concentration cv10 suddenly 
increased and reached a value typical for the sliding or station-
ary bed (approximately cv10 ≈ 0.55–0.60), when a stable deposit 
was formed at velocities below VD (Matousek et al., 2019a; 
Vlasak et al., 2019a). The results of the radiometric method 
agree rather well with the visual observations; if the flow is 
steady and stable, the difference was less than 10%. The varia-
tion of the local concentration cv10 illustrated concentration 
waves in the flow regime with a slurry velocity above the depo-
sition limit.  

From the experimental data (see Table 1 and Fig. 11) it was 
obvious that the deposition limit velocity VD was sensitive to 
the pipe inclination; in the ascending pipe, VD was higher than 
in the horizontal pipe. The deposition limit VD in the ascending 
pipe section increased with an inclination angle α in range of 
the inclination angle α = 0° and +25°; for higher pipe inclina-
tions, it remained practically constant on value about 1.25 times 
higher than that in the horizontal pipe. 

This is fully consistent with Wilson and Tse’s (1984) results, 
which indicated that the deposition limit VD can increase up to 
50% for coarse materials (sand and gravel with a mean diameter 
d50 from 1.1 to 5.8 mm). De Hoog et al. (2017) verified a useful-
ness of the Wilson-Tse nomogram for three gravel fractions (d50 

from 4.6 to 12 mm) and found the maximum VD at the pipe 
inclination of about 30°. On the contrary, in the descending 
pipe, the deposition limit values decreased significantly with the 
increasing negative slope and tended to zero for inclination 
angles exceeding a value α ≈ −30°, where no stationary bed was 
observed. For such negatively steep sloped flows, a sliding bed 
was observed, where particles were driven downward predomi-
nantly by the downward component of the gravity force. 

 

 
 

Fig. 10. Effect of the flow velocity V on local in situ concentration cv10. 
 
Table 1. Deposition limit velocity VD, SP0612. 
 

Deposition limit velocity  VD  [m/s] 

measurement inclination α  [°] 0 15 25 35 45 

gamma-ray concentration Cv = 0.11 1.65 1.80 2.00 1.92 1.92 

gamma-ray concentration Cv = 0.25 1.58 1.92 1.98 1.90 1.75 

visual concentration Cv = 0.25 1.56 1.79 1.82 1.84 1.81 

visual concentration Cv = 0.35 1.28 1.68 1.77 1.80 1.65 
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Fig. 11. Effect of the pipe inclination α and volumetric concentra-
tion Cv on deposition limit velocity VD. 
 
CONCLUSIONS  

 
The effect of pipe inclination, slurry concentration, and 

mean velocity on flow behavior of medium-coarse sand-water 
slurry was studied in an experimental pipe loop of inner 
diameter D = 100 mm with inclinable pipe sections. The 
experimental investigation was focused on the effect of pipe 
inclination, overall slurry concentration, and mean velocity on 
flow behavior, concentration distribution, and deposition limit 
velocity. 

It was revealed that a layered structure is a typical flow pat-
tern for a settling slurry flow in horizontal and inclined pipe 
sections. The solids distribution in the tested slurry flow was 
very sensitive to the pipe inclination. The measured chord-
averaged concentration profiles showed different degrees of 
stratification for the positive and negative pipe inclinations. 

For slurry velocity above the deposition limit, the ascending 
flow was less stratified than the corresponding descending 
flow. The degree of stratification was sensitive to pipe inclina-
tion and depended on the mean slurry concentration and the 
slurry velocity. This fact is in contradiction with the assumption 
of the Worster-Denny (1955) formula, which overestimates the 
frictional pressure gradient in an ascending pipe section. 

The difference between the ascending and descending flows 
increased from the horizontal flow up to an inclination angle of 
about + 30°. The mean in situ concentration for the descending 
flow was always lower than that for the ascending flow. The 
local concentration in the bed layer decreased with the increas-
ing mean slurry velocity and the decreasing pipe inclination 
angle. 

The deposition limit velocity was sensitive to the pipe incli-
nation; it reached higher values in the ascending pipes than in 
the horizontal pipe. The maximum deposition limit value was 
reached for an inclination angle of about +25°, while for the 
higher pipe inclination the deposition limit remained practically 
constant on value at about 1.25 times higher than that in the 
horizontal pipe. 

On the contrary, in the descending pipe, where particles 
were driven by the downward component of the force of gravi-
ty, the deposition limit decreased significantly with the increas-
ing negative slope and tended to be zero for inclination angles 
about −30°, where no stationary bed was observed. 
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Abstract: Intense collisional transport of bimodal sediment mixture in open-channel turbulent flow with water as 
carrying liquid is studied. The study focusses on steep inclined flows transporting solids of spherical shape and differing 
in either size or mass. A process of vertical sorting (segregation) of the two different solids fractions during the transport 
is analyzed and modelled. A segregation model is presented which is based on the kinetic theory of granular flows and 
builds on the Larcher-Jenkins segregation model for dry bimodal mixtures. Main modifications of the original model are 
the carrying medium (water instead of air) and a presence of a non-uniform distribution of sediment across the flow 
depth. Testing of the modified model reveals that the model is applicable to flow inclination slopes from 20 to 30 degrees 
approximately, making it appropriate for debris flow conditions. Changing the slope outside the specified range leads to 
numerical instability of the solution. A use of the bimodal mixture model is restricted to the grain size ratio 1.4 and no 
restriction is found for the grain mass ratio in a realistic range applicable to natural conditions. The model reveals trends 
in the vertical sorting under variable conditions showing that the sorting is more intense if flow is steeper and/or the 
difference in size or mass is bigger between the two sediment fractions in a bimodal mixture.  
 
Keywords: Grain segregation; Bimodal mixture; Granular flow; Sheet flow; Sediment transport. 

 
INTRODUCTION 
 

Transport of sediment in environmental conditions has been 
subject to frequent investigations. Current climate develop-
ments with more frequent occurrences of extreme weather 
conditions leading to flash floods and landslides focus research 
attention to geomorphic flows with intense sediment transport. 
Typically for such flows, sediment grains of different properties 
are transported by water current in an open channel.  

Grains of different sizes and/or densities are transported in 
flow of mixture composed of fluid and different fractions of 
grains. During the transport, grains of the different fractions can 
segregate forming regions a preferential presence of grains of 
the particular fractions across the flow depth. This phenomenon 
is observed in many natural processes (also some industrial 
processes) involving transport of solid grains. The segregation 
is affected by various conditions associated with the granular 
flow. If coarse solids fractions are transported in dense granular 
flows, then intergranular collisions have a major impact of the 
segregation. This type of segregation is known as kinetic siev-
ing, intergranular percolation or gravity driven segregation 
(Frey et al., 2019) and a typical example of its occurrence is the 
dry gravity-driven flow recognized as snow- or rock avalanches 
on steep hillsides of mountains. One of the major forces, be-
sides the gravitational force, acting on grains transported in 
avalanches or debris flows, is the force generated by intergranu-
lar collisions. The segregation itself affects properties of the 
flow and those mutual interactions must be considered in mod-
elling of the segregation process in dense granular flows. Basi-
cally, there are two approaches to modelling of the segregation 
of colliding grains. One approach is the discrete element model-
ling (DEM) and it follows a movement of each individual grain 
in flow subjected to vertical sorting of grains, e.g. (van der 
Vaart et al., 2018; Zhao et al., 2019). The other approach con-
siders a moving body of colliding grains as a continuum, while 
the flow is described using (time- and space-) averaged charac-
teristics expressing the motion of individual grains. 

Kinetic-theory (KT) based studies of solid-liquid flows dom-
inated by intergranular collisions follow principles of the sec-
ond of the two approaches and they have been conducted by 
several authors, Jenkins and Hanes (1998), Armanini et al. 
(2005), Berzi and Fraccarollo (2013) among others. A majority 
of the studies have been focused on collisions of mono-size 
grains. Just recently, more attention has started to be paid to 
collisional transport involving vertical sorting of grains of 
different properties. Naturally, it was methodologically correct 
that first studies focused on dry bimodal flows. Larcher and 
Jenkins (2013) proposed a segregation model for a prediction of 
the final stage of segregation in dry inclined flows of two types 
of spheres with same value of a restitution coefficient, follow-
ing works of Silbert et al. (2001), Arnarson and Jenkins (2004), 
and others. The segregation model was further elaborated 
(Larcher and Jenkins, 2015) into two versions, again for dry 
inclined flows of binary mixtures of spheres, one predicting the 
time- (unsteady) evolution of the segregation process and the 
other describing the steady spatial (longitudinal) evolution of 
the segregation in the gravity-driven flow.  

It is of practical importance to include the condition of a 
presence of water as carrying fluid in dense granular flow 
dominated by collisions (the condition is typical for instance for 
intense transport of bed load during flash floods on mountain 
streams). The presence of water complicates the modelling as 
the role of fluid viscosity and buoyancy must be considered. 
Recently, Larcher and Jenkins (2019) published a model to 
predict the final stage of segregation in flow of water and 
bimodal granular mixture.  

In our previous works, we have been looking at conditions 
and mechanisms of intense bed load in steady turbulent open-
channel flow of water carrying grains above the eroded plane 
bed. Results of our laboratory-experiment based investigations 
for mono-size model sediments (fractions of plastic grains) 
have been published in a number of papers, starting with  
(Matoušek et al., 2015). Our investigations have further extend-
ed to bimodal granular mixtures composed of fractions of the 
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model lightweight sediments (Zrostlík and Matoušek, 2016). 
The fractions differed primarily in size (and color, which made 
observations of vertical sorting easy). The laboratory experi-
ments with bimodal mixtures revealed a development of the 
interfacial layer between the granular bed and the collisional 
transport layer. This layer, in which grains slid over each other, 
was almost exclusively occupied by grains of the finer of the 
two fractions transported as bed load in the observed flow. We 
analyzed the flow at steady state after grain segregation was 
finished. The overall flow structure consisted of clear water as 
the upper layer, middle collision layers and lower deposit. The 
segregation of grains takes place only in the middle part.  

Our modelling efforts in the field of dense gravity-driven 
aqueous bimodal mixtures started with works on a modification 
of the model by Larcher and Jenkins (2015) for the time 
evolution of segregation in a bimodal mixture. The 
modification introduces water as carrying liquid for the dense 
granular flow subjected to vertical sorting of grains (Zrostlík 
and Matoušek, 2017). The aim of this work is to present a 
complete modification of the Larcher-Jenkins model and to 
discuss the range of conditions to which it can be applied.  

Before the modified model is introduced, it is useful to 
summarize principles and equations of the original model for 
dry bimodal flow. 

 
SORTING MODEL FOR COLLISIONAL DRY FLOW 
OF BIMODAL MIXTURE  

 
The Larcher-Jenkins model (2015) considers dry flow of a 

mixture of two size spherical grains A and B with radii rA and 
rB, mass densities ρA and ρB, masses mA and mB, and number 

densities nA = ρA /mA and nB = ρB /mB. The local density number 
of mixture n = nA+nB at each position within the transport layer. 
The density number is related to the local volumetric 

concentration of the A-fraction through 34 / 3A A Ac n r= π . A 

parameter called the measure of segregation X is defined as  
( ) / 2A BX n n n≡ −  in the model. 

 
Model equations 

 
The equations below are from Larcher and Jenkins (2015). 

For uniform time-dependent segregation in bimodal mixture, the 
following mass balance equation solves sorting in the mixture 
with respect to time t and position above the flow bottom y, 
 

( )( )21 4 0
4
A

A B
X m n

X v v
t y

ρ ∂ ∂  + − − = ∂ ∂  
  (1) 

 

In Eq. (1), the y-axis is normal to the main flow direction. 
This balance equation in its entirety considers sorting in time 
and also in space ρ = ρA+ρB. 

The following relations are based on the kinetic theory and 
express quantities DAB and (vA–vB) for the condition of dry 
collisions. A relation for the difference in the vector diffusion 
velocities (vA–vB) was derived originally by Arnarson and 
Jenkins (2004) and modified by Larcher and Jenkins to the form 
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. (2) 

The measure of size difference δr is determined from 
( ) 1A Br r rδ ≡ −  and the measure of mass ratio 

( ) /A B ABm m m mδ ≡ − . The quantity mAB is the sum of mass of 

the two fractions and rAB is the sum of radii. The diffusivity 
coefficient DAB,  
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,  (3) 

 
and additional coefficients for Eq. (2) also originate in the 
kinetic theory, 
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=

+ −
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The individual coefficients are simplified as in the original 

model. The simplification is justified as its effect on values of 
the coefficients is small. The granular temperature T for Eqs. 
(2) and (3) is expressed using the following relation which 
considers a mixture with a uniform concentration distribution 
across the flow depth (Silbert et al., 2001) and it is derived by a 
mathematical simulation of 3D motions and collisions of 
grains,  

 
( )

( ) ( )cos 1 2
4 1
ABm h y

T g X m
e G

φ δ
−

= +
+

 (8) 

 
For Eq. (8), the parameter G is determined by an expression 

based on the same mathematical simulation,  
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91/3
2
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eJ
G X r m
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δ δ

α φ
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  (9) 

 
in which e is the coefficient of restitution and ф is the angle of 
inclination. The function H is related to radia distribution 
function of the mixture and it can be expressed as H G c= ∂ ∂ . 

The coefficient J for very dissipative spheres reads 
 

( ) ( )( )
( )( )

21 3 1 1

2 4 24 1 11

e e e
J

e e

+ − +π= +
− − −  

  (10) 

 
From Eqs. (1) to (10), the final equation for the vertical 

sorting reads 
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The sorting formula (Eq. (11)) is converted to the 

dimensionless form by normalizing the depth and time using 

/z y h≡ , ( )1/2/ /ABt r gτ ≡ . The sorting parameter X 

transforms to ζ which ensures a conservation of the total 

number of grains over the height of flow,  
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n
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n
≡ . Hence, the final relation for vertical sorting 

is reached in the form of the parabolic-elliptic partial 
differential equation,  
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A prediction of vertical sorting by the Larcher-Jenkins 

model requires to find a solution for Eq. (12). 
 

Modelled conditions 
 
The original conditions considered by Larcher and Jankins 

model of dry flow are: 
 
• Dry gravity-driven flow on inclined plane,  
• grains of spherical shape,  
• mixture of two fractions with not much different size 

and mass (the max relative size 1.3 was tested by Larcher and 
Jenkins 2015),  

• uniform distribution of grains across flow depth, i.e. 
constant concentration profile (see Figure 1), 

• velocity profile using Eq. (12) from Larcher and 
Jenkins (2013), see Figure 1, 
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Figure 1 shows the model assumptions for vertical 

segregation conditions in bimodal mixture. 
 
MODEL MODIFICATION FOR WET SORTING 
(WATER AS CARRIER) 

 
In aqueous flow transporting in bed load, a concentration 

profile can be considered as approximately linear across the 
collisional transport layer through which grains are transported 
in the upper plane bed regime, e.g. (Capart and Fraccarollo, 
2011; Matoušek et al., 2015). For modelling of the segregation  
 

 
 

process in bimodal bed load, we focus on the collisional 
transport layer in which the segregation takes place.  

 

 
Fig. 1. Velocity profile (using Eq. (13)) and total concentration 
profile for e = 0.65, cM = 0.586, rB = 1.1rA, φ = 25°. Legend: red 
line - velocity profile, blue line – total concentration profile for 
mixture of two fractions. 
 
Modifications in model equations 

 
We assume a linear concentration profile with zero at the top 

of the collisional layer and the maximum local concentration at 
the bottom of the collisional layer. It is determined by Eq. (7).  

A modification is required in Eq. (12) to accommodate the 
presence of the linear concentration profile (the local 
concentration varies with the vertical position). In principle, the 
variable local concentration affects other c-related parameters, 
which become sensitive to a vertical position in the flow. 
Unfortunately, modifications for the other parameters made the 
model computationally unstable and had to be abandoned. 
Therefore, the height variation was introduced only for the local 
concentration c. The other c-related parameters of the 
segregation model (Γ1, Γ2, R1, R2, G) use a value of the  
flow-depth averaged concentration at the initial condition 
instead of c. 

Further mathematical complications were associated with 
values of local concentration at the boundaries of the collisional 
layer, leading to dividing by zero in the model equations. 
Therefore, computations were carried out only in the range of 
the dimensionless vertical positions between 0.1 and 0.9. The 
boundary conditions were set so that the granular fluxes were 
zero at the top and at the bottom of the collisional layer. The 
initial conditions for each calculation included the constant 
ratio of volumes of both fractions at every height position and 
the perfect mixing of fractions at the initiation of the 
segregation process. The following paragraph and Figure 2 
summarize the conditions. 
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Modelled conditions 
 
Conditions of use for modified model according to water 

suspension with bimodal mixture of particles: 
 
• wet gravity-driven flow on inclined plane,  
• fully developed turbulent flow, 
• grains of spherical shape,  
• mixture of two fractions with not much different size 

and mass (quantification will follow),  
• linear distribution of grains across transport layer (see 

Figure 2), 
• velocity profile using Eq. (13), see Figure 2. 

 

 
Fig. 2. Initial profiles of velocity and total concentration. Legend: 
red line – velocity profile, inclined blue line – concentration 
profile, horizontal blue lines – range of computation. 

 
RESULTS OF MODIFIED MODEL AND THEIR 
DISCUSSION 

 
The model solves Eq. (12) in time steps using the Matlab 

solver called pdepe. The solver is constructed for boundary 
value problem for initial boundary condition. The boundary 
value of ξ is 1 at the top of normalize transport layer, i.e. at  
z = 1. At the bottom of flow (z = 0), ξ = –1. 

A model simulation produces a prediction of a distribution 
of the sorting parameter X, representing the effort of sorting of 
the individual grains. In order to interpret a simulation result in 
the form of concentration profiles of the individual fractions, 
the following equations are used, 
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Profiles of these concentrations are presented for the final 

state of vertical sorting in figures below. Also plotted as model 
results are graphs showing the speed of sorting, i.e. time 
required to reach the final state of sorting. Effects of different 
grain size ratio, different mass ratio and slope of flow are 
discussed as well. Furthermore, possible ranges of values of 

individual parameters are determined applicable in the model 
solved with the mathematical solver pdepe. 
 
Effect of flow slope on vertical sorting 

 
An influence of the flow longitudinal slope, φ, on the 

granular sorting was tested first. In various simulations with 
variable φ, the grain size and mass were kept constant to isolate 
the slope effect. The range of slopes to which the model can be 
applied is found to be limited by values of 20 and 30 degrees. It 
turned out that there were two conditions restricting the use of 
the model for smaller slopes. The first restriction was caused by 
a structure of the computational solver, resulting in values 
sweeping in the area with sudden change of values. A possible 
solution for this restriction could be to use a computing network 
with more grid points. The second restriction is more 
significant. Sorting at smaller slopes is much slower and it is 
necessary to choose a much finer step in time discretization, 
which leads to a requirement of too high computational power 
for a common use.  

Figure 3 plots final concentration profiles for fractions A and 
B in dimensionless time 6000 at three different slopes, 20, 26 
and 30 degrees. The simulations show that a steeper slope 
produces a more intense sorting, even in the lower part of the 
collision layer. At the same time, a shallower slope creates a 
sharper interface between the sorted fractions. 

 

 
 

Fig. 3. Final concentration profiles of cA and cB, for rA = rB, mA = 
mB, at dimensionless time 6000 for 3 different flow slopes. Legend: 
inclined blue line – total concentration, lines with symbols –
spheres A, lines without symbols - spheres B (black - φ = 20°, 
green - φ = 26°, red - φ = 30°). 

 
Figure 4 shows the time evolution of sorting for the three 

cases plotted in Figure 3. Each curve in Figure 4 represents the 
time development in the centre of gravity of a concentration 
profile of an individual fraction. Apparently, the speed of 
sorting increases with the flow slope. 

 
 

 
Sorting by grain size 

 
An effect of the relative size of grains of fractions A and B, 

rA/rB (i.e. the ratio of grain sizes of the two fractions), on the 
vertical sorting was tested by setting values of the relative size 
as the only variable in the model simulations. The results 
presented below are for the slope φ = 25 degree. The range of 
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relative sizes was set from 1 to 1.4. It made no sense to test 
values smaller than 1 (they do not exist) and the sizes bigger 
than 1.4 resulted in a reverse sorting tendency at the upper 
border of the simulated layer. The value of 1.4 also 
corresponded with suggestions for the relative size in the 
original model. Furthermore, no experimental data are available 
to verify sorting for high relative size mixtures.  

 

 
 

Fig. 4. Time evolution of gravity centroids of concentration profile 
of cA and cB, for rA = rB, mA = mB, for 3 different flow slopes as in 
Figure 3. Legend: increasing curves with symbols = fraction B, 
decreasing curves = fraction A (black - φ = 20°, green - φ = 26°, 
red - φ = 30°). 

 
Figure 5 shows the effect of the relative grain size on the 

vertical sorting in the form of the final concentration profiles 
for both fractions and of the time evolution of the center of 
gravity of the profiles. A special case is the condition of the 
relative size being unity. This exhibits the evolution of sorting 
only on the basis of the flow itself. If the relative size increases 
(to 1.1 and 1.4), then the sorting becomes more intense (the 
right-hand side panel of Figure 5). At the same time, the 
relative size has a limited effect on the speed of sorting as the 
right-hand side panel of Figure 5 shows.  
 

Sorting by grain mass 
 
The last tested parameter was the mass ratio, mA/mB. Its 

effect on the vertical sorting was tested by setting values of the 
mass ratio as the only variable in the model simulations. The 
results presented below are for the slope φ = 25 degree and the 
grain size ratio rA/rB = 1. The range of mass ratios was set from 
1 to 5, which was considered to cover the range expected in 
engineering applications. Figure 6 demonstrates that the larger 
mA/mB the stronger the vertical sorting throughout the 
collisional transport layer. The effect of mA/mB on the time 
evolution of the separation is relatively weak although 
considerably stronger than the effect of the size ratio. 
 
CONCLUSIONS  

 
The Larcher-Jenkins segregation model for dry bimodal 

granular flow is modified to predict vertical sorting in 
collisional transport layer of bimodal mixture flow with water 
as a carrying fluid and for a condition of a linear distribution of 
grains instead of the uniform distribution considered in the 
original model. The modifications were motivated by 
experimental observations in our laboratory flume. A testing of 
the ranges of applicability of the wet sorting model showed that 
the modified model could be used in the range of slopes from 
20 to 30 degree, making it suitable for debris flow conditions. 
An extension of the model applicability to flatter slopes was 
restricted by the applied mathematical solution using the 
Matlab solver called pdepe. A further restriction is the relative 
size of two granular fractions in bimodal mixture, the testing 
confirmed that the size ratio should not be bigger than 1.4. No 
restriction was found for the mass ratio as the model worked 
also for the maximum set value of 5, which covers all 
conditions of real-world applications.  

The model results suggested that the larger the ratios of mass 
and size the stronger is the vertical sorting in the lower part of 
the collisional transport layer in the aqueous mixture flow. 

Furthermore, a numerical testing of time evolution of 
concentration profiles showed that the longitudinal slope of the 
flow had a considerably greater effect on the vertical sorting 
than the grain size ratio and the grain mass ratio of the 
particular fractions.  

 

 
 

Fig. 5. Left panel: final concentration profiles for different relative grain sizes rA/rB, for φ = 25°, mA = mB. Legend: lines –spheres A, lines 
with symbols - spheres B (black – rA/rB = 1, green - rA/rB = 1.1, red - rA/rB = 1.4).  
Right panel: time evolution of gravity centre of concentration profile, for φ = 25°, mA = mB. Legend: increasing curves with symbols = 
fraction B, decreasing curve = fraction A (black - rA/rB = 1, green - rA/rB = 1.1, red - rA/rB = 1.4). 
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Fig. 6. Left panel: final concentration profile for different mass ratios mA/mB, for φ = 25°, rA/rB = 1. Legend: lines with symbols –spheres A, 
lines - spheres B (black – mA/rB =1, green mA/mB = 1.5, red - mA/mB = 5).  
Right panel: time evolution of gravity centre of concentration profiles, for φ = 25°, rA/rB, = 1. Legend: increasing curves with symbols = 
fraction A, decreasing curves = fraction B (black - mA/mB = 1 green line - mA/mB = 1.5, red - mA/mB = 5). 
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NOMENCLATURE 
 

Remark: symbols with over-line are depth-averaged 
variables and symbol with roof are variables normalized by 
depth-averaged variables 
 
A, B – index for fractions of spheres 
c  [–] – total volumetric concentration 
cM  [–] – maximum mixture concentration 
DAB [–] – diffusivity coefficient  
e  [–] – coefficient of restitution 
G  [–] – concentration-related function 
g  [m/s2] – gravitational acceleration 
H [–] – concentration-related function 
h  [m] – depth of flow 
J  [–] – coefficient for mixture shear stress 
m [kg] – mass of grain 
mAB [m] – count of mass of grains A and B  
n  [m–3] – number density 
R1,2  [–] – function of mixture concentration 
r [m] – radius of grain 
rAB  [m] – count of radii of grains A and B 
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T  [m2/s2] – granular temperature 
t [s] – time  
u  [m/s] – local velocity in longitudinal direction of flow 
u0  [m/s] – slip velocity 
X [–] – measure of segregation  
y  [m] – vertical position 
z  [–] – dimensionless vertical position 
α  [–] – dimensionless coefficient of order unity 
 
 
 
 
 

Γ [–] – rate of collisional dissipation as function of concentration 
δr [–] – measure of size difference  
δm [–]– measure of mass difference  
φ  [°]– flow slope (angle of longitudinal inclination) 
τ  [–] – dimensionless time 
ρ  [kg/m3] – density of grain 
v  [m/s] – vertical diffusivity velocity 
ζ [–] – dimensionless measure of segregation  
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