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Abstract: This paper aimed to investigate the dominant runoff processes (DRP’s) at plot-scale in the Curvature Subcar-
pathians under natural rainfall conditions characteristic for Romania’s temperate environment.  

The study was based on 32 selected rainfall-runoff events produced during the interval April–September (2014–
2017). By comparing water balance on the analyzed Luvisol plots for two types of land use (grassland vs. bare soil), we 
showed that DRP’s are mostly formed by Hortonian Overland Flow (HOF), 47% vs. 59% respectively. On grassland, 
HOF is followed by Deep Percolation (DP, 31%) and Fast Subsurface Flow (SSF, 22%), whereas, on bare soil, DP 
shows a higher percentage (38%) and SSF a lower one (3%), which suggests that the soil-root interface controls the run-
off generation. 

Concerning the relationship between antecedent precipitation and runoff, the study indicated the nonlinearity of the 
two processes, more obvious on grassland and in drought conditions than on bare soil and in wet conditions (as demon-
strated by the higher runoff coefficients). Moreover, the HOF appeared to respond differently to rainfall events on the 
two plots - slightly longer lag-time, lower discharge and lower volume on grassland - which suggests the hydrologic key 
role of vegetation in runoff generation processes.  
 
Keywords: Dominant runoff processes; Grassland; Soil water balance plot; Rainfall-runoff event.  

 
INTRODUCTION 
 

The conversion of precipitation into runoff on hillslopes rep-
resents dynamic processes, highly variable in space and time 
(Weyman, 1973; Bachmair and Weiler, 2012; Rodrigo-Comino 
et al. 2019). The hydrological relevance of understanding 
hillslope runoff processes lies in the practical necessity to pre-
dict river discharge in ungauged basins.  

The determination of dominant runoff processes (DRP’s) is 
an important approach in investigating and analyzing soil-
hydrological parameters in detail, with respect to hydrological 
predictions in ungauged basins, water conservation manage-
ment, flood and erosion hazards prevention (Müller et al., 2009; 
Hümann and Müller, 2013; Rodrigo-Comino et al. 2017; Fer-
reira et al., 2018).  

Several methods have been developed to determine the 
DRP’s and characterize the spatial extent and distribution of 
areas where a specific runoff process occurs. Naef et al. (2002) 
have defined DRP on a site as being the process that mostly 
contributes to the runoff for a given rainfall event. In recent 
decades, a large number of intensive plot-scale experiments 
have been conducted in the field to identify DRP’s (e.g., Scher-
rer et al., 2007; Müller et al., 2009; Jost et al., 2012).  

The DRP’s literature includes two approaches: (i) manual 
field investigation; (ii) automatic GIS-based, also called  
GIS-DRP. Hümann and Müller (2013) considered that the field 
investigations approach is the best way to analyze dominant 
runoff processes and Antonetti et al. (2016) added that it is 
reliable but time-consuming. To foster investigations on runoff 
formation, Schmocker-Fackel et al. (2007) conducted sprin-
kling experiments at plot scale in Switzerland, while Antonetti 

et al. (2016) performed measurements of soil profile properties 
in Germany, on grassland hillslopes with varying slopes, geolo-
gy, and soils. On the basis of the above-mentioned approaches, 
a number of studies have been carried out to obtain a decision 
scheme and a spatial distribution (mapping) of DRP’s on grass-
land sites. Significant results from Scherrer and Naef (2003) 
have shown that, by studying the four main processes in a 
catchment, they were able to separate their different effects on 
floods in terms of location and spatial extent of the DRP’s. 
Also, the authors proposed a decision tree to define the domi-
nant hydrological flow processes on a variety of grassland sites 
in Switzerland. Likewise, Scherrer et al. (2007) concluded from 
the sprinkling experiments on several grassland plots in  
Switzerland that overland flow was dominant in most of the 
studied runoff events followed by subsurface flow at a few 
sites. Schmocker-Fackel et al. (2007) designed an experiment to 
determine the potential of each grassland plot to produce a 
given runoff process. However, the experiment failed to estab-
lish the hydrological connectivity occurring between them. 
Antonetti et al. (2016) tested the suitability of different auto-
matic DRP’s mapping approaches for mapping ungauged 
catchments and quantified the uncertainties of hydrological 
simulations due to different spatial representations of DRP.  

In Romania, regarding the hydrological influence of vegeta-
tion on runoff generation, few field investigations at microscale 
were initiated within the Curvature Subcarpathians (e.g., Stan-
ciu and Zlate-Podani, 1987; Minea et al., 2018), and different 
results on runoff processes such as runoff coefficients, overland 
flow volume, and discharge or infiltration rates were found. 
These hydrologic experimental studies on hillslopes were 
marked by the pioneering work of Blidaru (1965). 
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While the Romanian literature has shown valuable infor-
mation on the role of land use on the overland flow occurrence 
(e.g., Stanciu and Zlate-Podani, 1987; Miţă and Mătreaţă, 
2016), other runoff pathways (e.g., subsurface flow and deep 
percolation) have remained little explored. The data on DRP’s 
on hillslopes are nearly unknown in the Romanian literature.  

Therefore, this work is based on the following hypothesis: 
(i) dominant runoff processes on Romanian hillslopes reflect 
the complex relationship between rainfall and runoff; (ii) a 
relationship between rainfall and runoff exists for the grassland 
and can be used to predict water flow pathways. In the present 
study, we used field data to identify DRP’s at plot-scale. The 
objectives of this paper are to: (i) identify the dominant runoff 
processes at plot and event scales, and (ii) examine how grass-
land influences the peak discharge and lag-time of water flow 
pathways, in the typical case of the Voinești Experimental 
Basin, Romania. 

  
MATERIAL AND METHODS 
Site description 

 
The study area is located in the Curvature Subcarpathians 

(hilly region), dominated by Dacian sedimentary rocks (e.g., 
sands and clays and sandstones with marnes), about 110 km 
northwest of Bucharest, on the left side of Dâmboviţa River  
 

(Figure 1). The experimental site (45°05’07.27" N and 
25°15’15.43" E) of Voinești Experimental Basin – VEB is 
operated and maintained by the National Institute of Hydrology 
and Water Management. The experimental basin is situated in 
grassland at an elevation of 500 m a.s.l., in an area highly ex-
posed to erosion (Zaharia and Ioana-Toroimac, 2009). The 
underneath soil is classified as Luvisol (Florea et al., 1971; 
Florea and Munteanu, 2012), and it is composed of 51% sand, 
21% silt, and 28% clay. Luvisols have a well-developed Ao-Ea-
Bt-C profile with a sandy clay loam texture (USDA-NRCS, 
1999). The parental material is represented by clays (Maftei et 
al., 2002). According to the Köppen System for climate classi-
fication, the Curvature Subcarpathians are described by "Dfb" 
subtype or temperate humid continental climate (Peel et al., 
2007). 

Average annual precipitation and air temperature are 822 mm 
and 9.8°C (1980–2017), with the highest monthly average tem-
perature of 20.2°C in July, and the lowest average of –0.6°C in 
January (Figure 2). Most rainfall events (64%) occur during the 
vegetation season (April–September 1967–2017: average pre-
cipitation depth = 510 mm, standard deviation SD 142 mm), and 
the highest number of rainfalls was recorded in June (13.1%) 
and July (12.6%). June is the wettest month receiving an aver-
age of 103.7 mm (SD ±46 mm), while February is the driest 
month, recording only 40 mm (SD ±28.5 mm) of precipitation. 

 

 
Fig. 1. Location of the study site in the Romania and Curvature Subcarpathians with the point of the experimental site - Voinești Experi-
mental Basin. 
 

        
Fig. 2. Temporal distribution of mean air temperature (monthly - a, daily - b, annual - c) on the left; and daily precipitation (monthly aver-
age - a, daily amounts - b, and the highest monthly amounts - c) on the right; dashed line represents the multiannual average value. Period: 
1980–2017, location: Voinești Experimental Basin. 
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Methods 
 
In order to answer our research questions, measurements of 

rainfall, overland flow, subsurface flow, and base flow were 
made during the period April to September 2014–2017. The 
measurements had a temporal resolution of 1 minute (2016–
2017) or 10 minutes (2014–2015). 

Runoff - soil water balance plots cover an area of 300 sq m 
(length = 30 m and width = 10 m), N-S aspect with a 13% 
planar slope and 500 m a.s.l. The land use of the soil water 
balance plots falls in the following categories:  

(i) grasslands – corresponding to secondary perennial grass 
(Figure 1); this plot was never grazed, but herbage was cut in 
June, according to traditional practices in the region; the aver-
age height of grass species surrounding the plot was about 40 
cm and an abundant superficial network of grass roots 
dominated in the top ~ 20 cm of the soil (see Minea et al., 
2018); 

(ii) bare soil or “working soil” – the plot was spaded annual-
ly in March; the spading created microdepressions (depth of 
less than 20 cm) and enabled infiltration of rainfall and water 
retention in the eroded soil; regular application of the herbicide 
treatments may sometimes lead to the formation of a soil crust 
covering the plot. 

The soil water balance plots were bordered by an impervious 
(concrete) wall. A number of ditches, drainage and conveyance 
underground pipes (subsurface and base flow/deep percolation), 
and, at their lower part, shelters containing calibration water 
tanks with drainage installation for evacuated water were used. 
The concrete walls were dug in at a depth of 1.50 m and raised 
above ground by 0.20 m. The concrete ditches were covered by 
metal caps to avoid the rain falling directly into these. The 
overland flow (HOF) across the soil water balance plots was 
collected by one concrete cutslope ditch, situated at the outlet 
of the plot, a few centimeters below the surface. Subsurface 
flow (SSF) was represented by water collected at the depth of 
0.4 m (below the effective root zone and at sandy clay Bt hori-
zon) and deep percolation/base flow (DP) was collected at the 
depth of 1.3 m in the soil (Blidaru, 1965). 

Six calibration metal measuring tanks were installed in a 
shelter below the plots: (i) 2 big tanks (0.380 m3) with 45°  
V-notch sharp-crested weir after volumetric retention level 
(Qmax = 10 l/sec with a head of 20 cm) for the overland flow 
measurement; (ii) smaller tanks with the capacity of 0.120 m3 
capacity for measurement of the SSF and DP. Each tank con-
tained a device (OTT float-cable counterweight followed by 
2016 Nivotrack probes) for the continuous detection of the 
water level with a resolution of 0.001 m.  

The rain gauge devices were located at the height of 1.5 m 
above the ground, between the two plots, and included a pluvi-
ometer (stage non-recording) and a pluviograph used to contin-
uously record rainfall.  

Supplementary data about the setup and handling of the run-
off devices and rain gauges were given by Minea and Moroşanu 
(2016) and Minea et al. (2016; 2018). 

 
Data calculation and analysis 

 
The first step in the analysis was to convert continuous water 

level measurements (overland flow, subsurface flow, and base 
flow/deep percolation) into flow rate by a volumetric method  
V = f(H) and rating curve Q = f(H). Then, the flow data ob-
tained (e.g., volumes, discharges) were compared.  

Considering the rainfall-runoff analysis, we only used rain-
fall events defined by precipitation ≥ 0.2 mm. The rainfall 

events were considered finished when there was no precipita-
tion during the following 1 hour. Event duration, rainfall depth 
and intensity (average and maximum) were determined for each 
event. We analyzed data from period 2014–2017. In 2014, only 
the data from April were used due to technical difficulties in the 
rest of the year. 

In order to assess the influence of antecedent conditions 
(e.g., soil moisture) within a plot before a runoff event, the 
Antecedent Precipitation Index (API) (Kohler and Linsley, 
1951; Rodríguez-Caballero et al., 2014) was calculated as a 
weighted sum of the total rainfall during three days preceding 
an event (API3): 
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where API3 is the antecedent precipitation index on day t, k is 
an empirical decay parameter (0.9 in this study), Pt is the total 
rainfall for the day t, and i = 3; k was fixed to 0.9, based on 
previous studies (Miţă and Mătreaţă, 2016). 

For the specific runoff response, different flow processes 
and DRP’s were determined for the rainfall-runoff events fol-
lowing the approach and terminology used by Scherrer et al. 
(2007). Water flow pathways during an event were denoted as 
the "Hortonian Overland Flow" (HOF), "Fast Subsurface Flow" 
(SSF) or interflow, and "Deep Percolation" (DP) or base flow. 
The process that mostly contributed to total runoff was assumed 
to be the "dominant" one (Schmocker-Fackel et al., 2007). 
Several additional runoff characteristics were determined for 
each event (rainfall and runoff durations, depths and volumes, 
and runoff coefficients – RC’s). 

The land use influence during the rainfall-runoff events was 
analyzed using the peak discharge and volume response to the 
rainfall, and the lag-time between the maximum rainfall and the 
peak flow (HOF, SSF, and DP). 

Descriptive statistics (frequency distribution; relationships 
between rainfall and runoff characteristics) have also been 
employed. The relations between the rainfall and runoff charac-
teristics were studied by using the coefficient of determina-
tion/regression (r2). 

 
RESULTS 
Characteristics of rainfall events 

 
Runoff process mainly depends on the rainfall event charac-

teristics, in particular on rainfall intensity (Woolhiser and 
Goodrich, 1988; Bronstert and Bárdossy, 2003). The character-
istics of natural rainfall events (duration, average, and maxi-
mum rainfall intensity) from April–September 2015–2017, are 
given in Table 1. More precisely, 297 rainfall events were 
measured (e.g., 94 events in 2015; 101 in 2016, and 102 in 
2017). In April 2014, 37 rainfall events were recorded. Those 
of 18/4/2014 (32.2 mm; Imax = 6 mm/h) and 19/4/2014 (22.8 
mm; Imax = 6 mm/h) produced runoff. As a rule, in April, the 
rainfall events were characterized by small depths and low 
intensities. Following periods with no precipitation, most of the 
rainfall events from this month did not produce runoff or signif-
icant runoff events, but have contributed to restoring the soil 
moisture storage. 

The most important pluviometric feature of the rainfall 
events was represented by the small rainfall depth (see Table 
1). Thus, in warm/growing period of April–September 2015 
around 8 cases of rainfall events with rainfall depth over P90 
(90th percentile) were registered, 4 of which being even over 
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P95; in 2016 a greater number of small rainfalls was registered 
(P90 = 9.70 mm, 11 events; P95 = 16.1 mm, 2 events); whereas 
in 2017, the number of the rainfalls with total rainfall depth 
exceeding P90 (14.96 mm) was bigger (P90 = 14.96 mm, 11 
events in total, 6 of which exceeded P95). 

The intensity of rainfall events, especially those with the 
highest peak values, was generally characterized by low values 
in the warm/growing period of April–September 2015 and 
somewhat higher in 2016 and 2017. In the warm/growing peri-
od of April–September 2016, 10 rainfalls with a maximum 
intensity ≥ P90 were registered (24.6 mm/h), 5 of which were 
higher than P95 (28.2 mm/h), and in 2017 there were 11 rain-
falls with maximum intensity ≥ P90 (33.2 mm/h), 7 of which 
from June – July being superior to P95 (45.6 mm/h). 

Several rainfall events were remarkable in terms of quantity 
(depth and maximum intensities). The events with hydrological 
impact corresponded to those characterized by a high rainfall 
intensity (see Figure 3a). 

 
Dominant runoff processes at plot scale 

 
Figure 3 gives an overview of the runoff response observed 

during the experiments performed under natural rainfall. The 32 
rainfall-runoff events were produced by very different rainfall 
amounts (4.40 – 51.9 mm; SD = ± 12.2 mm) at wetness state 
characterized by API3 (0 – 65.5 mm amounts). Very variable 
rainfall amounts and wetness states led to high differences in 
runoff characteristics (e.g., volume and runoff coefficients). As 
expected, infiltration processes on the hillslope, given the two 
land use categories, played an important role, especially in dry 
conditions (API3 ≤ 10 mm). 

Moreover, the runoff rates and response times were affected 
by API3 values. The results show that RC’s of 32 selected 
events were low, despite the occurrence of heavy rainfall events 
and potentially erosive rains (Figure 3). The major part of the 
total runoff is produced by HOF. Cumulative runoff depth 
values on grassland plot are low, which indicates the role of the 
grass retention and the water consumption affected by the 
plants, associated with drier soil moisture conditions compared 
to the bare soil. However, cumulative runoff depths from grass-
land plot in a few cases showed high values of up to 25.4 mm 
(3/7/2017), if topsoil saturation occurred. Vertical flow dynam-
ics indicated HOF as the fastest runoff generation mechanism 
delivering the greatest volumes of water (maximum value ob-
served on 3/7/2017, 15.9 mm or 4791 l), followed by DP (3108 
l or 10.3 mm on 19/4/2014). 

The bare soil cumulative runoff depth plot depicted consid-
erable runoff value, mainly based on HOF (24.3 mm on 
20/9/2016), followed by DP (e.g., 3/7/2017 event) and signifi-
cantly by SSF (e.g., 1.14 mm on 20/9/2016 event). HOF was 
the dominant runoff generation process on the bare soil plot,  
 

 
 

Fig. 3. Rainfall and runoff plot characteristics for 32 events sorted 
by months (April to September); a) - rainfall depth (R) and red dots 
represent maximum intensities of rainfall events, Imax (mm/h); 
runoff and its components (HOF, SSF, DP) from the runoff plots 
with the bare soil b) and grass c); the blank stacked column means 
that no flow occurred; d) - API3. 

 
especially in dry conditions. The greatest volumes correspond 
to the DP and were generated by the rainfall events that oc-
curred at high soil moisture conditions (e.g., 19/4/2014; 
20/9/2016, 3/7/2017 rainfall events). 

The minor contribution of SSF – particularly on the bare soil 
plot – was observed, and 55% of the rainfall events did not 
generate any runoff (total). SSF was quantitatively dominant for 
the grassland plot.  

On the bare soil plot, SSF is a relatively absent and less im-
portant process in terms of peak discharges. This situation is 
probably due to soil matrix, macropore system and pipe flow, 
water from infiltration passing to the deeper storage.  

We assume that the important volume of water was trans-
ported from the topsoil into the matrix macropores to DP. HOF, 
DP, and SSF contributed to total water volume during the ana-
lyzed 32 rainfall-runoff events by 47%, 31%, and 22%, respec-
tively at the grass plot. The HOF, DP and SSF contributions on 
the bare soil plot were 59%, 38%, and 3%, respectively. 

 
Table 1. The rainfall events parameters from April–September, 2015/17 at Voinești Experimental Basin. 
 

Year (IV-IX) 2015 2016 2017 

Percentile 
 

Parameters 

D 
(min) 

De 
(mm) 

Intensity 
D 

(min) 
De 

(mm) 

Intensity 
D 

(min) 
De 

(mm) 

Intensity 
Avg 

(mm/h) 
Max 

(mm/h 
Avg 

(mm/h) 
Max 

(mm/h) 
Avg. 

(mm/h) 
Max 

(mm/h) 
Min 10 0.30 1.80 0.30 10 0.30 1.80 0.42 10 0.30 1.80 0.30 
25th 30 0.70 1.40 1.20 20 0.60 1.80 1.20 40 0.80 1.20 1.20 
50th 60 2.20 2.20 2.22 60 1.60 1.60 1.98 70 2.35 2.01 2.94 
75th 170 5.75 2.03 5.40 110 4.00 2.18 7.80 130 7.58 3.50 9.60 
90th 401 19.1 2.86 15.7 210 9.70 2.77 24.6 307 14.9 2.91 33.2 
95th 667 24.3 2.19 25.7 300 16.1 3.22 28.2 499 21.6 2.60 45.6 
Max 1310 35.9 1.64 62.4 910 81.8 5.39 62.4 920 51.9 3.38 76.8 

D = Duration; De = Depth; Avg = average; Max = maximum. 
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The relationship between rainfall and runoff coefficients 
 
The boxplots of RC’s of 32 rainfall-runoff events experi-

ments grouped by land use are shown in Figure 4. We found a 
greater variability of RC’s on bare soil than on grassland. The 
maximum and median were higher on the bare soil plot, while 
the minimum was slightly smaller on the grassland plot. 

The 75th percentile of RC’s at the bare soil plot was more 
than two times higher than at the grassland plot. The high RC’s 
on bare soil could be explained by the soil water repellency on 
HOF. The 90th percentile values of cumulative runoff coeffi-
cient of events were 0.37 for the grassland and 0.60 for the bare 
soil (Figure 4). This indicates an increase in water retention 
capacity at the grassland plot under extreme conditions.  

It was found that in very dry conditions (API3 < 4 mm) 
grassland plot runoff coefficients (HOF, SSF, DP) are greatly 
reduced to 0, and in extreme wetness conditions, the RC’s went 
up to 0.50 (e.g., 0.49 on 3/7/2017; 0.42 on 27/5/2017). Runoff 
coefficients on the bare soil plot have generally higher values 
than on the grassland plot. The bare soil plot release more than 
half of the rainfall volume in extreme conditions (e.g., RC = 
0.65 on 9/5/2017 and RC = 0.63 on 3/7/2017). On the grass-
land, when API3 was up to 4 mm, more than 8 mm of rainfall 
was needed to produce a minor RC’s, while on the bare soil, 
minor RC’s was produced by the rainfall event of 8 mm already 
at API3 of 1 mm (Figure 4). 
 
The relationship between rainfall and water flow pathways 

 
The relationship between rainfall and water flow pathways 

(HOF, SSF, DP and cumulative) based on the 32 events is 
shown in Figure 5. These results reflect the nonlinearity of the 
rainfall-runoff processes, particularly on grassland (r2 = 0.09) 
when compared to the bare soil (r2 = 0.45). 
 
Lag-time and peak discharge 

 
The results concerning the lag-time to peak discharge at the 

two runoff plots for the same events are presented in Table 2. 
 

 
 

Fig. 4. Boxplots of the runoff coefficients of 32 rainfall-runoff 
events grouped by the land-use. 
 

The lag-times differed from one case to another. The HOF 
hydrographs of a few events showed a rapid response to rainfall 
at the bare soil plot. However, in some cases, the HOF hydro-
graphs had approximately the same lag-time on both plots (e.g., 
the 30/5/16 15:00 and 5/5/17 20:07 events). 

The peak flow after the long rainless periods with high tran-
spiration at the bare soil plot occurred earlier than at the grass-
land plot, e.g., after 12 and 18 min, respectively on 26 June 
2017. Concerning the response time in the case of SSF, a lower 
drainage capacity was recorded on grassland than on the bare 
soil. This finding could be explained by the influence of the 
root system (Ghestem et al., 2011). DP occurring only after 
substantial rainfall events shows in most cases intermittent flow 
(dripping) which was quantitatively significant, but had no 
clear peak. 

One of the most notable runoff elements is HOF peak dis-
charge. In our pedoclimatic conditions, we observed that HOF 
peak discharges at grassland and bare soil plots do not respond  
 

Table 2. Lag-time (min) of water flow pathways for grasslands and bare soil. 
 

Events 
time 

Grassland Bare soil 

HOF SSF DP Growth stage HOF SSF DP 
13/5/16 4:00 NR NR NR 

Initial 
66 NR IR 

16/5/16 8:00 70 383 IR 59 NR IR 
30/5/16 15:00 50 NR IR 

Mid 
50 NR IR 

2/6/16 4:00 104 NR NR 81 NR NR 
17/7/16 3:30 69 NR NR NR NR NR 
19/9/16 10:50 48 64 IR 

Late 

38 62 IR 
20/9/16 0:40 151 154 IR 120 120 IR 
20/9/16 7:00 39 72 IR 40 300 IR 
25/9/16 15:00 NR 159 368 NR IR IR 
5/5/17 20:07 187 206 232 

Initial 
187 653 653 

7/5/17 17:30 91 111 162 5 160 810 
9/5/17 8:00 141 164 219 121 340 905 

27/5/17 15:17 163 173 188 

Mid 

154 IR 177 

26/6/17 20:10 18 34 115 12 IR 2090 

3/7/17 6:00 5 295 1500 0 60 858 

25/7/17 13:50 87 160 289 

Late 

NR NR NR 

19/9/17 10:40 758 792 803 771 826 1220 

22/9/17 10:20 NR NR NR 186 299 304 
 

HOF = Hortonian Overland Flow; SSF = Fast Subsurface Flow; DP = Deep Percolation; NR = no runoff; IR = intermittent runoff. 
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Fig. 5. The relationship at the event scale between rainfall and runoff (HOF, SSF, DP, and cummulative) for grassland (left row) and bare 
soil (right row); red dots show dry conditions (API3 < 4 mm). 
 
to rainfall events in a similar way (e.g. hydrograph shapes, peak 
discharges). In some cases, the HOF runoff peak was relatively 
synchronous on both plots (e.g., 30/5/2016; 5/5/2017). The 
decrease of HOF is more intense under dry conditions and it 
shows the hydrological key role of grassland for the water 
regulatory function. 

Under extreme rainfall conditions in an unsaturated soil, a 
few major runoff events were produced. The HOF peak dis-
charges at the grassland plots were smaller than at the bare soil 
plots. The HOF hydrograph shapes were very similar to those of 
hyetographs (see the double peaks in Fig. 6. The peak discharge 
of the SSF on grassland and bare soil plots was also (Figure 6).  
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Fig. 6. Hydrographs during the rainfall-runoff event on July 5, 2017, on the grassland (left) and bare soil (right) plots. 

 
The grassland plot had a fast SSF response. On the bare soil 
plot, reduction and flattening of the SSF peak discharge was a 
characteristic process, sometimes followed by bypass flow to 
DP. SSF does not occur under light rainfall intensities. On the 
bare soil plot, the DP peak discharge was insignificant and the 
DP hydrograph had flat rising and falling limbs. 
 
DISCUSSION 
Role of antecedent wetness on DRP’s 

 
Our study contributes to the improvement of knowledge on 

water flow pathways, namely DRP’s, in relation to land use in a 
hilly temperate environment. 

On the grassland plot, a strong control of antecedent wetness 
conditions for drainage paths was observed, by reducing the 
volumes of drained water (5% of the rain). The most visible 
hydrologic influences in dry conditions are on SSF (often ab-
sent) and HOF, which has often been severely diminished. 
However, the initial conditions did not control the flow re-
sponse. Also, Scherrer et al. (2007), analyzing the RC’s, ob-
served that the DRP was not affected by antecedent wetness 
and that runoff volume increased only slightly at higher soil 
moisture. However, in their study of cambisol plots (10 sq m), 
Leitinger et al. (2010) found a mean surface runoff coefficient 
of 0.18 on pastures. Likewise, our results show similarly low 
values, with the P75 runoff coefficient of 0.18 for HOF (see 
Figure 4). 

Rainfall characteristics such as depth (e.g., 26/6/2017 
events), maximum intensities (e.g., 27/6/2015; 26/6/2017 
events) had an important role in the occurrence and dynamics 
of DRP, particularly HOF. Compared to bare soil plot during 
drying period conditions, the DRP changed from DP in grass-
land plot to HOF. Dominant HOF (64%) on bare soil plot oc-
curs when water repellent soils restrict (soil crust) infiltration 
and increase runoff. A subordinate process was DP (35%), 
whereas SSF were negligible (~ 1%). 

In a case study of grassland DRP’s, Scherrer et al. (2012) 
found that on grassland plots the dominant process changed 
from very delayed infiltration excess overland flow under dry 
conditions to delayed saturation excess overland flow under wet 
conditions. Also, several authors found that temporary HOF 
occurred only at the beginning under dry conditions (Scherrer 
et al., 2007; Leitinger et al., 2010; Ries et al., 2017). Therefore, 
results at plot-scale confirm the expectations that grassland on 
hillslopes influenced runoff and can modify the peak discharge 
and lag-time. 

How does vegetation growth stage influence the DRP’s? 
 
From a hydrological point of view, an uncertain relationship 

between vegetation growth stage (initial, mid and late) and lag-
time of runoff was observed. 

In June–July period (months characterized by a pluviometric 
maximum), after the grass cutting on the grassland plot, a rela-
tively variable lag time was observed. Statistical analysis of the 
vegetation stage and runoff coefficients did not show signifi-
cant differences between the two periods (pre-cut and growth, 
respectively cut off). 

The growth stage did not seem to have a great influence on 
runoff (e.g., thrugh water uptake by transpiration and percola-
tion). One possible explanation is that the grass root system 
does not change by grass cutting. As for the runoff peak time, 
the grassland plot has a higher effect on the runoff peak attenu-
ation, suggesting a stronger regulatory effect of grassland on 
the runoff process. We observed that most of the HOF grass-
land hydrographs had steep rising and falling limbs and narrow 
peak discharges. It was also noticed that the HOF lag-time on 
grassland was greater than on the bare soil. A possible explana-
tion could be related to the dynamics and interactive behavior 
of soil characteristics, e.g., water repellency, vertical movement 
of water etc. (Lichner et al., 2011). 

   
CONCLUSIONS 

 
Our results suggest that runoff process on the grassland plot 

was dominated by HOF (47%) followed by DP (31%) and SSF 
(22%). Runoff on the bare soil plot was dominated by HOF 
(59%) followed by DP (38%) and SSF (3%). 

These results indicate that HOF is actually the dominant 
runoff generation mechanism for both land uses. The vertical 
distribution of water in the soil gradually decreases in the case 
of grassland, whereas on bare soil, gravitational drainage of 
water changes HOF into DP. 

Antecedent wetness conditions do not affect the DRP, but 
reduce the peak runoff rate during dry conditions. On the grass-
land plot, most of the rainfall percolated through the root zones 
into Luvisols and formed SSF. The soil-root interface has a 
strong hydrologic control there. On bare soil plot, where the 
grass root system was absent, the SSF was minor. 

Runoff coefficients (for HOF, SSF and DP) indicated the in-
fluence of the antecedent conditions which were more im-
portant on the grassland plot.  On the contrary, on the bare soil 
plot, higher runoff coefficients were observed (up to 0.65). 
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Lag-time of peak flow was not strongly influenced by the 
land use. Grasslands had the biggest effect on the peak dis-
charge and volume reduction, particularly on HOF. Clear influ-
ence of the vegetation growth stage on the runoff generation 
mechanism was not identified. 

To conclude, grasslands have both positive (e.g., lag-time 
and attenuation of discharge volumes) and negative (e.g., reten-
tion and consumption of water in the soil-root zone during dry 
conditions) aspects (Lobet et al., 2014; Ries et al., 2017). 
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Abstract: The bio-chemical and physical characteristics of a river are directly affected by water temperature, which 
therefore affects the overall health of aquatic ecosystems. In this study, long term variations of river water temperatures 
(RWT) in Kupa River watershed, Croatia were investigated. It is shown that the RWT in the studied river stations in-
creased about 0.0232–0.0796ºC per year, which are comparable with long term observations reported for rivers in other 
regions, indicating an apparent warming trend. RWT rises during the past 20 years have not been constant for different 
periods of the year, and the contrasts between stations regarding RWT increases vary seasonally. Additionally, multi-
layer perceptron neural network models (MLPNN) and adaptive neuro-fuzzy inference systems (ANFIS) models were 
implemented to simulate daily RWT, using air temperature (Ta), flow discharge (Q) and the day of year (DOY) as predic-
tors. Results showed that compared to the individual variable alone with Ta as input, combining Ta and Q in the MLPNN 
and ANFIS models explained temporal variations of daily RWT more accurately. The best accuracy was achieved when 
the three inputs (Ta, Q and the DOY) were included as predictors. Modeling results indicate that the developed models 
can well reproduce the seasonal dynamics of RWT in each river, and the models may be used for future projections of 
RWT by coupling with regional climate models. 
 
Keywords: Climate change; Machine learning models; River water temperature. 

 
INTRODUCTION 
 

River water temperature (RWT) is one of the most important 
indicators to determine the overall health of aquatic ecosystems 
since it affects various physical and biochemical processes in 
rivers (Rice and Jastram, 2015). For example, RWT significant-
ly impacts dissolved oxygen dynamics (Cox and Whitehead, 
2009), the formation of potentially toxic ammonia (Kim et al., 
2017), and the evolution and distribution of aquatic organisms 
(Fullerton et al., 2018). Cingi et al. (2010) stressed that relative-
ly small increases in RWT during the spawning period of Core-
gonus lavaretus may lead to fatal impacts on its recruitment and 
population persistence.  

Understanding the factors impacting RWT and how thermal 
regimes have changed in the past and how they can be modified 
in the future is therefore of great significance for the sustainable 
management of river ecosystems. This is especially important 
in recent decades considering the rising of air temperatures due 
to climate change (van Vliet et al., 2013), the impacts of ex-
treme climate events such as heatwaves (Feng et al., 2018; 
Schär et al., 2004) and anthropogenic activities such as land use 
change (DeWeber and Wagner, 2014; LeBlanc et al., 1997), 
urbanization (DeWeber and Wagner, 2014; Chen et al., 2016) 
and damming (Ayllón et al., 2012). Rising RWT is strongly 
related to climate warming with various time scales for differ-
ent type of rivers, which have been reported in a lot of studies 
(Bonacci et al., 2008; Chen et al., 2016; Gooseff et al., 2005; 
Null et al., 2013; Webb et al., 2003). For example, Chen et al. 
(2016) indicated that RWT in the Yongan watershed increased 
by 0.029−0.046°C year–1 due to a ~0.050°C year–1 increase of 
air temperature over the 1980−2012 period.  

Although the air-water temperature relationship is generally 
strong, the strength of such a relationship varies regionally and 
temporally, and can be highly site specific due to additional 
influences from local hydrology and human activities 
(DeWeber and Wagner, 2014; Zhu et al., 2019). It is commonly 
observed that RWT is inversely related to river discharge, and a 
global assessment indicated that a decrease in river discharge 
by 20% and 40% would exacerbate water temperature increases 
by 0.3°C and 0.8°C on average, respectively (van Vliet et al., 
2011). Additionally, it was found that river discharge played a 
relevant role mainly in snow-fed and regulated rivers with 
higher altitude hydropower reservoirs, while it played a minor 
role in lowland rivers for RWT dynamics (Zhu et al., 2019). 
Depending on the river type and time scale, the air-water tem-
perature relationships can be explained by linear or logistic 
functions (Hadzima-Nyarko et al., 2014; Webb et al., 2003), 
machine learning models (DeWeber and Wagner, 2014; 
Hadzima-Nyarko et al., 2014; Piotrowski et al., 2015; Zhu et 
al., 2019), and hybrid statistically and physically based models 
(Toffolon and Piccolroaz, 2015). 

Kupa River watershed is one of the most important water re-
sources in Croatia, and quantifying thermal dynamics in this 
particular river catchment is thus of great significance to water 
resources managers. Previously, Bonacci et al. (2008) analyzed 
water temperature regime of the Danube and its tributaries in 
Croatia, including the main stem of the Kupa River. However, 
the RWT data from the main stem hydrological stations were 
only limited to 1951–2003. In this study, the latest RWT and 
flow discharge data from 6 hydrological stations on the main 
tributaries of Kupa River were evaluated to describe and identi-
fy changes in the thermal regime of the watershed. In addition, 
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we developed predictive water temperature models using the 
multilayer perceptron neural network (MLPNN) and adaptive 
neuro-fuzzy inference system (ANFIS) machine learning tools 
following their use by Zhu et al. (2019) for the Drava River. In 
the Drava River model (Zhu et al., 2019), the components of 
the Gregorian calendar (CGC) which include year, month, and 
day were used as suggested by Heddam (2016) and Heddam 
and Kisi (2017) for water quality modelling. For RWT forecast-
ing, the day of year (DOY) was used in the forwards and back-
wards stepwise model for Scotland's Atlantic salmon rivers 
(Jackson et al., 2018). In this study, air temperature, river dis-
charge, and DOY were used as inputs to predict RWT. The 
objective of this study is to analyze thermal regimes of rivers in 
the Kupa River watershed, develop models which can be used 
for future RWT projections and further test the performance of 
MPLNN and ANFIS for predicting water temperatures under 
different hydrologic conditions than those of Zhu et al. (2019). 
 
MATERIALS AND METHODS  
Study area 

 
The study covers the Kupa River basin, situated between 

Croatia (86% of total basin area) and Slovenia (14% of total 
basin area) in the hinterland of the Northern Adriatic Sea (Fig. 
1). The region is characterized by complex karst hydrologi-
cal/hydrogeological behavior common to the deep and devel-
oped Croatian Dinaric karst, resulting in a weakly defined 
hydrological drainage area (Bonacci and Andrić, 2010). A mix 
of continental and Mediterranean climate influences the upper 
part of the basin, while Pannonian climate is the most important 
in the lower part. The patterns of land use in the Kupa River  
 

basin include mountains (26%), forests (33%), pasture (26%) 
and agriculture (15%) (Frančišković-Bilinski et al., 2012). 
Hydrological parameters (water temperature and river dis-
charge) were regularly monitored at six gauging stations in the 
Kupa River selected for this study. Table 1 presents the main 
characteristics of the 6 studied gauging stations (station name, 
station elevation, drainage area, period of available data for 
water temperature and flow discharge). River water temperature 
data was monitored once-daily at 7.30 am. Daily river dis-
charge was calculated based on measurements of water level 
using the water level-river discharge RK method. Daily average 
air temperatures (Ta) were obtained from the nearby meteoro-
logical station in Ogulin for 1990–2017.  

 
Analysis methods 

 
In this study, annual variations of Ta and Tw in each river sta-

tion were analyzed using linear models with year as effect for 
trend analysis. The correlations between the RWT increase 
rates and annual averaged flow discharges, and relationships 
between the mean annual RWT and the station elevation for the 
six river stations were investigated using linear models. Chang-
es in Ta, Tw and Q for annual and seasonal average values were 
compared between five years averages for two sub-periods 
(1996–2000 and 2011–2015). Since the Čabranka River only 
has data till 2008, data from 1990–1994 and 2004–2008 was 
compared. The seasonal dynamics of Tw, Ta and Q are analyzed 
through the climatological year, which is defined by averaging 
for each day of the calendar year all measurements available 
over the observation period for that same specific day (Zhu et 
al., 2019). 

 
Table 1. Main characteristics of the 6 studied water temperature gauging stations in the Kupa River watershed. 
 

River name Station name Elevation  
(m a.s.l.) 

Drainage area  
(km2) 

Period of available data Long term averages  
Tw    Q 

Čabranka  Zamost 2 297.540 134.451a Tw Q: 1990–1999 2002–2008 8.14 3.50 
Donja Dobra Stative Donje 116.456 49.344a Tw Q: 1994–2017  12.34  37.28 
Donja Mrežnica Mrzlo Polje 113.967 257.953a Tw Q: 1990–2017  13.80  26.14 
Gornja Dobra Luke 353.668 162.00b Tw Q: 1991–1992 1994–2015  9.01  6.78 
Korana Slunj Uzvodni 212.167 572.341a Tw Q: 1996–2004 2007–2017  12.41  9.97 
Slunjčica Rastoke 226.899 273.00b Tw Q: 1996–2017  10.78  8.32 

  

Tw: water temperature; Q: flow discharge; a Hydrological drainage area, b Topographical drainage area 

 
Fig. 1. Location map indicating the studied river catchment. 
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Machine learning models  
 
In the present study, the MLPNN and ANFIS models ap-

plied previously by Zhu et al. (2019) were used. For the 
MLPNN model, the weights (wij) and bias levels (δ0) are the 
only parameters that need to be adjusted when the structure of 
the neural network has been defined (number of layers, number 
of neurons in each layer, activation function for each layer). 
Modification of these parameters will change the output values 
of the designed network. The weights (wij) and bias levels (δ0) 
are iteratively adjusted during model training to minimize error. 
The root mean squared error (RMSE) and the mean squared 
error (MSE) is often used to define the network error. Similar to 
Zhu et al. (2019), the MLPNN model has one hidden layer with 
sigmoidal activation function, and one output layer with linear 
activation function. We tried to vary the number of neurons in 
the hidden layer from 10 and 13, and it was found that there is 
no any significant improvement for model performance, thus, 
the number of neurons in the hidden layer is set as 10. To de-
velop ANFIS model, it is important to create the fuzzy rule 
base. The number of fuzzy rule for any ANFIS model is direct-
ly related to the identification method used for partitioning the 
input space. According to the previous research results (Zhu et 
al., 2019), the fuzzy c-means clustering (FC) was used. When 
using FC method, the number of fuzzy rules is equal to the 
clusters and fixed by the user. Detailed information about the 
two models can be found in Zhu et al. (2019). 

In this study, both the scripts of the MLPNN and ANFIS 
models were implemented in Matlab.  

Besides air temperature (Ta) and flow discharge (Q), the day 
of the year (DOY) was also used as input variable. Three 
MLPNN and three ANFIS models were developed with the 
following predictors: (i) version 1 with only one input variable 
(Ta), (ii) version 2 with two inputs variable (Ta and Q) and (iii) 
version 3 with three inputs (Ta, Q and the DOY). For the six 
river stations, data period for model training and testing are 
respectively: (1) 1990–1999 and 2002–2008 for Čabranka 
River, (2) 1994–2009 and 2010–2017 for Donja Dobra River, 
(3) 1990–2007 and 2008–2017 for Donja Mrežnica River, (4) 
1991–1992 plus1994–2007 and 2008–2015 for Gornja Dobra 
River, (5) 1996–2004 plus 2008–2010 and 2011–2017 for Ko-
rana River, and (6) 1996–2009 and 2010–2017 for Slunjčica 
River. 
 
Model evaluation metrics 

 
Model performances were evaluated using the following 

four indicators: the coefficient of correlation (R), the Willmott 
index of agreement (d), the root mean squared error (RMSE), 
and the mean absolute error (MAE). 
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where n is the number of data samples, Oi is the observed and 
Pi is the predicted water temperatures. Om and Pm are the aver-
age values of Oi and Pi. 

 
RESULTS AND DISCUSSION 
Dynamic variations of water temperature and air  
temperature 

 
The annual variations of Ta and Tw are presented in Fig. 2. 

Air temperatures increased about 0.0449ºC year–1, while RWT 
increases differed between the studied river stations from 
0.0232–0.0796ºC per year. The RWT increase rate (ºC year–1) 
negatively correlated with annual averaged flow discharge (Fig. 
3). The observed RWT increases are comparable with long term 
observations reported for rivers in China (0.029–0.046ºC year–1, 
Chen et al. 2016), USA (0.009–0.077ºC year–1, Isaak et al., 
2012; van Vliet et al., 2013; Rice and Jastram, 2015) and Eu-
rope (0.006–0.18ºC year–1, Albek and Albek, 2009; Harden-
bicker et al., 2017; Lepori et al., 2014; Markovic et al., 2013; 
Moatar and Gailhard, 2006; Orr et al., 2015; Pekárová et al., 
2011; Žganec, 2012). 

Fig. 4 presents changes in Ta, Tw and Q for annual and sea-
sonal average values. For all the rivers, annual averaged Ta, Tw 
and Q increased during the two sub-periods (1996–2000 and 
2011–2015) except for the decreased Q in the Slunjcica River. 
With an increase of 0.94ºC for air temperature, the annual mean 
of RWT increased about 0.146–1.287ºC. Increases in annual 
mean RWT was highest for the Korana River (1.287ºC) and 
least for the Donja Dobra River (0.146ºC). Repeating this anal-
ysis for different seasonal quarters revealed that RWT rises 
during the two sub-periods have not been constant for different 
periods of the year, and the contrasts between river stations 
regarding RWT increases vary seasonally. For the Čabranka 
river (Fig. 4(a)), though air temperature in January-March and 
July-September decreased, RWT in different seasons still in-
creased between 0.386 and 0.878ºC. For the other five rivers, 
the greatest rises in average RWT ranged from 0.626 to 
5.221ºC. Particularly, RWT increases in July–September ex-
ceeded 5.0ºC and 2.0ºC for the Korana River (Fig. 4(e)) and the 
Gornja Dobra River (Fig. 4(d)) respectively.  

Fig. 5 presents a linear relationship between the mean annual 
RWT and the station elevation for the six river stations. Results 
showed that the mean annual RWT negatively correlated with 
station elevation, which is consistent with previous analysis for 
river stations in the main stem of the Kupa River (Bonacci et al., 
2008). However, the mean annual RWT presented no significant 
correlation with the drainage area listed in Table 1 (the coeffi-
cient of correlation R = 0.36), which may be explained by the 
complex karst hydrological/hydrogeological behavior and weakly 
defined hydrological drainage areas (Bonacci and Andrić 2010). 

The seasonal dynamics of water temperature (Tw), air tem-
perature (Ta) and flow discharge (Q) are presented in Fig. 6 
through the climatological year. River flow mainly was gener-
ally higher in the spring and winter period for the six rivers, 
when air and water temperatures are lower. However, river 
flow is generally low when air temperatures are high, which 
may further intensify RWT increases. The response of Tw to 
changes in Ta is almost linear for the Donja Dobra River (Fig. 
6(b)), the Donja Mrežnica River (Fig. 6(c)) and Korana River 
(Fig. 6(e)). Typically for the Donja Mrežnica River (Fig. 6(c)),  
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Fig. 2. Annual variations of Ta and Tw: (a) Ta in Ogulin, (b) Tw in Čabranka, (c) Tw in Donja Dobra, (d) Tw in Donja Mrežnica, (e) Tw in 
Gornja Dobra, (f) Tw in Korana and (g) Tw in Slunjčica.   

 

 
 
Fig. 3. Linear relationship between increase rate of river temperature and annual averaged flow discharge for the six rivers (1-Čabranka, 2-
Donja Dobra, 3-Donja Mrežnica, 4-Gornja Dobra, 5-Korana, 6- Slunjčica). 

 
Tw in the climatological year were larger than Ta all the year 
round. The Čabranka River (Fig. 6(a)), Gornja Dobra River 

(Fig. 6(d)), and Slunjčica River (Fig. 6(f)) presented a clear 
flattening of the seasonal pattern of Tw, especially in summer.  
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Fig. 4. Changes in Ta, Tw and Q between two sub-periods for annual and seasonal average values (J-M: January–March; A-J: April–June; J-
S: July–September; O-D: October–December): (a) Čabranka, (b) Donja Dobra, (c) Donja Mrežnica, (d) Gornja Dobra, (e) Korana, (f) 
Slunjčica. 

 
 

Fig. 5. Linear relationship between mean annual river temperature and station elevation for the studied river station in each river (1-
Čabranka, 2-Donja Dobra, 3-Donja Mrežnica, 4-Gornja Dobra, 5-Korana, 6- Slunjčica). 
 
Machine learning models for modeling daily river water 
temperature 

 
Models performance was similar but MLPNN model per-

formed slightly better (Table 2), conforming the previous con-
clusion of Zhu et al. (2019). Compared to the models with only 
Ta as input (version 1), combining Ta and Q in the version 2 
models explained temporal variations of RWT more accurately 
(Table 2), especially for the Donja Dobra, Donja Mrežnica and 
Slunjčica rivers. For example, for the Slunjčica River, the 
MLPNN2 model decreased the RMSE and MAE values of 
MLPNN1 by 25.90% and 26.97% in the training phase, and 
14.97% and 17.48% in the testing phase. By including DOY as 
model input, modeling performances dramatically improved 
(Table 2), which indicates that the seasonal component DOY 
plays an important role for RWT forecasting. For the Donja 

Mrežnica River, the ANFIS2 model decreased the RMSE and 
MAE values of ANFIS1 by 18.58% and 23.00% in the training 
phase, and 21.30% and 25.64% in the testing phase. Generally, 
the two models performed well for RWT predictions. For mod-
el version 3, in the testing phase, R and d values varied between 
0.907 and 0.978, and 0.951 and 0.989 respectively, and RMSE 
and MAE values ranged from 0.872 to 1.793ºC, and 0.627 to 
1.435ºC. The modeling performances are comparable with that 
for the two river stations in the Drava River that had RMSE 
varying between 1.227 and 1.69ºC (Zhu et al., 2019). Fig. 7 
shows the variation of annual RMSE values (MLPNN3) for the 
whole modeling period in each river, which indicates that the 
annual RMSE values varied between years. The averaged 
RMSE values for the studied time periods were 1.077, 1.419, 
1.285, 1.356, 1.583 and 0.794ºC for the Čabranka, Donja  
 
 
 
 
 
 
 
 
 
 
 

1

2

3

4

5

6

y = -0.0204x + 15.563
R² = 0.8017

6

7

8

9

10

11

12

13

14

100 150 200 250 300 350 400

R
iv

er
 te

m
oe

ra
tu

re
 (

°C
)

Station elevation (m a.s.l.)

Bereitgestellt von  University Library Bratislava | Heruntergeladen  31.01.20 12:22   UTC



Senlin Zhu, Ognjen Bonacci, Dijana Oskoruš, Marijana Hadzima-Nyarko, Shiqiang Wu 

310 

 

 

 

 
 

Fig. 6. Climatological (reference) year for the six rivers: (a) Čabranka, (b) Donja Dobra, (c) Donja Mrežnica, (d) Gornja Dobra, (e) Korana, 
(f) Slunjčica. 

 

 
Fig. 7. Variation of annual RMSE values for the MLPNN3 models. 

 
Dobra, Donja Mrežnica, Gornja Dobra, Korana, and Slunjčica 
respectively. The RMSE values compare reasonably with that 
in Jackson et al. (2018) (1.57ºC) and Sohrabi et al. (2017) 
(1.25ºC), and far better than that of Temizyurek and Dadaser-
Celik (2018) (2.10–2.64ºC). Fig. 8 presents the modeling per-
formances of the MLPNN3 for the climatological year at the six 
river stations. As is shown, the MLPNN3 model can well re-
produce the seasonal dynamics of RWT in each river. The 
further test of modeling methods used in our previous research 
(Zhu et al., 2019) indicate that the models can be successfully 
applied for RWT forecasting for rivers characterized by differ-
ent hydrological conditions. The models can be further coupled 
with regional climate models for future projections of RWT in 
the Kupa River watershed, which can help to inform water 
resources management in Croatia. 

CONCLUSIONS 
 
In this study, long term changes of RWT from six river sta-

tions in Kupa River watershed, Croatia were investigated. Re-
sults showed that RWT in the six studied river stations in-
creased about 0.0232–0.0796ºC per year with an increasing 
trend of air temperatures of 0.0449ºC year–1, indicating an 
apparent warming trend. The results are comparable with long 
term observations for rivers in other regions (China, USA and 
Europe etc.). With an increase of 0.94ºC for air temperature, the 
annual mean of RWT increased about 0.146–1.287ºC in the two 
sub-periods (1996–2000 and 2011–2015). Results for different 
seasonal quarters revealed that temperature rises during the two 
sub-periods have not been constant for different periods of the 
year, and the contrasts between stations regarding temperature 
increases vary seasonally. In addition, MLPNN and ANFIS 
models were developed to predict daily RWT, using Ta, Q and 
DOY as model inputs. Results showed that compared to the 
model version 1 with Ta only, adding Q better explained tem-
poral variations of daily RWT. Using the three inputs as predic-
tors (Ta, Q and the DOY) yielded the best accuracy among all 
the developed models. RMSE and MAE values ranged from 
0.872 to 1.793ºC, and 0.627 to 1.435ºC respectively in the 
testing phase. Modeling results indicate that the developed 
models can well reproduce the seasonal dynamics of RWT. For 
further research, the models can be coupled with regional cli-
mate models for future projections of RWT. 
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Table 2. Performances of different models in modelling water temperature (Tw °C) for the studied rivers in the Kupa River watershed. 
 

River name Model version Training   Testing  
 R d RMSE (°C) MAE (°C) R d RMSE (°C) MAE (°C) 

Čabranka 

MLPNN3 0.956 0.977 0.986 0.774 0.941 0.970 1.262 0.979 
MLPNN2 0.916 0.955 1.342 1.037 0.908 0.953 1.585 1.242 
MLPNN1 0.882 0.934 1.576 1.261 0.884 0.937 1.715 1.370 
ANFIS3 0.954 0.976 1.005 0.787 0.943 0.971 1.233 0.965 
ANFIS2 0.918 0.956 1.330 1.020 0.908 0.953 1.571 1.230 
ANFIS1 0.882 0.934 1.577 1.261 0.887 0.938 1.699 1.361 

Donja Dobra 

MLPNN3 0.972 0.986 1.406 1.047 0.964 0.982 1.460 1.083 
MLPNN2 0.935 0.966 2.118 1.545 0.919 0.957 2.167 1.619 
MLPNN1 0.890 0.939 2.724 2.061 0.874 0.931 2.659 2.040 
ANFIS3 0.972 0.985 1.416 1.056 0.963 0.981 1.469 1.088 
ANFIS2 0.935 0.966 2.117 1.544 0.918 0.956 2.174 1.630 
ANFIS1 0.891 0.940 2.721 2.060 0.873 0.930 2.673 2.048 

Donja Mrežnica MLPNN3 0.980 0.990 1.274 0.990 0.978 0.989 1.334 1.040 
MLPNN2 0.923 0.959 2.479 1.828 0.923 0.959 2.450 1.801 
MLPNN1 0.882 0.934 3.042 2.374 0.873 0.930 3.115 2.417 
ANFIS3 0.980 0.990 1.297 1.002 0.978 0.989 1.334 1.034 
ANFIS2 0.923 0.959 2.476 1.828 0.923 0.959 2.453 1.798 
ANFIS1 0.882 0.934 3.041 2.374 0.873 0.930 3.117 2.418 

Gornja Dobra MLPNN3 0.919 0.956 1.225 0.925 0.907 0.951 1.724 1.361 
MLPNN2 0.852 0.915 1.630 1.200 0.823 0.901 2.323 1.838 
MLPNN1 0.839 0.906 1.693 1.265 0.794 0.884 2.492 1.874 
ANFIS3 0.916 0.954 1.251 0.948 0.907 0.951 1.716 1.377 
ANFIS2 0.852 0.915 1.630 1.198 0.824 0.902 2.316 1.830 
ANFIS1 0.838 0.906 1.696 1.267 0.814 0.894 2.364 1.858 

Korana 

MLPNN3 0.975 0.987 1.552 1.222 0.969 0.982 1.763 1.408 
MLPNN2 0.932 0.964 2.537 1.933 0.917 0.950 2.831 2.227 
MLPNN1 0.915 0.954 2.823 2.175 0.904 0.949 2.960 2.322 
ANFIS3 0.974 0.986 1.603 1.258 0.968 0.982 1.793 1.435 
ANFIS2 0.933 0.964 2.530 1.933 0.917 0.951 2.823 2.200 
ANFIS1 0.915 0.954 2.823 2.175 0.904 0.949 2.961 2.324 

Slunjčica 

MLPNN3 0.952 0.975 0.767 0.580 0.938 0.956 0.882 0.655 
MLPNN2 0.922 0.958 0.967 0.715 0.909 0.939 1.028 0.765 
MLPNN1 0.853 0.915 1.305 0.979 0.851 0.920 1.209 0.927 
ANFIS3 0.951 0.974 0.771 0.582 0.939 0.957 0.872 0.627 
ANFIS2 0.922 0.958 0.965 0.715 0.909 0.939 1.024 0.764 
ANFIS1 0.853 0.915 1.305 0.978 0.852 0.920 1.208 0.926 

 
 
 
 
 
 
 
 
 
 
 
 

 

 

 
 

Fig. 8. Modeling performances of the MLPNN3 for the climatological year at the six rivers: (a) Čabranka, (b) Donja Dobra, (c) Donja 
Mrežnica, (d) Gornja Dobra, (e) Korana, and (f) Slunjčica. 
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Abstract: The design and evaluation of algorithms for adaptive stochastic control of reservoir function of the water  
reservoir using artificial intelligence methods (learning fuzzy model and neural networks) are described in this article. 
This procedure was tested on an artificial reservoir. Reservoir parameters have been designed to cause critical disturb-
ances during the control process, and therefore the influences of control algorithms can be demonstrated in the course of 
controlled outflow of water from the reservoir. The results of the stochastic adaptive models were compared. Further, 
stochastic model results were compared with a resultant course of management obtained using the method of classical 
optimisation (differential evolution), which used stochastic forecast data from real series (100% forecast). Finally, the re-
sults of the dispatcher graph and adaptive stochastic control were compared. Achieved results of adaptive stochastic 
management provide inspiration for continuing research in the field. 
 
Keywords: Stochastic; Artificial intelligence; Storage function; Optimisation. 

 
INTRODUCTION 
 

Water shortage problems have begun to appear in the whole 
of the Czech Republic (Crhová et al., 2019). Water shortage 
manifests from the prolonging and deepening of dry seasons. 
This reality leads to growing tension between capacity of water 
resources and water user demand. Many problems with water 
demand occurred in 2015, 2016 and 2018. Long-term average 
flow Qa is decreasing due to lower values of flow in river net-
works and prolonging of the dry season, because the low flow 
rates will not be able to sufficiently dilute the pollutants enter-
ing into them.  

Assumed future values could decrease to 0.8 Qa or even low-
er values (Kašpárek, 2005). This decrease will not only impact 
water supply, but it could even influence quality of water. Some 
rivers can be transformed to drains in the worst scenario, be-
cause the low flow rates will not be able to sufficiently dilute 
the pollutants entering into them. If new large water reservoirs 
were built, it would lead to an improvement of the current 
situation. But construction of new large water reservoirs is 
complicated nowadays. Therefore, optimised current manage-
ment of reservoirs is required. 

Controlling the outflow of water from the reservoir will be 
understood in the following text as a strategic management of 
storage function of the reservoir using monthly time steps. 
Reservoir control is the management of an isolated reservoir 
with a single inflow of water and one regulated flow. 

At the level of average monthly flows, water flows in 
streams can be considered as random (stochastic) processes 
(sequences) for which their future values cannot be accurately 
determined (Hirsh, 1979; Svanidze, 1961). Probability of their 
future occurrence can be estimated. Therefore, it is a great 
simplification to predict their values deterministically. Howev-
er, a deterministic prediction of a random process can be bur-
dened with a major error, and its use for system control can be 
misleading. This problem should be approached stochastically, 
at least to quantify the range of their possible occurrence with a 
certain probability distribution. A range of possible occurrences 
increases with increasing prediction length. 

It follows from the previous paragraph that, when using only 
one value (deterministic control), there is a significant simplifi-
cation of the problem, loss of management accuracy or mistak-
en assessment of the situation (values of real inflow to reservoir 
may differ significantly from what was assumed). On the other 
hand, stochastic control allows us to work with a certain scatter 
of values of controlled outflows (with a given probability dis-
tribution). Proper risk assessment and grasping of the options 
offered by the approach is able to significantly reduce failure 
risk of the managed reservoir’s supply function. A range of 
controlled outflows will therefore provide us with a choice of 
managed outflow based on the probability of overtaking. There-
fore, it is desirable to shift from a deterministic control to a 
stochastic one. 

 
METHODS 

 
Managing the storage function of the reservoir in an adaptive 

way (one of the methods of artificial intelligence) allows the 
problem of controlling the storage function of the reservoir, 
with a consideration of stochastic flow forecasting, to be very 
well described. In the transition from deterministic to stochastic 
control of outflows in adaptive management, use of models 
based on the Monte Carlo method is offered. The principle of 
the Monte Carlo method is applied in constructing forecasts 
that are extrapolations of historically measured flow lines to 
which a random component is repeatedly added. In this way, a 
fan of possible future combinations of water inflows into the 
reservoir is created. Use of optimisation algorithms to control 
outflow of water from a reservoir brings the problem of com-
puter performance limitations (high machine time requirements 
for calculation). For a reasonable evaluation of repeated ran-
dom states, at least 300 repetitions of the calculation are re-
quired. Stochastic adaptive control will be understood in the 
following text as a control of storage function of reservoir, in 
which future controlled outflows are calculated from actual 
value of storage volume and the spectrum of random generated 
inflows of given length (number of members of the series of 
forecasted average flows). Therefore, for each forecast the  
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Fig. 1. Schema of main algorithm. 

 
optimal course of controlled outflow is repeatedly sought. Con-
trolled outflow values are then processed into an exceedance 
curve, and a controlled outflow value with a specified probabil-
ity of exceedance is used for control. Simplified schema of the 
main process is in Figure 1. 

If the reservoir fill volume values are considered based on 
actual measured values and inflow forecasts based on the 
measured data, control algorithms described in the article can 
be used for operational control of the reservoir's storage func-
tion in real time. 

Here, the Differential Evolution method DE as an optimiza-
tion method for controlling was chosen (Price et al., 2005; 
Storn and Price, 1997), and the DE method search area of ac-
ceptable solutions Ω, with a number of dimensions equal to 
number of forecasted members in forecasted inflow line, was 
used. The DE method quantifies a series of outflows of water 
from the reservoir for specified initial volume of water in the 
reservoir and predicted water inflows into the reservoir during 
the solving period. The optimisation criterion is the sum of 
differences of second powers between target (improved) aver-
age monthly water outflow from the reservoir Op and a series of 
controlled average monthly outflows of water from reservoir O 
which is minimized: 

 
 

 

(1) 
 
 

 

where OP is value of the target outflow (mean monthly im-
proved outflow), Oj is value of the calculated controlled aver-
age monthly outflow, N is number of months, j is number of 
months and π is value of the critical function. 

The choice of this criterion implicitly introduces long and 
shallow disturbances in the malfunctioning fault periods (which 
is desirable) in an effort to avoid short deep failures that are 
problematic from the point of view of reservoir management. 

The disadvantage of this control method using the DE opti-
misation method is the large machine demands for calculation. 
It is possible to use Artificial Intelligence (UI) methods, which 
are capable of replacing the DE method with a certain loss of 
accuracy. 

From Artificial Intelligence Methods, a learning fuzzy mod-
el of the Mamdani type (Sugeno, 1977; Tagaki and Sugeno, 
1985) was chosen and a neural network containing a three-layer 
perceptron network (Caudill and Butler, 1992) was selected. UI 
methods are very well described (Donald et al., 1994). Model 
schemes are shown in Figures 2 and 3. The learned fuzzy model 
uses the step-by-step aggregation of inputs described (Janál and 
Starý, 2009; Janál and Starý, 2012), which allows easy creation 
of a matrix of rules for fuzzy models with more than two inputs. 

For this purpose, the DE method was used in advance to 
construct a matrix of target behaviour patterns of the controlled 
reservoir (training matrix). It then served to train the learning 
system, i.e. to find a generalised relationship between the status 
of the reservoir and the used controlled outflow. The state of 
the reservoir is described by its immediate filling and the pre-
dicted monthly inflow vector. 

When using the basic equation of the reservoir in differential 
shape, the relation between the average monthly inflows Qτ and 
the average monthly outflows Oτ and the volume of the water in 
the tank at the beginning of the time step Vτ-1 and the volume at 
the end of the time step Vτ is given in the time step τ with dura-
tion Δt by relationship (2)  

 
1V VQ O

t

τ τ
τ τ

−−− =
Δ

  (2) 

 
For the time step τ = 1, V0 is the initial condition. The mem-

bers of the series Oτ for τ = 1, 2, ..., N can acquire infinitely 
many values that depend on the filling reservoir and how to 
control outflow of water from the reservoir. 

 
 

( )2

1

,
N

P j
j

O O MIN
=

 
 π = − →
 
 


Bereitgestellt von  University Library Bratislava | Heruntergeladen  31.01.20 12:22   UTC



Tomas Kozel, Milos Stary 

316 

  

 
Fig. 2. Schema of learned fuzzy model SA for forecast with length N. 
 

 
Fig. 3. Schema of trained NS model for forecast with length N. 

 
For the control algorithm alone, Q series (boundary condi-

tions) is replaced by a series of forecast Qp (inflow forecasting 
vector) for each solution of task in relation (2) at each step and 
adaptive recurrent control is performed for all time steps τ. The 
initial volume of water in reservoir V0 is replaced by volume 
obtained in the real-time operation. For simulation of control, 
V0 for repeated calculation is replaced by V1 of the previous 
calculation. 

If the value of τ > 1 is the initial condition, Vτ-1 for each 
additional time step τ is calculated according to Equation (2) in 
which the predicted value is used instead of real inflow value, 
which is considered to be a real value for calculation, and the 
value of the outflow is calculated from the previous time step. 
Before starting the next calculation step, it is necessary to 
calculate actual value of the storage volume according to 
Equation (2). The outflow of the water from the reservoir, 
which is controlled to Op (target outflow) value, can take values 
from the interval (0, Op >. If the capacity of the reservoir 
volume is unable to absorb excess water, the outflow of water 
from reservoir may be higher than Op. If the controlled outflow 
values discharged from the reservoir are lower than Op, a fault 
occurs. The aim of the algorithm is to perform a control in 
which the value of the π criterion is minimised according to 
Equation (1). 

Forecasts are generated by the hybrid zonal model described 
(Kozel and Starý, 2016). In the following text, the forecasting 
model is only briefly indicated. The forecasting model is a 
combination of the linear autoregression model described, for 
example, by Brockwell and Davis (1991) and the zonal model 
described by Marton et al., 2015. Average monthly flows of 
historical series are sorted from the smallest to the largest by 

month with the last measured flow and divided into a predeter-
mined number of zones. Average monthly flows of the real 
flow line in the given zone and their subsequent course (the 
length is determined by length of the flow forecast) form the 
working area of flows (zones). Other historical flows of the real 
flow line are not used for forecasts. The modified zonal model 
differs by applying a linear autoregressive model to the selected 
zone. Historically, measured flows are converted to the level Z 
(standard normal distribution), so the first data is deprived of 
asymmetry by the Box-Cox equation (level Y, assumption of 
the normalised distribution) (Box and Cox, 1964) and subse-
quently transformed to level Z by standard transformation rela-
tionships between normal and normal standard divisions. The 
zone is determined for the working month according to the 
latest measured flow. The correlation matrix, which is the basic 
input for Yule-Walker equations (Yule, 1927; Walker, 1931), is 
calculated only from historically measured flows occurring in 
the assigned zone. For the rest of the data, the model does not 
have access to the correlation matrix. From the assembled 
correlation matrix, using the Yule-Walker equations, regression 
coefficients and Qp predictions are calculated for a given peri-
od. When applying a forecasting model, simplistic assumptions 
have been introduced so that average monthly inflow to the 
reservoir is considered a random process. 

During construction of artificial flow generators, the uncer-
tainty of flow measurement in the measurement station profile 
was neglected. To simplify the task, the uncertainties of input 
data as well as water losses associated with the reservoir opera-
tion were neglected. 

All of these algorithms have been programmed in the Matlab 
software environment. 
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APPLICATION 
 

 
 
Fig. 4. Location of measured profile Bílovice nad Svitavou. 

 
Stochastic control was applied to a fictitious water tank de-

signed for this purpose in the measuring profile of Bílovice nad 
Svitavou. Figure 4 shows the position of the profile. The profile 
was chosen due to availability of data at the workplace and a 
long series of real average monthly flows that is very little 
influenced by management of the large water reservoir located 
at the top of the river basin. Reservoir parameters and target 
outflow are designed to cause sufficiently long and deep fail-
ures during its management, allowing the methods used to 
control its storage function to demonstrate their effectiveness. 
The storage volume was set at 51 811 000 m3 and the target 
outflow from the reservoir Op at a constant value of 4.25 m3/s. 

An 89-year long series of average monthly flows (from 1921 
to 2009) was used for construction and subsequent validation of 
the forecasting model of water inflow into the reservoir. The 
series was made by measuring the profile of Bílovice nad 
Svitavou, located on the Svitavy river. The series was divided 
into two parts. The first 75 years were used to calibrate fore-
casting models (modules) and were used for model validation 
for the last 14 years. Flows in each month have different proba-
bility distributions, so their transformation has been trans-
formed into a single distribution (normalised normal distribu-
tion). There were 12 transformational relationships. The trans-
formation itself was described in the previous text. 

For the construction of the target matrix TM, the period 
1981–1995 was chosen and the years 1996–2009 were used as 
the validation period. The TM construction period was selected 
in view of increased occurrence of drought periods, which are 
problematic from the point of view of the storage function of 
reservoir management. If an entire real series (outside the vali-
dation period) is selected for the TM construct, the TM would 
contain a large amount of data which is not problematic from 
the point of view of storage function, and would obscure the 
relationship between inputs and outputs. The TM was created 
from results of the DE method which used real-time series 
segment (100% forecast). For each forecasting length (number 
of forward months to be driven) 1 to 12, TM was compiled. For 
the training of models based on NS neural networks, the back-
ward propagation method was used and fuzzy C-means meth-
ods (Bezdec, 1981) were used to learn the fuzzy model for a 
pre-assembled matrix of rules. 

After calibration of both models based on the UI methods  
 

(fuzzy model SA, a model containing the NS neural network) 
validation was made, where progressive slides from the real 
flow line (100% forecast) were used instead of average monthly 
flow forecasts. In this way, the maximum achievable effects of 
management using UI methods were determined. The results 
for the SA model are shown in Figure 5 (prediction length is 6 
months). There is a certain loss of accuracy over the DE meth-
od shown in Figure 5 which consists of three graphs. The first 
contains the average monthly inflows for the validation period. 
The other two charts show the course of controlled volumes 
(middle chart) and controlled outflow for the SA model and DE 
method for the same period. 

After learning the SA and NS control models, they were ap-
plied in the validation period using stochastic predictions of 
water inflows into the reservoir. As inputs to the models, the 
volume of water in the reservoir at the start of the solution has 
always been used for each predicted period and a set of corre-
sponding forecasted vectors (created by the hybrid zonal mod-
el). For each predicted period, 1000 prediction vectors were 
always created. After the model provided control for all predic-
tions, an empirical overflow line was constructed for the first 
controlled outflow of water from the reservoir by Čegodajev 
formula (Keylock, 2012). The overflow line was further 
smoothed out by polynomial using the built-in function of 
program matlab pchip (Kahaner et al., 1988). Then, the value of 
the controlled outflow that was applied for the first step was 
deducted for the chosen probability of the exceedance. The 
above procedure was applied for given probability of overrun at 
all time steps of the validation period of successive validation. 
In the first phase of validation, a probability of exceedance of 
outflow P was maintained at all times. In order to test sensitivi-
ty of the achieved effects arising out of control, depending on 
probability of exceeding, the value gradually changed. The 
elected P values were 99.9, 99, 95, 90, ..., 5, 1. 

The EA model was the first to be applied. The results show 
that the model is not capable of managing a malfunction and 
generates a very short but deep fault. That is why correction 
was introduced in the application of controlled outflows. The 
correction consisted in averaging calculated controlled flow 
value with its previous realisations (idea taken from the conju-
gate gradient method). After the correction was introduced, the 
results improved significantly. 
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Fig. 5. Results of chosen models (for 100% forecast). 

 

 
Fig. 6. Results of chosen models. 

 
Additionally, the SA and NS models were applied. Both 

models again use described correction. After the correction was 
introduced, the results of both UI models resembled the results 
provided by the EA model. Selected results of models are plot-
ted in Figure 6; the horizontal axis shows time in months and 
the vertical axis shows the average monthly discharge control 
water in the tank in m3/s. The following figures always show 
the best course for the model achieved for the chosen probabil-
ity of exceeding P. 

It can be seen from Figure 6 that all the used control models 
give a similar course of controlled outflows. Therefore, other 
criteria were introduced to assess success. Figure 6 shows the 
results of the individual models and also draws the course ob-
tained by the EA model, which used the real-time series seg-
ment as forecast (100% forecast). These results (course) will be 
referred to as an ideal course in the following text. The criterion 
E was the sum of the second powers of differences between 
controlled outflow provided by stochastic control using sto-
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chastic inflow forecasts and the value of the target outflow. 
This is the application of the relationship (1) over the entire 
validation period. The second criterion was the sum of the 
undelivered water flow rate Er [m3/s]. The resulting values of 1 
and 2 are shown in Table 1. In Table 1 the values for Criteria 1 
and 2 (E and Er) are given for the individual methods used for 
control. 

Table 1 shows that for the criterion 1, better results were 
achieved by the SA model than the ideal course (EA model 
with 100% predictions). According to criterion 2, the best result 
was the ideal management.  

During the validation of the model, the total number of fore-
casts used and their influence on control were also tested. If the 
total forecasts were less than 400, there were significant differ-
ences between different control patterns for generated forecasts. 
For a total number of 500 or more forecasts, individual courses 
of controlled outflows for repeated generated predictions varied 
only slightly. 

Furthermore, in the second phase of validation, the changes 
of values P (P95 and P60 quantile) during the management 
process were tested. Selecting P leads to change of strength 
management (reduction of controlled outflow at a time when 
enough water is in the reservoir is unnecessary). If the volume 
of water in the reservoir drops below 0.6 from storage volume, 
the value P changes from P60 to P95 and vice versa. The com-
bination above illustrates the possibility of using a fan of possi-
ble values that provide stochastic control. The resulting process 
was then compared to the results of the first validation phase.  

The comparison between the results of the SA model is 
shown in Figure 7. 

Furthermore, a comparison was made between the results of 
the ideal course and the results provided by the stochastic con-
trol of the SA model using the combination P and the stochastic 
prediction. The results are shown in Figure 7. Finally, a com-
parison of the method of adaptive stochastic control (model SA 
with correction) with the method of dispatcher graphs, which is  
 
 

Table 1. Values of criteria for chosen results. 
 

Model/criterium E [m3/s]2 Er [m3/s] 
SA P95 23.8 39.8 
NS P85 25.6 37.9 
EA P95 28.6 41.6 
DG 50.5 46.5 
EA 100% forecast 24.6 28.6 
SA 100% forecast 24.4 40.1 
SA combination 
P95+P60 

21.6 33.7 

 
shown in Figure 8, was performed. The dispatcher charts were 
designed as zonal (five zones) according to the method men-
tioned (Broža, 1981). 
 
DISCUSSION AND CONCLUSION 

 
Stochastic adaptive control is an appropriate method for con-

trolling the storage function of a large open reservoir. In partic-
ular, its contribution to suppressing the influence of uncertain-
ties in development of future trends of water inflow into the 
reservoir can be expected. It is to be expected that future cli-
mate change and subsequent flow changes will not work well 
with the commonly used dispatching graph (DG) methods.  

Future changes occurring in flow lines are not contained in 
existing historical flow lines from which DG are constructed. 
On the other hand, the stochastic adaptive control described is 
able to capture high diversity and variability of future inflows. 
The strong aspect of the processed algorithms is primarily 
generalization of input/output relationships contained in the 
matrix of patterns that implicitly carry artificial intelligence 
methods (learning fuzzy models, neural networks). Adaptive 
stochastic control is able to capture future climate change if the 
adaptive principle is applied to the target behaviour matrix and 
construction of forecast generation. 

 
 
 
 
 
 
 

 
 

Fig. 7. Results of chosen models. 
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Fig. 8. Results of chosen models. 
 
 

 
The initially poor EA results were attributed to the optimiza-

tion that used the entire volume of water in the reservoir, in-
cluding forecasted inflow values. This property led to lower 
values of P for emptying storage volume of the reservoir in 
longer dry periods. Applying the described correction has made 
it possible to overcome this deficiency. The correction used has 
proven to be very effective and desirable. The results of the SA 
model were even better than the ideal course for criterion E. A 
better result can be attributed to generalizing capabilities of the 
learned fuzzy model. 

From the results obtained (see Table 1 and Figure 6), after 
introduction of the correction, SA and NS models are able to 
replace the EA optimization model, with a significant shorten-
ing of calculation time. The calculation time EA needed was 
about 7 hours for one P value. Model SA needed only 15 
minutes for the same calculation and the NS model needed 
about 16 minutes. During stochastic control, the suitability of 
using parallel computations in clusters (EA model), which are 
able to significantly speed up often very time-consuming opera-
tions, has been proven. When using a cluster (6 PC, AMD 
Phenom X4 9550, 4 cores), the time required to calculate, from 
7 hours to 25 minutes, has been shortened to 45 minutes. The 
use of the cluster opens up possibilities for using methods that 
would otherwise be inappropriate for their time-consuming 
performance. The cluster price may be considerably lower than 
the cost of a powerful computing centre, as clusters can be built 
from older PCs. 

The benefit of stochastic adaptive control over use of DG is 
excellent in the multi-annual management of water outflow 
from the reservoir where use of DG is problematic. The method 
of adaptive stochastic control is suitable for multi-year man-
agement and, on the basis of the results obtained, it is able to 
successfully manage the outflow of the water in the reservoir in 
short and long drought seasons with suitably adjusted strength 
of control. 

In the work, a suitable probability of exceeding outflow (the 
appropriate quantity) was searched for each model. The results 
showed that the models provided very good results for P85 to 

P95. Higher probabilities of exceedance represent higher 
strength of control used. If higher probabilities of exceedance 
are used for choosing the controlled outflow, the corresponding 
value of controlled outflow is given from exceeding curve 
(Higher value of P corresponding with lower values of con-
trolled outflow). It cannot be forgotten that the results depend 
on the total number and length of the forecast. For most mod-
els, the best results were achieved for a forecasting period of six 
months and a value of 3 for the correction. At the value of three 
for the correction, the calculated controlled outflow is averaged 
with the two previously controlled water outflows that were 
used to control two previous time steps. When replacing predic-
tions with real inflows from the real flow line (when testing 
models), a longer series of average monthly flows is of course a 
benefit. Using stochastic predictions, the extension of a range 
of predicted inflow lines is beneficial only to a certain length, 
then increasing forecast length acts counterproductively as the 
forecast becomes largely inaccurate. 

Additionally, a suitable number of forecasts vectors was 
tested. Tests have shown that it is appropriate to use at least 500 
forecast vectors so that the course of controlled outflows does 
not vary significantly with repeated generated forecasts. A 
higher number of forecasts generated did not lead to a signifi-
cant increase in the effects of management. 

The method described above is applicable to any reservoir 
with a storage function. Some reservoirs in the world must 
work with a very high state of stress between inflows and con-
trolled outflows. In general, the situation in the Czech Republic 
is different and the operation of the reservoirs is safe. The stor-
age volume of reservoirs was designed for very high security. 
In operating anomalies or large changes in climate development 
and increasing demand for water supply, we can expect an 
increase and a higher frequency of disturbances and the meth-
ods described may be used. 

In conclusion, the results provided by the adaptive stochastic 
control of the storage function of the reservoir were sufficiently 
positive to justify further examination. 
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Abstract: Shallow-water models are standard for simulating flow in river systems during floods, including in the near-
field of sudden changes in the topography, where vertical flow contraction occurs such as in case of channel overbank-
ing, side spillways or levee overtopping. In the case of stagnant inundation and for frontal flow, the flow configurations 
are close to the flow over a broad-crested weir with the trapezoidal profile in the flow direction (i.e. inclined upstream 
and downstream slopes). In this study, results of shallow-water numerical modelling were compared with seven sets of 
previous experimental observations of flow over a frontal broad-crested weir, to assess the effect of vertical contraction 
and surface roughness on the accuracy of the computational results. Three different upstream slopes of the broad-crested 
weir (V:H = 1:Z1 = 1:1, 1:2, 1:3) and three roughness scenarios were tested. The results indicate that, for smooth surface, 
numerical simulations overestimate by about 2 to 5% the weir discharge coefficient. In case of a rough surface, the dif-
ference between computations and observations reach up to 10%, for high relative roughness. When taking into account 
mentioned the differences, the shallow-water model may be applied for a range of engineering purposes. 
 
Keywords: Discharge coefficient; Frontal broad-crested weir; Shallow flow modelling; Rough weir crest. 

 
INTRODUCTION 
 

The hydraulics of trapezoidal broad-crested weirs (i.e. with 
inclined upstream and downstream slopes) is of high engineer-
ing relevance. Trapezoidal broad-crested weirs are not only 
common hydraulic engineering structures (hydropower, dis-
charge measurement, etc.) but topographic features similar to 
both frontal, side or oblique broad-crested weirs are also ob-
served in diverse flow configurations, such as in case of chan-
nel overbanking or when dikes (or levees) are overtopped  
during flood events (Fig. 1). 
 

 
 

Fig. 1. Levee overtopping, to some extent similar to the flow over a 
broad-crested weir. 
 

The hydraulics of broad-crested weirs was investigated in 
many experimental studies, such as Felder and Chanson (2012), 
Goodarzi et al. (2012), Haddadi and Rahimpour (2012), Hager 

and Schwalt (1994), Madadi, et al. (2013, 2014). Several of 
these studies highlighted the considerable influence of the weir 
upstream slope on the discharge coefficient. As summarized in 
Table 1, existing research covers a range of values of the weir 
upstream slope. For embankment weirs with equal upstream 
and downstream slopes of V:H = 1:2, Fritz and Hager (1998) 
determined the discharge coefficient as a function of the rela-
tive crest length, considering multiple crest configurations 
including the case of the broad-crested weir. Major (2013) 
evaluated the discharge coefficient for an upstream slope of 
V:H = 1:1. Sargison and Percy (2009) and Goodarzi et al. 
(2012) provide discharge coefficient values for smooth trape-
zoidal broad-crested weirs with various upstream and down-
stream slopes. Similarly, values of the discharge coefficient 
derived from extensive research are summarized in the interna-
tional standard for discharge measurement ISO 4362 (1999). 
Tokyay and Altan-Sakarya (2011) analyzed the local head loss 
at positive and negative steps considering either an abrupt step 
or a V:H = 1:1 slope. They related the local head loss to the 
Froude number and the relative step height. Madadi et al. 
(2014) identified increased discharge coefficient up to 10% 
with decreasing the upstream face slope from 90o to 21o. 

Pařílková et al. (2012) investigated experimentally the influ-
ence of the weir surface roughness on the discharge coefficient. 
For vegetated weir surface conventional flow resistance equa-
tions may also be used (Gualtieri et al., 2018). 

Computational predictions of the flow profiles and dis-
charge coefficient for overflooded obstacles and broad-crested 
weirs can be obtained using three-dimensional or vertical-two-
dimensional models (Velísková et al., 2018). These models are 
based either on Eulerian methods (Hargreaves et al., 2007; 
Haun et al., 2011; Kirkgoz et al., 2008; Sarker and Rhodes 
2004) or on meshless techniques (Xu and Jin, 2017). Depth-
averaged models have also been developed to account for the 
strong vertical flow contraction at broad-crested weirs and the 
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Table 1. Selected experimental research on flow over broad-crested 
weirs, with various upstream slopes (V:H = 1:Z1, see Fig. 2). 
 

Upstream slope Z1 Z1 = 1 Z1 = 2 Z1 = 3 
Fritz and Hager (1998)    
ISO 4362 (1999)    
Zerihun and Fenton (2007)    
Sargison and Percy (2009)    
Tokyay and Altan-Sakarya (2011)    
Goodarzi et al. (2012)    
Major (2013)    

 
resulting non-hydrostatic effects, leading to a good agreement 
between the numerical results and experimental observations 
(Darvishi et al., 2017). For a range of research applications, 
similar models were used successfully for reproducing the 
hydraulics of embankment breaching (Cantero-Chinchilla et al., 
2018; Castro-Orgaz and Hager, 2013). 

As shown in Fig. 1, flow conditions similar to flow over 
broad-crested weirs are also observed in multiple situations, 
such as in inundation flow, for which standard shallow-water 
models are routinely applied (Gallegos et al. 2009; Horritt and 
Bates, 2001). In principle, shallow-water flow models fail to 
reproduce flow processes at vertical flow contractions, which 
may lead to errors in the numerical estimation of the overflow-
ing discharge or the upstream head. Nonetheless, no systematic 
quantification of this error exists so far for various upstream 
and downstream weir slopes, weir roughness and a broad range 
of discharges. The objective of the present paper is to fill this 
gap by assessing systematically the performance of an opera-
tional shallow-water flow model applied to the computation of 
trapezoidal broad-crested weir flow with three different up-
stream slopes, 8 flow discharges and 3 weir roughness scenari-
os. The computational results are compared against existing 
experimental datasets (Fritz and Hager, 1998; Goodarzi et al., 
2012; Major, 2013; Sargison and Percy, 2009; Tokyay and 
Altan-Sakarya, 2011; Zerihun and Fenton, 2007) and standards 
(ISO 4362, 1999). Madadi et al. (2014) tested different up-
stream slopes (V:H = 1:0, 1:0.29, 1:0.73, 1:1.19, 1:2.61). 
Therefore their experimentally determined discharge coeffi-
cients were interpolated for the slopes V:H = 1:1 and 1:2 and 
then compared against numerical results. 
 
METHODS 

 
In total 66 numerical simulations were conducted to com-

pare computed values of the discharge coefficient CD to exist-
ing experimental data and to a standard. 
 
Numerical simulations 

 
We used the numerical model WOLF developed at the Uni- 

 

versity of Liege and routinely applied for research and engi-
neering purposes (e.g., Stilmant et al., 2018). It solves the shal-
low-water equations, written in conservative form, by means of 
a finite volume scheme with a flux-vector splitting developed 
in-house, which is well-balanced with respect to the discretiza-
tion of the pressure and bottom slope terms (Erpicum et al., 
2010). The time integration is performed using a 2-step Runge–
Kutta algorithm and a semi-implicit treatment of the bottom 
friction term is used. The time step is adaptive and computed 
based on the Courant–Friedrichs–Lewy (CFL) stability criteri-
on, with a CFL number equal to 0.25. It takes values of the 
order of 10−3 s. More details on the model equations and nu-
merical scheme are presented by Erpicum et al. (2010). 

The computational domain represents a channel, with a hori-
zontal bottom, in which various trapezoidal broad-crested weir 
geometries are inserted. It was discretized using a regular grid 
with spacing Δx = 0.01 m. Since we consider frontal flow with 
respect to the weir (no crosswise velocity), the width of the 
computational domain was limited to a single cell (of width  
Δy = 0.01 m); but no lateral friction was imposed. This corre-
sponds to a vertical “slice” in a very wide channel. 

The geometry of the trapezoidal broad-crested weir is 
sketched in Fig. 2. The numerical simulations were performed for 
an upstream weir height P = 0.5 m and a crest width t = 0.5 m. 
The upstream and downstream slopes (1:Z1 and 1:Z2) were varied 
between 1:1 and 1:3. With the considered grid spacing  
Δx = 0.01 m, all weir edges were exactly fitting the weir  
geometry. 

The upstream boundary condition for the simulations was a 
prescribed specific discharge q at the entrance cross-section, 
distant 8.5 m from the upstream crest edge. The downstream 
end of the computational domain corresponds to the toe of the 
downstream slope, where free outflow was prescribed as down-
stream boundary condition. As the flow regime changes from 
subcritical to supercritical approximately at the downstream 
crest edge of the weir, this boundary is not modified when the 
weir geometry is varied. The side walls were considered as 
smooth impermeable boundaries. 

Computations were performed for both smooth and rough 
weir surfaces: 

• For smooth weirs, a Manning roughness coefficient n 
= 0.01 s/m1/3 was applied (this corresponds to a Nikuradse 
roughness size of ks < 0.0002 m), and the specific discharge 
was varied in-between q = 0.02 m2/s and q = 0.15 m2/s. The full 
range of upstream slopes was considered (i.e. 1:Z1 varying 
between 1:1 and 1:3). 

• The effect of the weir crest roughness on the discharge 
coefficient was studied for the set of Nikuradse roughness size 
ks = 0.014, 0.020 and 0.024 m, for specific discharges varying 
from q = 0.005 to q = 0.25 m2/s, and an upstream slope 
Z1 = 2.5, consistently with the study of Pařílková et al. (2012). 

 

 
 

 
 

Fig. 2. Sketch of the flow over a trapezoidal broad-crested weir, with main notations. 
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Reference data 
 

Following ISO 4362 (1999), the specific discharge q passing 
over a frontal trapezoidal broad-crested weir with a rectangular 
cross-section may be computed based on the following equa-
tion: 

 
3/2

3/22

3 D v pq C C gh =  
 

, (1) 

 
where g is the acceleration of gravity and hp the overflow head 
(Fig. 2). CD represents the discharge coefficient and Cv the 
approach velocity coefficient calculated iteratively from this 
expression (ISO 4362, 1999): 
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where P is the upstream weir height. Dimensional analysis 
shows that the discharge coefficient CD depends on seven di-
mensionless parameters: 
 

1 2

1 1
R,W, , , , ,p p p

D
s

h h h
C f

t P k Z Z
 

=  
 

, (3) 

 

where R is the Reynolds number, W the Weber number, ks the 
Nikuradse equivalent roughness size, 1:Z1 and 1:Z2 the up-

stream and downstream slopes, t the crest width (in the stream-
wise direction). 

According to ISO 4362 (1999), the upstream slope 1:Z2 does 
not influence the discharge coefficient CD when the overflow 
head remains small enough compared to the crest width: hp/t ≤ 
0.5. Moreover, the influence of R and W vanishes for hp ≥ 0.05 
m, P ≥ 0.15 m and channel width b ≥ 0.3 m. Under such condi-
tions and for a smooth weir surface (CD is not influenced by 
hp/ks), Eq. (3) reduces to: 
 

1

1
, , ,p p

D
h h

C f
t P Z

 
=  

 
 (4) 

 
stating that CD is controlled by the relative crest width (hp/t), the 
relative weir height (hp/P) and the upstream slope (1:Z1). ISO 
4362 (1999) does not document the influence of varying weir 
height; therefore, this was also not examined here. ISO 4362 
(1999) specifies an accuracy of ±0.5% for the reported values 
of CD. 
 
RESULTS AND DISCUSSION 
Smooth surface 
 

For each configuration and each prescribed inflow dis-
charge, the hydraulic head upstream of the weir was deduced 
from the computed water depth in the upstream part of the 
simulation domain (Table 2). Next, corresponding discharge 
coefficients were evaluated using Eqs. (1) and (2), in Tables 3 
and 4. 
 

Table 2. Computed overflow heads hp as a function of the specific discharge q and the upstream slope Z1. 
 

Upstream 
slope Z1 

Specific discharge q (m2/s) 
0.02 0.03 0.05 0.07 0.09 0.11 0.13 0.15 

1 0.0537 0.0698 0.0972 0.1209 0.1423 0.1622 0.1807 0.1983 
2 0.0532 0.0692 0.0965 0.1202 0.1415 0.1613 0.1798 0.1973 
3 0.0530 0.0690 0.0962 0.1199 0.1412 0.1610 0.1795 0.1970 

 
Table 3. Computed discharge coefficients CD for various specific discharges and upstream slopes. 
 

Specific 
discharge q 
(m2/s) 

Upstream slope Z1 = 1 Upstream slope Z1 = 2 Upstream slope Z1 = 3 

hp/t Computed CD hp/t Computed CD hp/t Computed CD 

0.02 0.1074 0.941 0.1064 0.954 0.1060 0.960 
0.03 0.1395 0.952 0.1384 0.964 0.1379 0.968 
0.05 0.1943 0.963 0.1930 0.973 0.1924 0.977 
0.07 0.2418 0.969 0.2403 0.978 0.2397 0.981 
0.09 0.2847 0.973 0.2831 0.981 0.2825 0.984 
0.11 0.3243 0.975 0.3226 0.983 0.3219 0.986 
0.13 0.3614 0.977 0.3596 0.985 0.3589 0.987 
0.15 0.3965 0.979 0.3947 0.986 0.3940 0.989 

 
Table 4. Comparison of discharge coefficients CD for various upstream weir slopes (see Fig. 3). 
 

Upstream slope Z1 = 1 Upstream slope Z1 = 2 Upstream slope Z1 = 3 
CD from 
ISO 4362 
(1999) 

Computed CD 
(WOLF) 

Relative 
difference 

CD from 
ISO 4362 
(1999) 

Computed CD 
(WOLF) 

Relative 
difference 

CD from 
ISO 4362 
(1999) 

Computed CD 
(WOLF) 

Relative 
difference 

0.909 0.941 3.5 % 0.937 0.954 1.8 % 0.947 0.960 1.4 % 
0.913 0.952 4.3 % 0.942 0.964 2.3 % 0.952 0.968 1.7 % 
0.919 0.963 4.8 % 0.951 0.973 2.3 % 0.962 0.977 1.6 % 
0.923 0.969 5.0 % 0.957 0.978 2.2 % 0.967 0.981 1.4 % 
0.927 0.973 5.0 % 0.962 0.981 2.0 % 0.972 0.984 1.2 % 
0.930 0.975 4.8 % 0.966 0.983 1.8 % 0.976 0.986 1.0 % 
0.934 0.977 4.6 % 0.970 0.985 1.5 % 0.980 0.987 0.7 % 
0.938 0.979 4.4 % 0.973 0.986 1.3 % 0.983 0.989 0.6 % 
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The numerical simulations confirmed that downstream slope 
Z2 has no influence on the overflow head and the discharge 
coefficient for the broad-crested weir conditions, which agrees 
with ISO 4362 (1999) and also with data published by Sargison 
and Percy (2009). Therefore the results of simulations with 
varying downstream slopes are not further detailed hereafter.  
 
Comparison against ISO 4362 (1999) 
 

In Fig. 3, the computed discharge coefficients CD are plotted 
against the values recommended by the standard ISO 4362 
(1999) for the range 0.10 ≤ hp/t ≤ 0.40 and for the case of 
smooth weir surface. Compared to the standard, the numerical 
predictions systematically overestimate the discharge 
coefficient, by up to 5%. The deviation between the standard 
and the numerical predictions is strongly influenced by the weir 
upstream slope: the steeper the upstream slope, the stronger the 
deviation. Indeed, the overestimation of CD is in the ranges 1 to 
2%, 1 to 3% and 3 to 6% for upstream slopes of Z1 = 3, Z1 = 2 
and Z1 = 1, respectively. 
 
Computed discharge coefficients vs. earlier experimental data 

 
In Figs. 4 to 6, the discharge coefficients evaluated from our 

simulations are compared not only with the values of the stand-
ard ISO 4362 (1999), but also with experimental data from 
Fritz and Hager (1998), Zerihun and Fenton (2007), Sargison 
and Percy (2009), Tokyay and Altan-Sakarya (2011), Goodarzi 
et al. (2012), Major (2013) and Madadi et al. (2014).  

The graphs reveal substantial differences between the 
individual data sources. For instance, Goodarzi et al. (2012) 
found CD values more than 10% higher than all other sources. 
For an upstream slope Z1 = 1, the results by Toykay and Altan-
Sakarya (2011), Major (2013) and by Madadi et al. (2014) 
agree relatively well with the values of ISO 4362 (1999), 
whereas the discharge coefficients estimated by Sargison and 
Percy (2009) are by 5 to 7% lower, with a stronger difference  
 

for smaller values of hp/t.  
For the slope Z1 = 2 the values of CD derived by Fritz and 

Hager (1998) exceed by about 2% the values recommended by 
ISO 4362 (1999). The only one CD value published by Zerihun 
and Fenton (2007) provide only minor difference when com-
pared with ISO 4362 (1999). In contrast, Sargison and Percy 
(2009) and Madadi et al. (2014) provide discharge coefficients 
by 4 to 8% smaller than those recommended by ISO 4362 
(1999) for the same configuration, better agreement provide 
data interpolated from Madadi et al. (2014). 

In all cases except for data of Goodarzi et al. (2012) the 
discharge coefficients from numerical simulations exceed the 
experimental values. The best agreement for the upstream slope 
Z1 = 2 is obtained with data by Fritz and Hager (1988) and one 
value of CD derived by Sargison and Percy (2009) for hp/t = 
0.13. The higher discharges coefficients obtained from the 
simulations may be attributed to limitations inherent to the 
shallow-water model, namely the assumption of hydrostatic 
pressure distribution and missing the effect of rapid vertical 
contractions which may lead to detached flow on the upstream 
part of the weir crest.  
 
Rough weir crest 

 
In Fig. 7 the results of simulations considering a rough sur-

face for the weir crest are compared with the results of previous 
measurements (Pařílková et al., 2012). 

When a rough surface of the weir crest is taken into account, 
the shallow-water flow simulations overestimate again CD com-
pared to experimental observations, particularly for values of 
hc/ks in between 0.5 and 3.5, i.e. for relatively high roughness 
heights. The differences between computations and observa-
tions are in the range of 5% to 8%. When the ratio hc/ks is in-
creased, the agreement between simulations and measured 
values significantly improves, especially for values of hc/ks 
above 5. hc is critical depth. 

 
 

 
Fig. 3. Discharge coefficients CD computed with the shallow-water model vs. recommended by ISO 4362 (1999), for various upstream 
slopes (1:Z1) and downstream slopes (1:Z2). 

Bereitgestellt von  University Library Bratislava | Heruntergeladen  31.01.20 12:22   UTC



Jaromír Říha, David Duchan, Zbyněk Zachoval, Sébastien Erpicum, Pierre Archambeau, Michel Pirotton, Benjamin Dewals 

326 

 
 

Fig. 4. Comparison between computed discharge coefficients and existing empirical results for upstream slope of Z1 = 1. 
 

 

 
 

Fig. 5. Comparison between computed discharge coefficients and existing empirical results for upstream slope Z1 = 2. 

 

 
 

Fig. 6. Comparison between computed discharge coefficients and existing empirical results for upstream slope of Z1 = 3. 
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Fig. 7. The comparison of CD obtained from shallow-water flow simulations (WOLF) and measured values. 

 
CONCLUSIONS 

 
The comparison of results of numerical computations with 

previously published experimental results was carried out for 
the evaluation of the discharge coefficient of frontal broad-
crested weirs. The analysis was carried out for various weir 
geometries (upstream slopes), a range of specific discharge and 
considering both smooth and rough weir crest surface. 
The discharge coefficients CD obtained from numerical simula-
tions were compared with values taken from literature (Fritz 
and Hager, 1998; Goodarzi et al., 2012; ISO 4362, 1999; 
Madadi et al., 2014; Major, 2013; Sargison and Percy, 2009; 
Tokyay and Altan-Sakarya, 2011; Zerihun and Fenton, 2007) 
and former own laboratory research (Pařílková et al., 2012). For 
the smooth weir surface, the flow simulations overestimate CD 
by 3% to 6%, depending on upstream weir slope and the ratio 
hp/t. Numerical simulations showed no effect of the down-
stream slope of the broad-crested weir, consistently with the 
experiments. For the rough weir crest, the overestimation of the 
discharge coefficient drops with an increasing ratio hc/ks. 

The overestimation of the discharge coefficient in all simu-
lated scenarios may be attributed to nonfulfillment of the as-
sumption of uniform velocity and hydrostatic pressure along the 
vertical and to “missing” losses due to vertical contraction, 
which is not incorporated at the standard shallow flow equa-
tions (Zerihun and Fenton, 2007). 

The results of the study provide practitioners with a quantifi-
cation of the uncertainties arising when numerical shallow flow 
models are used at vertical contractions. In case of upstream 
weir slopes milder than 1:3, the error remains smaller than 2% 
and the shallow flow model may be used with an accuracy 
certainly suitable for a broad range of engineering applications. 

In contrast, in case of slopes steeper than 1:1, the error rapidly 
increases above 5% and modellers should be careful when 
simulating flow over steep obstructions, namely when hp/t is 
close to 0.2. 

Future research will focus on more complex configurations 
involving e.g. broad-crested side weirs. 
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Abstract: Full-width sharp-edged broad-crested rectangular weirs in the range 0.1 < h/L ≤ 0.3 situated in rectangular 
channels are frequently used in submerged flow conditions. To determine the discharge for the submerged flow,  
submergence coefficient and modular limit shall be known. This article deals with their determination upon a theoretic 
derivation and experimental research. The equation for modular limit has been determined from energy balance with 
simplifications. To validate it, extensive experimental research was carried out. However, the derived equation is too 
complicated for practical use which is why it was approximated by a simple equation applicable for the limited range. 
The equation for submergence coefficient was derived by modifying Villemonte's application of the principle of super-
position and its coefficients were determined using the data from experimental research of many authors. The new sys-
tem of equations computes the discharge more accurately than other authors' equations, with the error of approximately 
±10% in full range of the measured data. 
 
Keywords: Modular limit; Relative weir height; Full-width sharp-edged broad-crested weir; Submergence coefficient. 

 
INTRODUCTION 
 

According to the length of weir in direction of flow, L, weirs 
of finite-crest width for free flow are classified as (Govinda 
Rao and Muralidhar, 1963): long-crested weirs 0.0 < h/L ≤ 0.1, 
broad-crested weirs 0.1 < h/L ≤ 0.4, short-crested weirs 
0.4 < h/L ≤ 1.5 to 1.9, and sharp-crested weirs 1.5 to 1.9 < h/L, 
where h is the upstream head over the weir crest (Fig. 1). In the 
text below, broad-crested weirs with sharp (square) upstream 
and downstream edges, with rectangular longitudinal and cross 
section profiles in the range 0.1 < h/L ≤ 0.3 are considered. In 
this range the parallel flow will occur on the weir crest (Bos, 
1989) and discharge coefficient for free flow is in effect inde-
pendent of h/L (Zachoval et al. 2014a). Many authors carried 
out experimental research with free overflow to determine the 
discharge coefficient (Azimi et al., 2014; Bazin, 1896; Bere-
zinsky, 1950; Crabbe, 1974; Doeringsfeld and Barker, 1941; 
Goodarzi et al., 2012; Hager and Schwalt, 1994; Kašpar, 2015; 
Keutner, 1934; Madadi et al., 2014; Major, 2013; Prentice, 1941 
(in Stevens et al., 1941); Rafter, 1900; Sahasrabudhe, 1972; 
Singer, 1964; Sreetharan, 1983, Tim, 1986; Woodburn, 1932; 
Zachoval et. al., 2014a) and many authors determine it theoreti-
cally (Pavlovsky, 1937; Skogerboe et al., 1967; Tim, 1986). 

Sharp-edged broad-crested rectangular weirs are usually de-
signed and operated in submerged flow conditions. One of their 
biggest advantages compared to other weir types is the high 
value of modular limit (Bos, 1989), which is the state on the 
boundary of free and submerged flow. Submerged flow may 
appear on weirs with little difference between the water levels, 
especially in extreme discharge conditions. To determine the 
discharge for submerged flow, submergence coefficient 
(drowned flow-reduction factor) which corrects the discharge 
value compared to the free flow shall be known. 

In the case of relatively high sharp-edged broad-crested 
weirs, where the discharge coefficient and the submergence 
coefficient are basically independent of relative weir height 

above the channel bed, the information on modular limit and 
the submergence coefficient are described well (Bos, 1989; 
Pavlovsky, 1937; USACE, 1977). As for the relatively low 
weirs, where the modular limit and the submergence coefficient 
are greatly affected by relative weir height, the information is 
less detailed and considerably differs. It is one of the reasons 
why many authors do not recommend measuring of the dis-
charge in submerged flow conditions (Bos, 1984; Hager, 2010; 
Hager and Schwalt, 1994; Horton, 1907). Due to the above fact, 
extensive research was carried out focusing on determination of 
the modular limit and submergence coefficient for a full-width 
sharp-edged broad-crested rectangular weir in the ranges of 
0.1 < h/L ≤ 0.3 and 0.1 < h/P < 3.0, where P is the weir height. 
 
LITERATURE REVIEW  

 
In the long term, the submerged flow was dealt with by a 

large number of researchers whose summary is listed e.g. by 
Horton (1907) and Skogerboe et al. (1967). The studies mostly 
focused on thin-plate weirs. A substantially lower number of 
researches concentrated on rectangular short-crested (Azimi et 
al., 2014) and broad-crested weirs. 

For flows over broad-crested weirs, modular limit used to be 
determined, less often the submergence coefficient. An exten-
sive experimental research on modular limit of round-nosed 
broad-crested weirs was published by Woodburn (1932). 
Modular limit and submergence coefficients of various broad-
crested weir types were experimentally studied by Berezinskij 
(1950). Skogerboe et al. (1967) derived an equation for calcula-
tion of discharge for submerged flow from the momentum 
analysis of flow. Harrison (1967) derived modular limit for 
weirs with round-nosed upstream corner of crest depending on 
relative weir height above the outflow channel bed. Sahasrab-
udhe (1972) carried out experimental research on determination 
of submergence coefficient for round and sharp upstream edge 
of the weir crest. USACE (1977) recommended graphical de-
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pendence to determine the submergence coefficient. Nikolov et 
al. (1978) summed up and particularized recommendations for 
calculation of submergence coefficient. Bos (1984) recom-
mends determination of modular limit upon mechanical energy 
analysis. Tim (1986) performed measurements with the stress 
laid on the effect of the rounding of upstream edge on the sub-
mergence coefficient. Hager and Schwalt (1994) determined 
modular limit through an experiment and expressed the sub-
mergence coefficient by means of the index of the tailwater 
flow depth χ = (hf − hf0)/(H − hf0), where hf is the submergence 
head, H is the total head and hf0 is the submergence head for 
modular limit. Bukreev (2001) studied flow over a submerged 
weir of relatively small height. Wols (2005) carried out experi-
mental research focusing on the measurement of water level 
and defined the submergence coefficient upon the Villemonte's 
analysis under submerged flow conditions (Villemonte, 1947). 
ISO 3846 (2008) recommended determination of modular limit 
and submergence coefficient solely for the specific weir geome-
try. Azimi et al. (2014) defined modular limit and submergence 
coefficient on the basis of their measurements. Geometric pa-
rameters and ranges of experimental research of the above 
listed authors are shown in Table 1. In spite of the rather exten-
sive number of researches into the issue, the results are ambig-
uous and the values of modular limit and submergence coeffi-
cient have not been determined and verified for the entire appli-
cable scope of geometric layouts (h/P), which is the subject of 
the research carried out by authors of this article. 
 
HEAD-DISCHARGE RELATIONSHIP 

 
Subscripts at quantities in the text below specify affiliation 

with the U, C, T, E, D profile (Fig. 1) or to a section specified by 
the profiles. The “0” subscript indicates modular limit conditions. 

Full-width sharp-edged broad-crested rectangular weir in a 
horizontal channel of rectangular cross-section (ISO 3846, 
2008) is considered. PU is the upstream weir height, PD the 
downstream weir height and b the weir width. The flow is 
caused by gravitational acceleration g and is characterised by 
total head over the weir H in the U profile (Fig. 1) 

 

( )

2
U

22
U2

QH h
g b h P

α ⋅= +
⋅ ⋅ ⋅ +

 (1) 

 

and the submergence total head Hf in the D profile (Fig. 1) 
 

( )
2

D
22

D2
f f

f

QH h
g b h P

α ⋅= +
⋅ ⋅ ⋅ +

, (2) 

 

where h is the head over the weir, hf is the submergence head, 
αU and αD are kinetic energy coefficients (Coriolis coefficient) 
in profiles U and D and Q is the discharge. The U profile is 
situated 3h to 4h (ISO 3846, 2008) in front of the upstream face  
of the weir where the drawdown curve caused by the overflow 
is negligible. The D profile is located 10h (ISO 3846, 2008) 
behind the downstream face of the weir where the water level is  
not affected by the overflow. Measurements show that kinetic 
energy coefficient varies between 1.02 < αU < 1.06 (Zachoval 
et al., 2012b) and αD = 1.11 (Zubík, 2006). 

The equation for Q is derived from Bernoulli's equation for 
the above profiles and from the continuity equation 

 
3/ 2

1/2 3/ 22

3f dQ C C g b H = ⋅ ⋅ ⋅ ⋅ ⋅ 
 

, (3) 

where Cf is the submergence coefficient and Cd the discharge 
coefficient. Cf expresses reduction of the flow due to submerg-
ence, Cd expresses energy loss for free overflow. As H cannot 
be directly measured, the following equation is recommended 
to define Q 

 
3/ 2

1/ 2 3/ 22

3f v dQ C C C g b h = ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 
 

, (4) 

 

where Cv = (H/h)3/2 is the approach velocity coefficient to be 
determined iteratively or read from the relation 
Cv = f{αU

1/2·Cd·h/(h + PU)} presented by Bos (1989, Figure 1.12). 
 
Modular limit  

 
Modular limit can be expressed by the ratio of h/hf0 or H/Hf0 

(Harrison, 1967). The modular limit may be determined exper-
imentally (Azimi et al., 2014; Berezinskij, 1950; Tim, 1986), 
numerically (Wols, 2005) and analytically. Present analytic 
derivations are only known for weirs where critical flow  
 

 
 
 
 
 

Table 1. Geometry and range of flow parameters. 
 

Author h (m) L (m) P (m) b (m) h/L h/P h/b 
Azimi et al. (2014) 0.030–0.139 0.076–0.304 0.076 0.400 0.11–1.83 0.39–1.83 0.07–0.35 
Berezinsky (1950) 0.060–0.101 0.500 0.107 0.900 0.12–0.20 0.56–0.94 0.07–0.11 
Hager and Schwalt (1994) 0.030–0.181 0.500 0.401 0.499 0.06–0.37 0.07–0.45 0.06–0.36 
Halliwell and Hill (1967) from Markland et al. (1967) 0.040–0.079 0.229–0.457 0.038–0.152 0.284 0.09–0.34 0.27–1.90 0.14–0.28 
Sahasrabudhe (1972) 0.060–0.603 0.15–0.30 0.151–0.308 0.460 0.21–3.09 0.21–3.93 0.13–1.31 
Tim (1986) 0.031–0.122 0.305 0.102 0.254 0.10–0.40 0.305–1.20 0.12–0.48 
Wols (2005) 0.134–0.187 1.00 0.150 0.4 0.134–0.187 0.89–1.25 0.34–0.47 

 

 
Fig. 1. Longitudinal profile of weir at modular limit. 
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appears along the whole crest length (rounded or bevelled up-
stream edge) and are based on mechanical energy analysis 
(Bos, 1984) and momentum analysis (Harrison, 1967). Howev-
er, flow separation zone (Zachoval et al., 2012a) and undular 
hydraulic jump (Hager and Schwalt, 1994) form on weir crest, 
which is why the above analytic derivations are unsuitable and 
provide incorrect results. 

The new analytic derivation respecting the flow separation 
zone and the hydraulic jump on weir crest is based on energy 
balance at modular limit (Fig. 1). The derivation neglects the 
effect of surface tension and effect of friction on side hydrau-
lically smooth walls, which – in the case of free flow – means 
h ≥ 0.06 m and h/b ≤ 0.5 (Zachoval, 2015). To define the spe-
cific discharge q, Equation (3) is then applied 

 
3/ 2

1/ 2 3/ 22

3i i d
Qq v h C g H
b

 = ⋅ = = ⋅ ⋅ ⋅ 
 

, (5) 

 

where vi and hi are mean velocity and depth in the profile i = U, 
C, T, E, D (Fig. 1). Total head loss is calculated as a sum of 
individual head losses under the presumption they do not affect 
one another. To determine them, profiles are defined: C which 
is 2.7H behind the upstream edge of weir crest where flow is 
contracted (Zachoval et al., 2012a); T at peak of the first wave 
of undular hydraulic jump; and E at the downstream edge of the 
weir crest. 

Between the U and C profiles, the head loss hzUC appears for 
free flow. Due to the formation of flow recirculation zone 
whose height and length partly depends on the H/PU ratio (Za-
choval et al., 2012a), it is to be defined from the depth hC (in C 
profile) where the flow is approximately parallel. After Equa-
tion (5) is applied, the head loss in free flow conditions is 

 

22 2
2C

UC C C C2 3
CC

2
,

2 3
z d

q Hh H h H h C H
hg h

α α
 ⋅= − − = − − ⋅ ⋅ ⋅ ⋅ 

⋅ ⋅  
 (6) 

 

where αC is kinetic energy coefficient in profile C. 
Between the C and E profiles, head loss from undular hy-

draulic jump, hzCT, and head loss caused by friction on weir 
crest, hzCE, appear. Expression of the head loss respecting con-
currently the friction loss and the hydraulic jump loss for 
Froude number FrC = vC/(g·hC)1/2 > 2 is known and verified 
(Noor Afzal et al., 2011) but not for the undular hydraulic jump 
on the crest of broad-crested weir where Froude number varies 
in the range 1.26 < FrC < 1.43 (0.1 < h/PU < 3). Summary in-
formation about undular hydraulic jump is described by Chan-
son (2009) and Montes and Chanson (1998). Information about 
wave profile of undular jump on the smooth crest is described 
by Berezinsky (1950), Bukreev (2001), Hager and Schwalt 
(1994) and Wols (2005). Due to the difficulty to describe the 
loss on the crest and the relatively low significance of the total 
loss (Fig. 6), the assumption of hydrostatic pressure distribution 
was presumed. Two simplified separate formulas have been 
used. The head loss caused solely by the hydraulic jump is 

 

( )3
T C

CT
C T4z

h h
h

h h
−

=
⋅ ⋅

, (7) 

 

where water depth, hT, is determined from flow momentum 
analysis. After Equation (5) is applied, the equation for depth is 
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.

 (8) 
After Equation (8) is used in Equation (7), head loss caused 

solely by hydraulic jump can be expressed 
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Head loss by friction on weir crest, hzCE, appears along the 
LCE = L – 2.7·H length. In effect, friction does not occur at the 
distance up to 2.7H, as there is a wake. As one to three waves 
of hydraulic jump form on the weir crest and the individual loss 
has rather low significance for the total loss (Fig. 6), mean 
depth of the flow, hCE, at uniform flow is used for simplified 
expression of hzCE. After the substitution in Equation (8) 
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. (10) 

 

After applying Equation (5), mechanic energy gradient, iCE, 
for uniform, fully turbulent flow is determined from the equa-
tion (García, 2008) 
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, (11) 

 

where ksCE is hydraulic roughness of weir crest surface, vCE the 
mean velocity and Ck the coefficient of proportionality (Brown-
lie, 1981). Head loss by friction on weir crest, hzCE, after substi-
tution of Equations (11) and (5) is then 
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 (12) 
In profile E, the head loss is caused by sudden expansion of 

cross section, hzE, which, assuming an idealised uniform flow in 
outflow channel and after Equation (5) is applied, results in 
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, (13) 

 

where hD is the depth in profile D and ξE the minor loss coeffi-
cient for vertical downstream weir face. 

Between profiles E and D, the head loss hzED is caused by 
friction. Under the presumption of idealised uniform flow in 
outflow channel and after Equation (5) is applied 
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, (14) 
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where LED is the length of the section between profiles E and D 
and ksED is hydraulic roughness of outflow channel bed between 
profiles E and D. 

Modular limit expressed by the ratio of Hf0/H is then deter-
mined from Bernoulli's equation  

 

0 UC CT CE E ED1f z z z z zH h h h h h
H H H H H H

= − − − − − . (15) 

After Equation (8) is substituted in equations for individual 
head losses (6), (7), (12), (13) and (14) and after they are sub-
stituted in Equation (15), and under the simplifying assumption 
that hD = PD + hT (idealised flow in outflow channel is uniform 
and water level upstream and downstream the local loss is 
identical), equation for direct determination of Hf0/H is obtained 
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   (16) 

 
The equation includes coefficients and ratios that need to be 

quantified. Measurements show that kinetic energy coefficient 
in profile C is αC = 1.03 (Hager and Schwalt, 1994), simplified 
αC = 1.0; in profile D it is αD = 1.11 (Zubík, 2006), simplified 
αD = 1.1. 10% change in the value of αD results in the change in 
Hf0/H by maximum 3%. ξE = 1 applies for vertical downstream 
weir face (Brater et al., 1996). In the range of 5 < ks/h < 500, 
Ck = 8.1 (García, 2008) is considered. Values of ksCE and ksED 
are determined according to the surface material (Idel´chik, 
1966). For smooth surfaces (considered below) and h ≥ 0.06 m, 
ks = 0.00013 m is used. For h ≥ 0.06 m, 0.12 ≤ h/L ≤ 0.30 and 
h/b ≤ 0.5, Cd is defined from equation (Zachoval, 2015; Za-
choval et al., 2014) (R2 = 0.98): 
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for 0.10 0.52 it means 0.845d
h C

P
≤ < = , (17a) 

 

U U

for 0.52 7.0 it means 0.038 ln 0.87d
h hC

P P
≤ < = ⋅ + . (17b) 

 

Relation between Cd and h/PU with values measured by 
many authors is shown in Fig. 2 (Zachoval et al., 2014a). 

Upon the measurement (Zachoval, 2015), the hC/H ratio for 
h ≥ 0.06 m, 0.08 ≤ h/L ≤ 0.30 and h/b ≤ 0.5 (R2 = 0.98) is:  
 

C

U

for 0.10 0.52 it means 0.47
h h

P H
≤ < = , (18a) 

 

C

U U

for 0.52 2.5 it means 0.038 ln 0.495
h h h

P H P
≤ < = ⋅ + . (18b) 

 

 
 

Fig. 2. Relation between Cd and h/PU for h ≥ 0.06 m, 
0.10 ≤ h/L ≤ 0.30, h/b ≤ 0.5. 

 
Using the above method, modular limit can be determined 

for any full-width sharp-edged broad-crested rectangular weir 
in scope of validity of empirical Equations (17) and (18). To 
verify validity of the above derivation, data acquired through 
experiments are necessary. As they had not been measured in 
the required range, experiments were carried out. The experi-
ments are described in section EXPERIMENTS; verification is 
in section EVALUATION. 
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Fig. 3. From the top: channel BUT 0.5 with weir P = 0.300 m, 
channel BUT 1 with weir P = 0.113 m, channel SUTB with weir 
P = 0.150 m. 

 
To justify the use of the simplifications described above, the 

significance of individual head losses on total head loss had to be 
analysed. The analysis is presented in section EVALUATION. 
 
Submergence coefficient 

 
The submergence coefficient, Cf, is derived by modifying 

Villemonte's application of the principle of superposition (Vil-
lemonte, 1947). The modification consists in relating H and Hf 
to the total submergence head at modular limit (not to the weir 
crest level), i.e. to Hf0. The discharge given by H − Hf0 is then  
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2

3u d fQ C g b H H = ⋅ ⋅ ⋅ ⋅ − 
 

 (19) 

 

and discharge given by Hf − Hf0 is 
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, (20) 

 

where Cd and Cdd are discharge coefficients. Cf is determined by 
discharge ratio in submerged flow conditions, Q = Qu − Qd, and 
discharge in free flow conditions, Qu; after substitution in Equa-
tions (19) and (20) 
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Provided that Cdd /Cd = C, the equation is reduced to 
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, (22) 

where C is a proportional coefficient and Cm a power law expo-
nent which need to be determined through an experiment. 
 
EXPERIMENTS 

 
Experiments were carried out in three channels (flumes) 

(Table 2) with the channel width marked B and active length of 
the channel marked l. The channels were named according to 
the institution where they are located: first and second channels 
in Laboratory of Water Management Research in the Institute 
of Water Structures at the Faculty of Civil Engineering at the 
Brno University of Technology (BUT 0.5 and BUT 1), the third 
one in the Department of Hydraulic Engineering at the Faculty 
of Civil Engineering at the Slovak University of Technology in 
Bratislava (SUTB). The channels were provided with transpar-
ent side walls made of glass (BUT 1 and SUTB) or 
polymethylmethacrylate (PMMA) (BUT 0.5). Horizontal chan-
nel beds were made of PMMA (BUT 0.5), polished concrete 
(BUT 1) and stainless steel (SUTB). All channels were 
equipped with water recirculation. 

Full-width sharp-edged broad-crested rectangular weirs 
(Fig. 3) B = b, length L in the direction of flow and height 
P = PU = PD (Table 3) above the channel bed were made of 
0.010 m thick polyvinylchloride (PVC) boards with reinforce-
ment ribs (to avoid deformation). The surface was smooth with 
sharp edges. The weirs in the channels were sealed by silicon 
sealant. Their position was chosen to ensure sufficiently long 
approach lu and outflow ld channel sections with developed 
velocity profile (Table 2). 

The discharge Q (Table 3) was measured in the supply pipe 
by flow meters (Table 2); position of water level in outflow 
channel was set by adjustable tailgates (Table 2). Water level in 
approach channel in the distance of 3h in front of the upstream 
weir face and water level in outflow channel 10h after the 
downstream weir face (ISO 3846, 2008) were measured by 
needle gauges (Table 2). Due to the waves formed in the out-
flow channel, floating board of foam PVC was installed in front 
of the profile where water level was measured. Water tempera-
ture ranged from 18°C to 22°C. Range of measured heads, h, 
(Table 3) was chosen with respect to the requirements set in the 
definition of broad-crested weirs not affected by friction and 
surface tension. Detail information on channels, weirs and 
measurements can be found in publications listed in Table 3. 

Modular limit was determined by means of polynomial ap-
proximation curve for Cf = f{Hf/H} only in the case of sub-
merged flow (Cf < 1). Extrapolation of the approximation curve 
up to Cf = 1 defined the modular limit Hf0/H. The method was 
suitable due to the sufficiently high number of measurements 
taken under submerged flow conditions. 

To verify usability of results for all weirs, values of Cd under 
free flow conditions were analysed in the ranges of 
0.10 ≤ h/L ≤ 0.30, h ≥ 0.06 m, h/b ≤ 0.5 (Fig. 2). The analysis 
proved that within the determination uncertainty, values of Cd 
do not depend on used values of b and L but only on h/P pursu-
ant to the recommendation by Zachoval et al. (2014a). 
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Table 2. Channel parameters. 
 

ID 
l 

(m) 
B = b 
(m) 

lu 
(m) 

ld 
(m) 

Flow meter, uncertainty at 95% confi-
dence interval 

Tailgate 
Gauge, resolution 

(mm) 
BUT 0.5 6 0.503 4.0 1.5 electromagnetic, ±0.2% needle point, 0.5 

BUT 1 12 1.003 8.0 3.4 
V-notch weir,  

±1.0% to ±1.6% 
sluice point, 0.1 

SUTB 7.5 0.409 5.5 1.5 electromagnetic, ±0.2% flap point, 0.1 

 
Table 3. Weir parameters and range of measured quantities (N number of measurements). 
 

ID 
L 

(m) 
P = PU = PD 

(m) 
Q 

(m3/s) 
h 

(m) h/L h/P h/b N Reference 

BUT 
0.5 

0.5 
0.051, 0.100, 0.150, 
0.200, 0.250, 0.300 

0.010–0.065 0.060–0.220 0.11–0.44 0.20–4.14 0.11–0.44 234 
Zachoval and Roušar 

(2014) 

BUT 1 0.6 
0.052, 0.113, 0.254, 

0.603 
0.022–0.112 0.061–0.285 0.10–0.48 0.10–4.03 0.06–0.28 193 Zachoval et al. (2014a) 

SUTB 0.5 0.150 0.022–0.038 0.109–0.244 0.22–0.49 0.73–1.63 0.27–0.6 14 Rumann (2014) 

 
EVALUATION 
Modular limit 

 
Visual observation and photographic documentation of the 

experiments under modular limit conditions implied that the 
water level on the weir crest mainly depends on the ratios of 
h/L and h/P. Undular hydraulic jump appears on the crest. If 
h/L = 0.1, three wave peaks are formed; if h/L = 0.4, one peak 
is formed. Formation of the undular hydraulic jump complies 
with the observations and measurements by Berezinskij (1950), 
Hager and Schwalt (1994) and Wols (2005). 

Verification of applicability of Equation (16) to determine 
Hf0/H on the basis of the h/P ratio is illustrated in Fig. 4 for 
smooth surfaces. The graph includes values from the actual 
experimental research (Rumann (2014) – SUTB; Zachoval and 
Roušar (2014) – BUT 0.5; Zachoval et al. (2014) – BUT 1) and 
values defined by other authors (Halliwell and Hill (1967) 
specified in Markland et al. (1967)) in the ranges of 
0.10 ≤ h/L ≤ 0.30, h ≥ 0.06 m and h − hf > 0.01 m. For compari-
son purpose, curves defined by calculation from Equation (16) 
showing the limits of h/L for the approximately medium head 
over the weir measured in experiments for h = 0.1 m are depict-
ed. The graph implies that with respect to measuring uncertain-
ty, Equation (16) provides sufficiently accurate results for ma-
jority of the measured data within the entire range, i.e. 
0.10 ≤ h/P ≤ 3.0.  

It is not possible to verify Equation (16) upon measurements 
for PU ≠ PD, different relative roughness and different kinetic 
energy coefficients as there are no measured data. In these 
cases, the equation is not verified. Provided it could also be 
used for PU ≠ PD, the effect of certain quantities and ratios may 
be analysed as shown in Fig. 5. Modular limits are illustrated 
by 6 curves. The curves for h/PU = 0.52 refer to upper limit of 
high weirs where the values of Cd and hC/H are independent of 
the h/PU (17a, 18a). Curves for h/PU = 2.5 are limit curves for 
determination of hC/H (18b). The values for h/L = 0.1 and 
h/L = 0.3 define the range in which the value of Cd is independ-
ent of the h/L ratio. To express the scale effect caused by fric-
tion and surface tension, minimum head over weir not affected 
by friction and surface tension was defined to be h = 0.06 m 
(ISO 3846, 2008; Zachoval et al., 2014); maximum value for 
practical use was set to h = 10 m. The graph in Fig. 5 implies 
that all the above effects in ranges 0 ≤ h/PD ≤ 1, 0 ≤ h/PU ≤ 2.5, 
0.10 ≤ h/L ≤ 0.30, h/b ≤ 0.5 and for smooth surfaces are negli-
gible, and can be substituted by a single curve. In the case of 
h/PD > 1, the effects are different and cannot be neglected.  

Equation (16) is applicable only to broad-crested weirs in the 
range of 0.10 ≤ h/L ≤ 0.30. The Equation (16) cannot be used 

for other ranges, as the flow is not described sufficiently. To 
justify the use of the adopted simplification when deriving the 
Equation (16), graph of the relation between the relative indi-
vidual head loss hzi/hz and h/PD for smooth surfaces and for 
limit cases was elaborated. Two limit cases were specified form 
Fig. 5 as approximate envelope of all curves in Fig. 5: 
h/PU = 2.5, h/L = 0.3, h = 10 m and h/PU = 0.52, h/L = 0.1, 
h = 0.06 m. The relation is presented in Fig. 6. The graph shows 
that when h/PD increases, the values of hzUC/hz, hzCT/hz, hzCE/hz a 
hzED/hz increase but the ratio of hzE/hz decreases. Within the 
sum, two individual relative losses, hzUC/hz and hzE/hz, are dom-
inant (67% to 98%). The individual significance of other rela-
tive losses is relatively small, so the adopted simplifications can 
be considered acceptable for this case. 

Practical use of Equation (16) is difficult, because the for-
mula is very complicated. However, a simple, generally appli-
cable equation with high accuracy cannot be found. Simplifica-
tion of the equation results in limited applicability range. For a 
common case of real application: smooth surfaces, PU = PD, 
0.10 ≤ h/L ≤ 0.30, h/b ≤ 0.5 and range 0 ≤ h/P ≤ 3.5, the Equa-
tion (16) can be approximated by the following formula  

 
0.71

0 0.71 0.18 arctanfH h
H P

 = + ⋅  
 

, (23) 

 

where the coefficient of determination is R2 = 0.94 for the data 
measured by us (Table 3). Equation (23) is (if Equation (16) is 
valid) applicable also for PU ≠ PD for ranges 0 ≤ h/PD ≤ 1, 
0 ≤ h/PU ≤ 2.5, 0.10 ≤ h/L ≤ 0.30, h/b ≤ 0.5 and for smooth 
surfaces (P in the Equation (23) is replaced by PD). Curve for 
Equation (23) is shown in both Fig. 4 and Fig. 5 which imply 
good agreement with Equation (16) as well as the measured 
data.  
 
Submergence coefficient 

 
The Cm = 2/5 and the C = 1 were determined by the method 

of least squares (while respecting uncertainties of measure-
ment) and with use of Equation (23) from all measured data 
fulfilling the conditions 0.1 ≤ h/P ≤ 2.5, 0.10 ≤ h/L ≤ 0.30, 
h/b ≤ 0.3, h ≥ 0.06 m and h − hf ≥ 0.01 m. The submergence 
coefficient, Cf, for PU = PD is then 
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Fig. 4. Dependence of Hf0/H and h/P; data complying with re-
quirements on PU = PD, h ≥ 0.06 m, 0.10 ≤ h/L ≤ 0.30, h/b ≤ 0.5, 
h − hf > 0.01 m and smooth surfaces. 

 

 
Fig. 5. Dependence of Hf0/H and h/PD for smooth surfaces. 

 

 
Fig. 6. Relation between hzi/hz and h/PD for smooth surfaces. 

 

 
Fig. 7. Dependence of Cf on (Hf − Hf0)/(H − Hf0), measured data. 

The measured data and Equation (24) were plotted on a 
graph in Fig. 7. The graph shows good agreement (with respect 
to uncertainties in measuring small difference h – hf) with the 
data measured within the range 0 ≤ (Hf − Hf0)/(H − Hf0) < 0.7. 
For PU ≠ PD, the exponent Cm, and coefficient C could not have 
been determined due to the lack of measured data.  

Comparisons of the calculated coefficients by Equation (24) 
Cf Eq. (24), by Azimi et al. (2014) equation Cf Azimi et al. (2014), by the 
Berezinsky (1950) equation Cf Berezinsky (1950), by the Hager and 
Schwalt (1994) equation Cf Hager and Schwalt (1994) and computed 
coefficients from measurement Cf are shown in the Fig. 8 to 
Fig. 11. The figures imply that the Cf is computed most accu-
rately by Equation (24), Azimi et al. (2014) computed the val-
ues inaccurately, Berezinsky (1950) computed the values rela-
tively accurately in the whole range of measured data, and 
Hager and Schwalt (1994) computed the values relatively accu-
rately in the range of 0.8 < Cf ≤ 1.0. In Fig. 12, comparison of 
the coefficients calculated by the Villemonte equation with 
C = 1.18 and Cm = 0.14 determined by the method of least 
squares Cf Villemonte with the Cf is shown. The computed values 
are relatively accurate only in the range of 0.85 < Cf ≤ 1.00. 
Consequently, the original formula of Villemonte equation is 
less suitable for broad-crested weirs.  
 
Method of determining the discharge 

 
Recommended method of determination of the discharge, Q, 

for an overflow with identical heights of weir faces PU = PD and 
smooth surfaces is: 

• Measure the quantities P, h, hf, L, b and define αU, αD 
(estimate or from measurement). Calculate the ratios h/L, h/P, 
h/b. 

• Verify the applicability of relations for the calculation 
where h ≥ 0.06 m, 0.1 ≤ h/P ≤ 3.0, 0.10 ≤ h/L ≤ 0.30, h/b ≤ 0.33 
must be met and the uncertainty of determining the difference 
between water levels in profiles U and D must be lower than 
the maximum permissible uncertainty of Q determination. 

• Calculate Hf0/H from Equation (23) and Cd from 
Equations (17). By iteration with use of Equations (1, 2, 3), 
calculate Q for free flow and then Hf/H. If Hf/H < Hf0/H, free 
flow conditions apply and the calculation is completed; if not, 
the conditions comply with submerged flow and the following 
step is to be taken. 

• Determine Q by iteration with use of Equations (1, 2, 
3, 17, 23, 24). 

 

 
Fig. 8. Graph of agreement between Cf Eq. (24) and Cf. 
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Fig. 9. Graph of agreement between Cf Azimi et al. (2014) and Cf. 
 

 
Fig. 10. Graph of agreement between Cf Berezinsky (1950) and Cf. 
 

 
Fig. 11. Graph of agreement between Cf Hager and Schwalt (1994) and Cf. 
 

 
Fig. 12. Graph of agreement between Cf Villemonte and Cf. 

 

CONCLUSION 
 
The article introduces derivation of the equation to deter-

mine modular limit expressed by the Hf0/H ratio for full-width 
sharp-edged broad-crested rectangular weir in the range 
0.10 ≤ h/L ≤ 0.30 situated in a channel of rectangular cross-
section without the effect of friction on side walls and surface 
tension (16). After analysing the practically applicable ranges 
and for the case of identical heights of weir faces PU = PD, the 
equation was replaced by simple and sufficiently accurate em-
pirical Equation (23) which is, in limited range, also probably 
applicable (is not verified by measured data) for PU ≠ PD. The 
article also presents derivation of the equation to determine 
submergence coefficient, Cf, with empirically defined exponent 
Cm valid only in the case of PU = PD. The result is a system of 
equations describing both free and submerged flow over weir. 
The described system of equations enables a more accurate 
calculation of the discharge than those of other above men-
tioned authors. In the range 0.65 < Cf ≤ 1.00, the error in Cf 
definition amounts to ±10%. 

Considerable extent of the experimental research enabled 
verification and simplification of the derived equation for mod-
ular limit and determination of the exponent for submergence 
coefficient. Within the experimental research, effort was made 
to measure the data as accurately as possible for the entire 
range of broad-crested weirs where the discharge coefficient for 
free flow is independent of the h/L ratio.  

The research implied some important knowledge. Determi-
nation of modular limit is dependent on the used method (ex-
trapolation of the approximation curve, agreed value of the 
change of water surface level in profile U etc.) which affects 
the evaluation by considerable uncertainty. At modular limit, 
water level in the outflow channel undulates, which is why 
mean value shall be considered with respect to both time and 
area (within the wave length). With the increase in value of the 
(Hf − Hf0)/(H − Hf0) ratio, the uncertainty of determining the 
difference of water levels at profiles U and D increases; analy-
sis of its effect is therefore recommended for each case. 
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NOMENCLATURE 
 
b weir width  (m) 
B channel width  (m) 
C proportional coefficient 
Cd discharge coefficient  
Cdd discharge coefficient 
Cf submergence coefficient 
Ck coefficient 
Cm power law exponent 
Cv approach velocity coefficient 
Fr Froude number 
g gravitational acceleration  (m/s2) 
h head, depth  (m) 
hf submergence head  (m) 
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hz head loss  (m) 
H total head   (m) 
Hf total submergence head  (m) 
i slope 
ks hydraulic roughness  (m) 
l length   (m) 
L weir length in direction of flow  (m) 
N number of measurements 
P weir height  (m) 
q specific discharge  (m2/s) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Q discharge   (m3/s) 
R2 coefficient of determination 
v mean velocity at a cross-section  (m/s) 
α kinetic energy coefficient 
ξ minor loss coefficient 
Subscripts: 
d downstream 
u upstream 
0 modular limit 
U, C, T, E, D profiles 
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Abstract: This study aims to assess the abilities of inclined barrier walls (BWs) to retard the migration of contaminants 
through porous media. Four cases of BW arrangements were considered, including a single inclined BW (BW1) and two 
adjacent BWs (BW1 and BW2) with different combinations of inclination ratios (i.e., I1 = θ1 /90° and I2 = θ2 /90°). Further-
more, the effect of the distance (L) between the contamination source and BW1 on the migration time (T) was evaluated. 
A numerical model (GeoStudio) containing two modules (SEEP/W and CTRAN/W) was used. The model proved its re-
liability to simulate contaminant migration through the porous media, where the normalized objective function values be-
tween the simulated and analytical results were 0.02 and 0.04 for the discharge of seepage and concentration of contami-
nation, respectively. The results demonstrated that the migration time was strongly influenced by the inclination ratios of 
the BWs. Three-dimensional regression analysis was applied to demonstrate the combined effect of the inclination ratio, 
L and BW arrangements on T. 
 
Keywords: Contaminant migration; Advection-diffusion; Inclined barrier walls; Finite element; GeoStudio. 

 
INTRODUCTION 
 

Water scarcity is a widespread problem in many countries 
around the world, particularly in arid regions (Abdelhaleem and 
Helal, 2015; Allam et al., 2016). Among them, Egypt faces a 
particularly great challenge due to its limited access to water 
resources (Fleifle and Allam, 2016; Sobeih et al., 2017). More-
over, the spread of pollution throughout irrigation and drainage 
networks threatens the sustainable agricultural use of these 
limited resources (El Hassan and Allam, 2017). Unfortunately, 
the surface water (SW) within the Egyptian irrigation and 
drainage networks receives a large amount of non-point source 
pollution. Additionally, most of the wastewater generated with-
in Egypt is dumped into its northern lakes without treatment 
(El-Mezayen et al., 2018). As a widespread alternative, 
groundwater (GW) represents one of the most promising and 
economically attractive options to enable access to additional 
water for different uses (El Hassan and Allam, 2017). However, 
solid wastes in Egypt are dumped into landfills absent any 
precautions for the protection of GW and/or SW resources (El-
Salam and Abu-Zuid, 2015; Ibrahim and Mohamed, 2016; 
Ismail and Tawfik, 2015). 

The dynamic behaviour of the quality of both GW and SW is 
commonly viewed as an impediment to the normal operation 
and performance of irrigation activities in Egypt (Shaban et al., 
2010). Obviously, GW and SW pollution are crucial 
environmental problems that affect not only Egypt but also 
countries around the world (Barlow and Clarke, 2017). In 
addition, it is very difficult and expensive to restore polluted 
aquifers, and the costs required to monitor GW and SW 
pollution are very high (Strobl and Robillard, 2008). Thus, an 
efficient tool to protect GW and SW resources from pollution is 
urgently needed. In this context, the hydraulic control of 
contaminant migration represents one of the most common 
tools for the management, planning, and protection of GW and 
SW resources (Armanyous et al., 2016). 

Controlling contaminant pollution involves either containing 
or redirecting contaminants along a certain direction or to a 
given location for a defined period. Several physical techniques 
have been used to control (i.e., restrict, stop, contain, or redi-
rect) the migration of contaminants through porous fields. In 
this respect, the effects of vertical barrier walls (BWs) and/or 
extraction wells on the hydraulic control of contaminated GW 
have been extensively investigated by many researchers (Ar-
manyous et al., 2016; Basha et al., 2012; Eltarabily and Negm, 
2015; Guglielmetti and Butler, 1997; Nasr et al., 2003). How-
ever, despite the large number of reported studies, the process 
of hydraulically controlling the migration of contaminants 
through porous fields is still somewhat immature from an engi-
neering perspective, as most of the abovementioned reports 
involved laboratory-scale experiments conducted under very 
limited conditions. In this context, numerical simulations con-
stitute a simple, powerful and economical approach for predict-
ing the migration of pollution through porous media. 

Recently, several techniques have been assessed with regard 
to the numerical simulation of contaminant migration through 
porous media (Lateb et al., 2016). These methods have all 
proved their reliability as useful tools for evaluating the effi-
ciency and suitability of physical techniques for controlling 
contaminant migration through soil (Al-Juboori and Datta, 
2017; Eltarabily et al., 2015; Rathod and Sivapullaiah, 2017; 
Monir et al., 2018). In particular, the finite element method 
(FEM) represents an accurate and effective numerical technique 
for simulating the flow field through a porous media. Among 
the different types of FEM software, GeoStudio has been prov-
en to be flexible and accurate in simulations of the flow field 
through porous media (Al-Juboori and Datta, 2017; GE-
OSLOPE International Ltd., 2017; Rathod and Sivapullaiah, 
2017). 

The effect of the inclination angle of BWs on the migration 
of contaminants through porous fields is still unclear. There-
fore, the objective of this study was to investigate the retarda-
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tion of contaminant migration through porous media by using 
inclined BWs. More specifically, the effects of the BW inclina-
tion angle and the distance between the source of contamination 
and the first barrier wall on the rate of contaminant migration 
were investigated numerically. 

 
MATERIALS AND METHODS 
Numerical model 

 
The FEM package GeoStudio 2007 was used to simulate the 

spread of contaminants in porous media. The GeoStudio pack-
age includes four modules that can be employed to simulate the 
flow of either energy or mass (i.e., the flow modules). Accord-
ingly, the GeoStudio model was used to simulate the effect of 
using inclined BWs on the retardation of contaminant migration 
through a porous media. Two modules were used, namely, the 
flow (SEEP/W) and transport (CTRAN/W) modules. The 
SEEP/W module is used to simulate the flow of water through 
saturated porous media. Additionally, the CTRAN/W module is 
used to simulate solute transfer by advection and diffusion, and 
it is coupled with SEEP/W to simulate the advection of dis-
solved solutes through water transfer. Detailed descriptions of 
the governing equations and processes included in the SEEP/W 
and CTRAN/W modules are presented in GEOSLPE Interna-
tional Ltd. (2017). 

The GeoStudio model was verified in three stages. First, an 
analytical solution using the fragment method developed by 
Pavlovsky in 1935 was applied to check the results of the 
SEEP/W model (Griffiths, 1984). Second, an analytical solution 
for the one-way migration of contaminants that considers both 
advection and dispersion was compared with the advection-
dispersion analysis of a numerical model using CTRAN/W. 
Finally, particle tracking analysis (PTA) was performed using a 
sandbox model to simulate the motion of pollutants through a 
porous system. A complete description of the verification process 
is presented in Monir et al. (2018) and Metwally et al. (2018). 

The GeoStudio accuracy was evaluated using statistics based 
on calculations of the root mean square error (RMSE) and 
normalized objective function (NOF) between the simulated 
and analytical results as follows: 

 

( )2
i1

N
ii

P C
RMSE

N
=

−
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 (1) 

 

mean

RMSENOF
C

=  (2) 

 

where Pi and Ci are the predicted and analytically calculated 
values, respectively; Cmean is the mean of the analytically calcu-
lated values; and N is the number of measurements. Model 
predictions are acceptable for NOF values in the interval from 
0.0 to 1.0 (Allam et al., 2015). 
 
Numerical sets 

 
One hundred and twenty numerical runs were performed us-

ing inclined and/or vertical BWs. These runs were divided into 
four sets, as shown in Table 1. In Set I, a single barrier wall 
(BW1) with a varying angle of inclination (θ1) was placed at a 
distance (L) from a source of pollution. The values of θ1 were 
45°, 60°, 75°, 90°, 105°, 120°, and 135°, and the corresponding 
values of the dimensionless inclination ratio for BW1 (I1) (i.e., 
θ1 /90°) were 0.50, 0.67, 0.83, 1.0, 1.17, 1.33 and 1.5, respec-

tively. In sets II, III, and IV, two BWs were used to retard the 
migration of contaminants, and a second BW (BW2) was placed 
in succession at a constant distance (X) downstream of BW1 
(Figure 1).  

In Set II, BW1 was inclined at angles of θ1 = 45°, 60°, 75°, 
105°, 120° and 135° corresponding to I1 values of 0.50, 0.67, 
0.83, 1.17, 1.33 and 1.5, respectively, while the inclination 
angle of BW2 (θ2) was kept constant at 90° corresponding to a 
dimensionless inclination ratio (I2) (i.e., θ2 / 90°) of 1.0.  
 

 
 

 
 

 
 

 
 

Fig. 1. Barrier walls arrangements for using single inclined barrier 
wall (BW) with different values of inclination ratio (I1) (a), case of 
using two BWs with different values of I1 and I2 = one (b), I1 = 1.0 
and different values of I2 (c), and with different values of I1 and I2 (d). 
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Table 1. Conditions of the numerical simulation sets. 
 

Set 
no. 

Definition 
Number 
of Runs 

Conditions 
θ1 Ι1 = θ1/90ο θ2 Ι2 = θ2/90ο X/D L/D 

Set I Single barrier wall (BW1) was 
placed at distance (L) from a 
source of pollution with 
different angles of inclination 
(θ1) 

35 
45o, 60°, 75°, 
90°, 105°, 120° 
and 135o 

0.5, 0.67, 0.83, 
1.0, 1.17, 1.33 
and 1.5 

Ν.Α. Ν.Α. Ν.Α. 

0.05, 
0.10, 
0.15, 
0.20, 
and 
0.25 

Set II The BW1 was used with 
different values of θ1 and 
subsequent barrier wall 
(BW2) was placed at distance 
(X). The BW2 was vertical 
(i.e., θ2 = 90) 

30 
45o, 60°, 75°, 
105°, 120° and 
135o 

0.5, 0.67, 0.83, 
1.17, 1.33 and 
1.5 

90° 1 0.6 

Set III 
The BW1 was used with θ1 = 
90o and BW2 was used with 
different values of θ2 

30 90° 1 
45ο, 60°, 75°,105°, 
120° and 135o 

0.5, 0.67, 
0.83, 1.17, 
1.33 and 
1.5 

0.6 

Set IV The BW1 and BW2 were used 
with different values of θ1, 
and θ2, respectively 25 

60o 0.67 105o 1.17 

 

60o 0.67 120° 1.33 
75o 0.83 105o 1.17 
75o 0.83 120o 1.33 
90o 1 90o 1 

 N.A. indicates not applicable condition 
 

Table 2. Soil properties for numerical model. 
 

Properties  Value 

Porosity (n) % 0.50 
Hydraulic conductivity 5x10–6 m/s 
Kx/Ky 1.0 

Longitudinal dispersivity (αL) (0.83log(F)2.41)*1.2 m (F indicates the flow path length) 

Transverse dispersivity (αT) 0.1αL  m 

 
In Set III, BW1 was inclined at θ1 = 90° with an I1 value of 1.0, 
while BW2 was inclined at angles of θ2 = 45°, 60°, 75°, 105°, 
120° and 135° corresponding to I2 values of 0.50, 0.67, 0.83, 
1.17, 1.33 and 1.5, respectively. In Set IV, BW1 and BW2 were 
used with different combinations of θ1 and θ2, as shown in 
Table 1; the values of I1 were 0.67, 0.83, and 1.0, whereas those 
of I2 were 1.17, 1.33, and 1. For all sets, two-dimensional 
steady-state flow was considered in a homogeneous isotropic 
porous media with a constant thickness (D) with a hydraulic 
conductivity (k) of 5×10–6 m/s. Longitudinal dispersivity and 
transverse dispersivity was calculated according to Todd and 
Mays (2005). The porous media properties for the numerical 
model are presented in Table 2. 

To evaluate the effect of the distance between the pollution 
source and BW1 (L) on the contaminant migration time (T), five 
values of L were considered in the numerical simulations. The 
effect of L was expressed in terms of the dimensionless distance 
ratio (L/D), which took values of 0.05, 0.1, 0.15, 0.2, and 0.25. 

In the case of a single BW, the time required for 5% of the 
initial contaminant concentration to arrive at the porous media 
surface downstream of the BW was determined. In the case of 
using two successive BWs, the time required for 5% of the 
initial contaminant concentration to arrive at the porous media 
surface downstream of BW2 was determined. The effects of the 
inclination angles of the BWs on the migration time of the con-
taminants were expressed in terms of the dimensionless time 
ratio (T/T0), where T represents the migration time for 5% of 
the contaminant concentration to reach downstream of the BW 
under specific conditions, and T0 is the migration time for 5% of 
the contaminant concentration to reach downstream of a verti-
cal single BW with L/D = 0.05. 

The boundary conditions for the contaminant flow are pre-
sented in Figure 1 and Table 2. The governing equations of 

groundwater motion at hydrodynamic pressure liquid equilibri-
um, forces that resist seepage flow, gravity acceleration, and 
flowing acceleration forces are expressed as in Halek and Svec 
(1979): 
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    (3) 

 

where m  is the mass, g  is gravitational acceleration, XV , yV  

and  zV  are velocities components at the x,y,z-directions, re-

spectively, h  is head, t  is time, and k  is the conductivity 
coefficient. 

While, the equation of continuity is expressed as: 
 

   
0

   
yX zVV V

x y z
∂∂ ∂+ + =

∂ ∂ ∂
   (4) 

 

The law of conservation (advective-dispersive equation) for 
solute migration in saturated media was obtained (Todd and 
Mays, 2005): 
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where C  is the contamination concentration and dispersion 
coefficients xD , yD  and zD  do not vary through space.  

 
Regression analysis 

 
A three-dimensional regression analysis of the numerical re-

sults was performed to assess the impacts of the inclination 
ratio and the distance to the contamination source on the migra-
tion time of the contaminants for different arrangements of 
BWs. Using the three-dimensional plane function (Eq. 3), a 
statistical regression of the numerical results for T/T0 (indicated 
in Eq. 3 as Z) was considered with two independent variables, 
namely, L/D (indicated in Eq. 3 as x) and I1, I2, or I1. I2 (indicat-
ed in Eq. 6 as y), as follows: 
 

0 . .Z y a x b y= + +   (6) 
 

where Z is the dependent variable (T/T0), and a and b are coef-
ficients that control the plane slope. The model fitness was 
evaluated using analysis of variance (ANOVA), and signifi-
cance (p-value) was considered according to a 95% confidence 
level. The statistical analyses were conducted, and the surface 
response plots were plotted using SigmaPlot 14.0 software. 
 
RESULTS AND DISCUSSION 
Model verification 

 
The simulated seepage discharge of the contaminant calcu-

lated using the SEEP/W module and the analytical values of the 
seepage discharge using the fragment method are presented in 
Figure S1 (Supplementary). The simulation and analytical 
results are in good agreement. The value of the NOF was 0.02 
for the seepage discharge. The SEEP/W simulations for the seep-
age discharge of the contaminant were satisfactory, as the value 
of the NOF was close to 0.0. Based on these results, the SEEP/W 
module can be applied to effectively simulate the migration of 
contaminants through porous media and around BWs. 

The analytical solution of the one-way migration of contam-
ination in consideration of both advection and dispersion was 
compared with the advection-dispersion analysis by using the 
CTRAN/W module, as shown in Figure S2. The values of the 
NOF were 0.015 and 0.004 for pollutant concentrations at dis-
charge times of T = 0.315 and 0.95 years, respectively. The 
CTRAN/W module verification for the simulated contaminant 
migration was satisfactory, as the value of the NOF was close 
to 0. Based on these results, the CTRAN/W module can be 
applied to effectively simulate the migration of contaminants 
through porous media. 

Furthermore, an experimental simulation of the arrival time 
of contaminants migrating through porous media using a sand-
box model was compared with the numerical PTA in considera-
tion of different values of L/D (Figure S3), and the NOF be-
tween the experimental and numerical results of the arrival time 
was 0.04. Consequently, the SEEP/W and CTRAN modules 
can be applied to effectively simulate the migration of contami-
nants through porous media. 

 
The flow field of contaminants through porous media and 
around different arrangements of barrier walls 
Single inclined barrier wall 

 
The effects of using a single inclined barrier wall (i.e., BW1) 

with different values of the inclination ratio (I1) (i.e., I1 =  
θ1 /90°) on the dimensionless ratio of the contaminant migration 

time (T/To) at different values of the dimensionless distance 
ratio (L/D) are presented in Figure 2a. Most values of T/To were 
greater than one, which means that an inclined BW constitutes 
an effective mechanism for retarding contaminant migration. 
For L/D = 0.15, 0.20, and 0.25, T/To exhibited an increase with 
an increase in I1. For L/D = 0.05 and 0.10, T/To slightly in-
creased with an increasing inclination ratio for the BW up to I1 
= 1.0 (i.e., θ1 = 90°), whereas there was no clear effect as I1 
exceeded a value of one. At L/D = 0.25, the value of T/To using 
a single inclined BW with I1 = 1.5 increased by 12%, 28%, 
33%, 43%, 49%, and 54% corresponding to I1 = 1.33, 1.17, 1, 
0.83, 0.67 and 0.5, respectively. This could be due to an in-
crease in the flow line length of contaminants needed to reach 
the porous media surface downstream of the inclined BW, as 
described in Table S1. The results show that at L/D = 0.25, the 
value of Lp/D for I1 = 1.5 increased by 7%, 15%, 17%, 21%, 
28% and 44% compared with its values at I1 = 1.33, 1.17, 1, 
0.83, 0.67 and 0.5, respectively. 

 

 

 
 

 

 
 

 
 

 
 

 

 
 

Fig. 2. The travel time dimensionless ratios at different values of 
L/D in case of using single inclined barrier wall (BW) with differ-
ent values of inclination ratio (I1) (a), two BWs with different val-
ues of I1 and I2 = 1.0 (b), two BWs with I1 = 1.0 and different val-
ues of I2 (c), and two BWs with different values of I1 and I2 (d). 

 
Similarly, the T/To values changed as L/D increased for all 

values of I1. For example, the values of T/To using a single 
inclined BW with I1 = 1.5 and L/D = 0.25 increased by 2.6%, 
3%, 3.6%, and 4.3% compared with its values at L/D = 0.20, 
0.15, 0.10 and 0.05, respectively. Hence, the effect of I on T/To 
is more obvious for higher values of L/D than for lower values. 
The minimum and maximum values of T/To were obtained at I1 
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= 1.5 with L/D = 0.05 and 0.25, respectively, which Could be 
due to an increase in the flow line length with increases in both 
the inclination angle and the distance between the barrier wall 
and the pollution source . In summary, the best value of I1 for 
locating a single inclined BW to retard the downstream migra-
tion of contaminants is I1 = 1.5, and the BW should be as far 
from the contamination source as possible. The contamination 
flow field through porous media using a single inclined barrier 
wall with I1 = 0.83 at different times, the shapes of the flow 
lines, and the equipotential lines are presented in Figure 3. The 
results show that the time required for 5% of the initial contam-
inant concentration to arrive at the porous media surface down-
stream of the BW was 12.7 years with I1 = 0.83 and L/D = 0.15. 
 
 
 
 

An inclined barrier wall followed by a vertical barrier wall 
 
The effects of using an inclined BW with different inclina-

tion angle ratios followed by a vertical BW on the values of 
T/To at different L/D ratios are presented in Figure 2b. For all 
tested flow conditions, all values of T/To were greater than one. 
For all values of L/D, T/To decreased with an increase in I1. For 
instance, the value of T/To at I1 = 0.5 and L/D = 0.05 increased 
by 26%, 54%, 71%, 78%, 82% and 84% relative to its values at 
I1 = 0.67, 0.83, 1, 1.17, 1.33 and 1.5, respectively. In addition, 
the value of T/To at I1 = 0.5 and L/D= 0.25 increased by 17%, 
20%, 21%, 27%, 32% and 39% compared with its values at I1 = 
0.67, 0.83, 1, 1.17, 1.33 and 1.5, respectively. These results 
prove that the effect of an increase in I1 on T/To decreases with 
an increase in L/D, which conforms with the percolation line  
 

 

 

 
Fig. 3. Equipotential lines (a), flow filed of contaminant through soil after different times (b, c, d, e), flow lines (f) in case of using single 
inclined barrier wall with I1 = 0.83, and L/D = 0.15. 
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results described in Table 1S. These results show that the best 
arrangement for using BW1 with different values of θ1 and a 
vertical BW2 is the use of BW1 with I1 = 0.5 (i.e., θ1 = 45°) at 
L/D = 0.05. In contrast, using an inclined BW followed by a 
vertical BW gives higher values of T/To than those obtained 
with a single inclined BW, especially for I1 < 0.90. 
 
Vertical barrier wall followed by an inclined barrier wall 

 
The effects of using a vertical BW followed by an inclined 

BW with different inclination ratios on T/To at different values 
of L/D are presented in Figure 2c. For all values of L/D, T/To 
displayed a significant increase with an increment in I2. At L/D 
= 0.05 and I2 = 1.5, T/To increased by 62%, 55%, 43%, 29%, 
17% and 8% relative to its values at I2 = 0.5, 0.67, 0.83, 1, 1.17, 
and 1.33, respectively. In contrast, at L/D = 0.25 and I2 = 1.5, 
T/To increased by 50%, 42%, 29%, 17%, 7% and 3% compared 
with its values at I2 = 0.5, 0.67, 0.83, 1, 1.17, and 1.33, respec-
tively. These results are also in accordance with the percolation 
line results shown in Table 1S. In summary, the best arrange-
ment for a vertical BW followed by an inclined BW with dif-
ferent inclination ratios is the use of BW2 with I2 = 1.5 at L/D = 
0.25. Under these circumstances, the longest flow line and the 
corresponding longest migration time can be attained. 

Figures 2b and 2c clarifies that the use of an inclined BW 
followed by a vertical BW gives higher values of T/To for I1 
values that are lower than 1.0. However, using a vertical BW  
 

followed by an inclined BW gives higher values of T/To for I2 
values exceeding 1.0. 
 
Using two successive inclined barrier walls 

 
The effects of using two successive inclined BWs with dif-

ferent inclination ratios on T/To at different values of L/D are 
presented in Figure 2d. The two inclination ratios (i.e., I1 and I2) 
were multiplied together to express the combined effect (I1.I2) 
of the inclination ratios of both walls on the contaminant migra-
tion time. For all values of L/D, T/To showed a significant de-
crease with an increment in I1.I2. The values of T/To with two 
inclined BWs at I1 = 0.67 and I2 = 1.17 (I1.I2 = 0.78) increased 
by 32%, 26%, 27%, 29% and 30% for L/D= 0.05, 0.1, 0.15, 0.2, 
and 0.25, respectively, compared with its values at I1 = 0.83 and 
I2 = 1.33 (I1.I2 = 1.11). In contrast, the values of T/To with two 
inclined BWs at I1 = 0.67 and I2 = 1.33 (I1.I2 = 0.89) increased 
by 16%, 12%, 4%, 11% and 7% for L/D = 0.05, 0.1, 0.15, 0.2, 
and 0.25, respectively, compared with its values at I1 = 1.0 and 
I2 = 1.0 (I1.I2 = 1.0). These results show that the effects of I1 and 
I2 on T/To decrease with an increase in the value of L/D. In 
summary, the use of two successive inclined BWs gives higher 
values of T/To, especially for higher values of I1 and I2. The 
flow field of contamination through porous media with two 
successive inclined BWs at I1 = 0.83 and I2 = 1.16 at different 
times, the shapes of the flow lines, and the equipotential lines 
are all presented in Figure 4. 

 

 

 

 
Fig. 4. Equipotential lines (a), flow filed of contaminant through soil after different times (b, c, d, e), flow lines (f) in case of using two 
inclined barrier walls with I1 = 0.83, I2 = 1.16 and L/D = 0.1. 
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Comparison between different barrier wall arrangements 
 
A comparison among different barrier arrangements, name-

ly, the single vertical barrier arrangement examined by Basha et 
al. (2012), the two equal barriers with solid floors evaluated by 
Metwally et al. (2018), and the arrangements examined in the 
present study (Set I, Set II, Set III, and Set IV), is presented in 
Figure 5. This comparison shows that the value of T/T0 with a 
single inclined BW increases relative to its value with the single 
vertical barrier of Basha et al. (2012) by a value ranging from 
19.5% to 32.5%. In contrast, the values of T/T0 with the in-
clined BWs in Set II, Set III, and Set IV increased by values 
ranging from 27% to 244%, from 21% to 41%, and from 18% 
to 181%, respectively, relative to the corresponding values for 
two equal barriers with solid floors as suggested by Metwally et 
al. (2018). Furthermore, the values of T/T0 for Set II, Set IV and 
Set III increased compared with its values for the single vertical 
barrier of Basha et al. (2012) by values ranging from 209% to 
920%, from 194% to 318%, and from 185% to 732%, respec-
tively. These results prove the effectiveness of using inclined 
BW as opposed to vertical BW for retarding the migration of 
contaminants. 
 
Three-dimensional regression analysis of the contaminant 
migration time 

 
The three-dimensional plane equation (Eq. 6) was applied 

for the three-dimensional regression analysis of the numerical 
results. The combined effect of L/D (x) with I1, I2, or I1.I2 (y) on 
the migration time (T/T0) was extensively assessed. Accordingly, 
the following equations were obtained as functions of the inde- 
 

endent variables (x and y) to fit the observed data (Eqs. 7–10): 

( ) ( )
0

0.246 3.711 0.511 
T x y
T

= + +    (7) 

 

( ) ( )
0

7.692 1.512 3.848 
T x y
T

= + −    (8) 

 

( ) ( )
0

0.402 6.501 2.879 
T x y
T

= − + +    (9) 

 

( ) ( )
0

12.481 11.764 5.591 
T x y
T

= − −    (10) 

where Eqs. (7), (8), (9), and (10) represent T/T0 for a single 
BW, two BWs where BW1 is inclined, two BWs where BW2 is 
inclined, and two inclined BWs, respectively. The predicted 
values of T/T0 were statistically compared with the simulated 
values using ANOVA, as shown in Table 3. 
 

 
Fig. 5. Comparison between different barriers arrangements  
(I indicates the inclination ratio of barrier wall). 
 

Table 3. Statistical analysis of ANOVA and 3D regression (plane) coefficients. 
 

Single BW Degree of freedom Sum of squares Mean square F-value P-value 
Regression 3 63.7509 21.2503 36.7157 <0.0001 
Residual  1.4901 0.0466   
Total 35 65.241 1.864   
R R2 Adjusted R2 Standard error of estimate 
0.8346 0.6965 0.6775 0.2158 
 Coefficient Standard error t-value  
y0 0.2459 0.1389 1.7706 0.0862 
a 3.706 0.5158 7.1845 <0.0001 
b 0.5111 0.1094 4.6706 <0.0001 

Two BW and the 1st one is inclined  Degree of freedom Sum of squares Mean square F-value P-value 
Regression 3 637.9384 212.6461 97.6634 <0.0001 
Residual 32 9.4998 0.2969   
Total 35 647.4382 18.4982   
R R2 Adjusted R2 Standard error of estimate 
0.9269 0.8592 0.8504 0.5449 
 Coefficient Standard error t-value P-value 
y0 7.6919 0.3507 21.9331 <0.0001 
a 1.5125 1.3025 1.1613 0.2541 
b –3.8481 0.2763 –13.9276 <0.0001 

Two BW and the 2nd one is inclined  Degree of freedom Sum of squares Mean square  
Regression 3 456.6856 152.2285  
Residual 32 0.7331 0.0229  
Total 35 457.4187 13.0691  
R R2 Adjusted R2 Standard error of estimate 
0.9909 0.9818 0.9807 0.1514 
 Coefficient Standard error t-value P-value 
y0 –0.4021 0.0975 –4.124 0.0002 
a 6.5 0.3618 17.9654 <0.0001 
b 2.8794 0.0769 37.4637 <0.0001 

Two BW and both are rotating  Degree of freedom Sum of squares Mean square   
Regression 3 757.3452 252.4484 
Residual 22 1.3968 0.0635 
Total 25 758.742 30.3497 
R R2 Adjusted R2 Standard error of estimate 
0.9749 0.9505 0.946 0.252 
 Coefficient Standard error t-value P-value 
y0 12.4815 0.4493 27.7821 <0.0001 
a –11.764 0.7127 –16.5065 <0.0001 
b –5.5908 0.4563 –12.2538 <0.0001 

0.0

2.0

4.0

6.0

8.0

10.0

12.0

0 0.05 0.1 0.15 0.2 0.25 0.3

T/
T o

L/D

Basha et al Set I (I=1.5) Metwally et al.

Set II (I=0.50) Set III (I=1.5) Set IV (I=0.78)

Bereitgestellt von  University Library Bratislava | Heruntergeladen  31.01.20 12:22   UTC



Ayman Allam, Esam Helal, Mahmoud Mansour 

346 

               

  

       

    
 

Fig. 6. Three-dimensional and contour plots of the representing the combination of L/D and I1, or I2, or I1.I2 and the resulted transport time 
(T/T0) for single inclined barrier wall (a), two barrier walls and the 1st one is inclined (b), two barrier walls and the 2nd one is inclined (c), 
and using two inclined barrier walls (d). 
 

The results reveal that the R2 values of the four models sta-
tistically fitted to the simulated data ranged from 0.69 to 0.98. 
The F-values were higher than the p-values (low probability), 
indicating that the predicted results are significant. The three-
dimensional plots for T/T0 as functions of L/D and I1, I2, or I1.I2 
are also shown in Figure 6. In this analysis, a peak value for 
T/T0 was clearly detected; therefore, the maximum T/T0 value 
can be recorded under the conditions used herein. 
 
CONCLUSIONS 

 
The effects of using inclined barrier walls (BWs) on the con-

taminant migration time (T/To) through porous media was eval-

uated. A numerical model (GeoStudio) with two modules 
(SEEP/W and CTRAN/W) was used to simulate groundwater 
(GW) flow and solute migration through porous media. Four 
cases of BW arrangements were considered, including a single 
BW (BW1) and two successive BWs (BW1 and BW2) with differ-
ent combinations of inclination angles (i.e., θ1 and θ2 for BW1 
and BW2, respectively). The model accuracy was evaluated 
using statistics based on calculations of the normalized objec-
tive function (NOF) between the simulated and analytical re-
sults. The values of the NOF were 0.02 and 0.04 for the dis-
charge of seepage and concentration of contamination, respec-
tively. Accordingly, the model proved its reliability to simulate 
contaminant migration through porous media, as the NOF val-
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ues were close to zero. For a single BW, T/To increased with an 
increase in I1. Moreover, the effect of an increase in I1 on T/To 
decreased with an increase in L/D. The best I1 value for a single 
inclined BW to retard the downstream migration of contami-
nants is I1 = 1.5, and the BW should be located as far from the 
contamination source as possible. 

In the case with an inclined BW followed by a vertical BW, 
for all values of L/D, T/To decreased with an increase in I1. 
Additionally, the effect of an increase in I1 on T/To decreased 
with an increase in L/D. In the case with a vertical BW fol-
lowed by an inclined BW, for all values of L/D, T/To signifi-
cantly increased with an increment in I2; for all values of L/D, 
T/To significantly decreased with an increment in I1.I2. Moreo-
ver, the effects of the inclination ratios I1 and I2 on T/To de-
creased with an increase in L/D. In summary, the migration 
time was strongly influenced by the inclination angles of the 
BWs; for all tested conditions, T/To > 1, indicating that inclined 
BWs have a significant ability to retard contaminant migration. 
Three-dimensional regression analysis was applied to examine 
the combined effect of the BW inclination angles, the distance 
to the source of contamination and the arrangements of BWs on 
the contaminant migration time. These three-dimensional mod-
els could be effectively used to quantify the effects of inclined 
BW on the hydraulic retardation of contaminant flow fields 
through porous media. 
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NOMENCLATURE 
 
BW1 First barrier wall – 
BW2 Second barrier wall – 
C Contaminant concentration  ML–3 
Cs Contaminant concentration at source  ML–3 
d Depth of barrier walls  L 
D Soil layer thickness (i.e., effective depth of 

aquifer in meters) 
L 

H Head difference between upstream and down-
stream (m) 

L 

k Hydraulic conductivity (m/s) L–1T–1 
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L Distance between the contamination source 
and the 1st barrier wall (m) 

L 

Lp Flow path length (m) L 
Q Seepage discharge (m3/s) L3T–1 
T Arrival time of 5% of the contaminant concen-

tration downstream  
T 

To Arrival time of 5% of the contaminant concen-
tration using a single vertical barrier wall 
downstream for L/D = 0.05 and I1 = 1  

T 

X Distance between two adjacent barrier walls in 
meters (i.e., the length of the solid floor  
between the barrier walls) 

L 

i Dimensional form factor in the ith fragment – 
θ1 Inclination angle of the first barrier wall with 

the horizontal direction upstream 
– 

θ2 Inclination angle of the second barrier wall 
with the horizontal direction upstream 

– 

 
 
 
SUPLEMENTARY  
 
Table S1. Flow path lengths for different barrier wall arrangements. 
 

Set No. 
    Flow path length (m) 

I1 I2 
L/D= 
0.05 

L/D= 
0.10 

L/D= 
0.15 

L/D= 
0.20 

L/D= 
0.25 

Set I 

0.50 

N.A. 

47.3 47.3 47.4 47.5 48.8 
0.67 51.0 52.4 55.0 58.6 62.9 
0.83 52.1 54.9 58.6 63.2 68.4 
1.00 52.6 56.4 61.1 66.4 72.2 
1.17 51.9 56.7 62.1 67.9 74.1 
1.33 51.9 56.7 62.1 67.9 74.1 
1.5 49.8 55.3 61.3 67.6 73.9 

Set II 

0.50 

1.00 

116.0 108.0 103.0 98.9 95.9 
0.67 105.0 101.4 95.7 93.8 94.6 
0.83 97.0 91.3 89.6 91.2 94.9 
1.17 76.1 78.7 83.8 89.8 96.2 
1.33 70.3 76.3 83.0 89.8 96.7 
1.50 68.6 75.7 82.9 90.0 97.1 

Set III 1.00 

0.5 63.9 67.1 71.7 77.2 83.4 
0.67 68.5 70.6 75.2 80.8 87.0 
0.83 76.6 76.8 80.3 85.4 91.3 
1.17 92.8 89.6 90.8 94.4 99.3 
1.33 97.4 93.7 94.2 97.3 101.8 
1.5 99.1 95.5 95.8 98.5 102.7 

Set IV 

0.67 1.17 106.8 101.4 98.8 99.3 101.9 
0.83 1.17 103.3 97.4 95.1 96.1 99.1 
0.67 1.33 111.0 109.3 104.5 102.1 102.2 
0.83 1.33 113.5 106.6 101.3 98.9 99.3 
1.00 1 85.5 83.5 85.8 90.1 95.6 

 

 
 

 
 

Fig. S1. The seepage discharge of contaminant by using fragments 
method (analytical) and SEEP/W model (numerical) at different 
values of X/D after Monir et al. (2018). 
 

 
            

 
 

Fig. S2. The distance from the contamination source and contami-
nation concentration for analytical and numerical solutions at two 
different periods after Monir et al. (2018). 

 

 
 

Fig. S3. The arrival time of contaminant by using experimental and 
numerical particle tracking analysis after Monir et al. (2018). 
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The seepage transport of heavy metal Pb2+ through sand column in the 
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Abstract: The coupled transport of heavy metals with suspended particles has been a topic of growing interest. The main 
purpose of this study is to experimentally investigate the seepage transport of heavy metal Pb2+ in the presence of silicon 
powders (SPs) through a sand column under different seepage velocities (v = 0.087−0.260 cm/s), injection Pb2+ concen-
trations (CP = 0−800 μg/ml) and SP sizes (D50 = 2.8−25.5 μm), which were likely to be encountered in practical engi-
neering. The sand column was installed in a cylindrical chamber of 300 mm in length and 80 mm in internal diameter. 
The results clearly show that the increase in acidity results in a reduction of the repulsive interactions between SPs and 
the matrix, and consequently a decrease in the peak values in breakthrough curves (BTCs), especially for larger-sized 
SPs. The peak values and recovery rate of Pb2+ are obviously increased and an earlier breakthrough can be observed, due 
to the higher capacity of SPs with negative charge to adsorb heavy metal pollutants such as Pb2+ with positive charge. 
The adsorption of Pb2+ on SPs can reduce the repulsive forces between SPs and the matrix, thus resulting in the increase 
of the deposition possibility of SPs and the decrease of peak value and recovery rate.  
 
Keywords: Seepage transport; Silicon powder; Heavy metal; Coupled effect; Sand column. 

 
INTRODUCTION 
 

The coupled transport of contaminants such as heavy metals, 
organic matters and radioactive materials with solid particles 
has been a topic of growing interest in a wide variety of fields, 
such as the filtration of colloidal particles, microbial pathogen-
induced groundwater pollution, and bioremediation of contami-
nated groundwater aquifers in porous media (Chrysikopoulos et 
al., 2017; Porubcan and Xu, 2011; Sen and Khilar, 2006). Sili-
con powders (SPs) play an important role in soil and aquifer 
contamination and those SPs transported easily in the water 
flow can act as carriers of contaminants (Haliena et al., 2016; 
Kim and Walker, 2009). Oxides, clay minerals and colloidal 
organic particles that exist ubiquitously in the subsurface envi-
ronment may make that the otherwise low mobile contaminants 
can more rapidly be transported towards greater depths and into 
ground and surface waters bodies due to their large specific 
surface area and high sensitivity to the physical and chemical 
environment (Sen and Khilar, 2006).  

Contaminants in porous medium can be roughly classified 
into three types, including contaminants adsorbed on immobile 
solid particles, contaminants dissolved in water, and contami-
nants adsorbed on the surface of solid particles that move with 
water flow (Chrysikopoulos et al., 2017; Sen and Khilar, 2006). 
However, SPs can also be a barrier to the migration of contami-
nants if their presence clogs the porous medium (Bennacer et 
al., 2017; Li and Zhou, 2010; Natarajan and Kumar, 2011). Puls 
and Powell (1992) showed that the transport rate of colloid-
associated arsenate (As) was more than 21-times that of dis-
solved As. Kersting et al. (1999) found that the radionuclides in 
the aquifers at the Nevada test site, where hundreds of under-
ground nuclear tests were conducted, were associated with the 
colloidal component of the groundwater, and mobile colloids 
had the potential to enhance the transport of non-soluble con-
taminants due to the adsorption effect. Karathanasis (1999) also 
showed that the presence of colloids obviously enhanced metal 
(Cu and Zn) transport by 5- to 50-fold over that without col-
loids, with Zn being consistently more mobile than Cu. Yin et 

al. (2010) investigated colloid-facilitated Pb transport in shoot-
ing range soils, and showed that there was a significant correla-
tion between colloids and Pb in the leachates, and both the 
decrease in ionic strength and the increase in flow rate contrib-
uted to the release of colloids and Pb. 

Generally, colloids provide a carrier for the rapid transport 
of heavy metals like Pb (Grolimund et al., 1996). Pang et al. 
(2005) studied the transport of bacteria-facilitated cadmium 
(Cd) by column experiments in a gravel aquifer, and discovered 
that the adsorption of Cd onto bacteria was positively related to 
solution pH, bacterial concentration and negative surface 
charge, but inversely related to Cd concentration. Missana et al. 
(2008) investigated the effect of the presence of bentonite col-
loids on the seepage migration of europium (Eu) and plutonium 
(Pu) in a granite environment, and found that the seepage mi-
gration of these radionuclides was mostly colloid driven. Wang 
et al. (2015) showed that illite colloids (<0.1 μm in size) did not 
influence As transport in sand columns due to their relatively 
low affinity for As, and humic acid substantially increased As 
transport because of the competition of humic acid against As 
for adsorptive sites on humic acid and potential formation of 
non-adsorbing aqueous phase As-humic acid complexes. Thus, 
clay-mineral colloids may not have a large potential to increase 
As transport. Ma et al. (2016) investigated the co-transport of 
soil colloids (<1.2 μm in size) and As at different pH and ionic 
strength in sand columns, and the results showed that the strong 
repulsion between the porous media and the soil colloids pro-
moted As transport by blocking the adsorption of As onto the 
porous media, and the colloids acted not only as a carrier in 
facilitating solute transport but also as a barrier in the course of 
solute adsorption. Zhou et al. (2016) studied the co-transport of 
a single layer of graphene oxide (GO) particles and Cu2+ in 
granular natural sand columns, and concluded that GO had 
fairly high mobility and could serve as an effective carrier of 
Cu2+. 

Some mathematical models have been proposed to charac-
terize the colloid-facilitated transport of contaminants in the 
dissolved phase (Sen and Khilar, 2006), which generally com-
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prise the mass balance equations for solid particles and contam-
inants and the reaction processes among the constituents. 
Bekhit et al. (2009) studied the combined effect of colloids and 
bacteria on the contaminant transport and proposed a conceptu-
al model considering multiple reactions, which was suitable for 
the case of three mobile constituents and a fixed solid matrix. 
Katzourakis and Chrysikopoulos (2014) also developed a math-
ematical model for the simultaneous transport of viruses and 
colloids in homogeneous porous media with uniform flow. 
Certainly, the feasibility of these mathematical models relies 
heavily on a good understanding of the coupled transport of 
multiple mobile and immobile species in aqueous phase. Over-
all, there is limited knowledge about the coupled transport of 
multiple components in porous media due to their complex 
physicochemical coupling behaviors.  

Despite the recognized importance of the coupled transport 
of contaminants with solid particles like colloids due to their 
abundance in groundwater and particular physical properties 
such as large specific surface area and high adsorption capacity 
(Bai et al., 2017; Bekhit et al., 2009), surprisingly little is 
known about the coupled transport of contaminants with rela-
tively larger solid particles with a median diameter of >1 μm.  

The main objective of this research is to investigate the cou-
pled transport of Pb2+ and SPs under different seepage veloci-
ties, injection Pb2+ concentrations and SP sizes in a porous 
medium consisting of sand columns. The variation of transport 
parameters such as the longitudinal dispersivity and deposition 
coefficient of SPs and the recovery rate of Pb2+ and SPs with 
the injected concentration of Pb2+ are discussed based on exper-
imental results, and the coupled transport processes are ana-
lyzed using analytical solutions accounting for the release effect 
of the hydrodynamic deposition. 
 
EXPERIMENTAL APPROACHES 
Column setup 

 
The sand column was installed in a cylindrical toughened 

Plexiglas chamber of 300 mm in length and 80 mm in internal 
diameter filled with quartz sands. Nylon membranes were 
placed at both ends of the sand column to obtain uniform seep-
age water and particle flow. A water tank was used to supply 
deionized seepage water. A peristaltic pump (LongerPump 
BT600-2J, Baoding, China; control range: 120−1200 ml/min) 
was used to provide constant water flow rates (i.e., 0.087, 
0.173, and 0.260 cm/s). Flow water was pumped downwards 
through the vertical sand column, and the flow velocity was 
measured by a flow meter installed at the column inlet. The SP 
suspension with a given concentration of Pb2+ was injected 
using a 60-ml syringe at the column inlet. 
 
Characteristics of the materials 

 
Quartz sands (median diameter: dg = 2.2 mm; size range: 

0.5−3.5 mm) were used as the porous material, in which the 
particles of 0.5−1 mm, 1−2 mm and 2−3.5 mm accounted for 
about 2.3%, 36.1% and 61.6%, respectively. These particles 
were pretreated with 0.01 mol/l of NaOH solution and 0.01 
mol/l of HNO3 solution in sequence to remove impurities, 
rinsed several times with deionized water, and oven-dried for 
48 h at 105 °C prior to the experiments. The saturated sand 
column was packed in 3-cm increments with quartz sands 
mixed with deionized water to avoid air entrapment, and then 
vibrated cautiously by hand to ensure uniform packing. The 
water level was maintained a few centimeters above the sand 
surface. The measured density of the solid matrix was ρs = 2.65 

± 0.05 g/cm3, and the porosity, which was defined as the ratio 
of the pore volume to the total column volume, was controlled 
in n = 41.7% when preparing a sample layer by layer. Four 
types of artificial spherical SPs (mainly composed of SiO2) 
with a median diameter of D50 = 2.8, 10.9, 18.7 and 25.5 μm 
(i.e., dimensionless ratios D50/dg = 0.0013−0.0116) and a densi-
ty of ρs = 2.20 g/cm3 were selected as injected particles. These 
particles had an unimodal particle size distribution (PSD), and 
the particle-size distribution was in the range of 1−80 μm 
measured by laser diffraction (LA-950 Mode, Horiba, Japan).  
 
Operating procedure and measurement 

 
The SP suspension with different particle (Cinj = 1, 2, 4 and 8 

mg/ml) and Pb2+ (CP = 0−800 μg/ml) concentrations was inject-
ed at Darcy velocities, v, of 0.087, 0.173, and 0.260 cm/s. The 
Reynolds numbers varied between 1.12 and 3.34, confirming 
that the experiments were conducted under laminar flow condi-
tions (Alem et al., 2013; Bennacer et al., 2017). In each exper-
iment, Vinj = 30 ml of SP suspension was injected in a pulse-
injection fashion over a period of tinj = 2 s. The turbidity level 
in the effluent was measured three times and the means were 
used to minimize errors. All experiments were performed at 
room temperature of 22–24°C.  

The transport process of SP suspension is complex (Tusara 
et al., 2015; Walshe et al., 2010; Xue et al., 2016) due to the 
mixed injection of contaminants like Pb2+ with SPs and the 
environmental change of seepage water (e.g., the variation of 
pH and Pb2+ concentration). Heavy metal Pb2+ ions exist gener-
ally under acidic conditions (e.g., pH = 5.5), and thus there is a 
need to investigate the effect of acidity on the coupled transport 
of SPs and Pb2+. Two SP suspensions with different pH values 
were considered in this study. One suspension was neutral (pH 
= 7) and the other suspension was adjusted to pH = 5.5 by 
adding 0.01 mol/l of nitric acid (HNO3) solution. The pH value 
of seepage water in the tank was the same as that of the injected 
suspension (pH = 7 or 5.5).  

Various concentrations of Pb2+ solutions were prepared with 
powdered Pb(NO3)2 and deionized water, and the pH was ad-
justed to pH = 5.5 with 0.01 mol/l of NaOH solution. To esti-
mate the effect of ionic strength (Na+) caused by sample prepa-
ration, the transport processes of three concentrations of Pb2+ 

(CP = 100, 300 and 500 μg/ml) were investigated. The pH of the 
seepage water was the same as that of the injected solutions 
(pH = 5.5). The results show that a trace amount of Na+ ions in 
Pb2+ solution has almost a negligible effect on the transport of 
Pb2+. 

The turbidity in the effluent was measured using a turbidity 
meter (2100N, HACH Co., USA; measurement range: 0−4000 
Nephelometric Turbidity Units (NTU)) and then converted to 
particle concentration. The results show that there is a con-
sistent relationship between particle concentration C [ML−3] 
and turbidity N [NTU] for pH = 5.5 to 7, and thus the Pb2+ 
concentration of less than 800 μg/ml is used in this study. The 
concentration of Pb2+ dissolved in the solution was measured 
using an atomic absorption spectrophotometer (TAS-990G, 
Puxi Co., China; wavelength range: 190−900 nm). The Pb2+ 
absorbed on the surface of SPs in the effluent was extracted by 
adding 0.1 mol/l of EDTA (ethylenediaminetetraacetic acid 
disodium) in a constant temperature incubator (HZQ-F160, 
Baidian Co., China) and then centrifuged (Sigma 3K15, Minsks 
Co., Germany). The extraction efficiency of this method can be 
higher than 90 % (Fangueiro et al., 2002; Nedwed and Clifford, 
2000).  
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Transport theory and parameters 
 
A solution accounting for the release effect of the hydrody-

namic deposition for variable concentration injection is used to 
simulate the experimental breakthrough curves (BTCs), and the 
outlet of SPs (or soluble heavy metals) in a uniform one-
dimensional flow is analyzed by the following convection-
dispersion partial differential equation (CDE) and deposition 
equation, respectively (Katzourakis and Chrysikopoulos, 2014; 
Simunek and van Genuchten, 2008): 

 

2

2

( , ) ( , ) ( , ) ( , )sC z t C z t C z t z tD u
t z n tz

ρ σ∂ ∂ ∂ ∂= − −
∂ ∂ ∂∂

    (1) 

 

( , )
( , ) ( , )s s

d r
z t k C z t k z t

n t n
ρ σ ρ σ∂ = ⋅ − ⋅

∂
    (2) 

 

where z is the coordinate [L], n is the porosity of the porous 
medium, D is the hydrodynamic dispersion coefficient [L2 T−1], 
u is the average interstitial particle velocity [LT−1], t is the time 
[T], σ is the concentration of particles deposited onto the solid 
matrix [MM−1], kd is the deposition coefficient [T−1], and kr is 
the release coefficient [T−1]. 

The initial and boundary conditions are set as follows: 
( ,0) 0C z = , ( ,0) 0zσ = , (0, ) ( )C t g t= , and ( , ) 0C t+∞ = . The 

particle concentration can be obtained from Eqs. (1) and (2) by 
the Laplace transform and the Laplace transform inversion (Bai 
et al., 2017):  
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where α is an arbitrary constant, and I0 and I1 are the modified 
Bessel function of the first-kind of order zero and one, respec-
tively.  

For an instantaneous plane source with a particle concentra-
tion of ( )g t  [ML−3], one has:  
 

( )g t = I ⋅ ( )t tδ ′−                                                        (6) 
 

where I = m/Q = m/(vA) is the strength of the plane source 
[MTL−3], with m, Q and A being the mass of injected particles 
[M], the flow rate [L3T−1], and the column cross-sectional area 
[L2], respectively; ( )δ ⋅  is the Dirac delta function; and t′ is the 

moment of particle injection [T]. 

Note that ( ) ( )d ( )f t t t f
β

α
δ ξ ξ− =  (α ≤ ξ ≤ β), the substitu-

tion of Eq. (6) into Eq. (3) yields: 
 

( , )C z t t′− =
2

I
Dπ

⋅ 1( , )A z t t′− ⋅

{ }2 3 4 3 40
( ) ( , ) ( , ) ( , ) ( , )

t t
A t t A z A z d A z t t A z t tη η η

′−
′ ′ ′− ⋅ ⋅ + − ⋅ −  (7) 

where 1( , ) exp( )
2 r
uzA z t k t
D

= − ,
 2 ( )A t =

1/2 1/2
1( ) [2( ( )) ]I t

t
αη αη η

η
⋅ −

−
, 3( , )A z t = 3/2

z
t

, and 4( , )A z t = 

2 2

exp[ ( ) ]
4 4 r d
z u t k k t
Dt D

− − + − . 
 

Eq. (7) can be used to simulate the BTCs of SPs for pulse in-
jection, where the injection duration is sufficiently short to be 
considered instantaneous (Bennacer et al., 2017). Eq. (7) can be 
degenerated to the classical solution based on the convection–
dispersion model by letting kr = 0 and t′ = 0. The simulated 
BTCs are obtained from Eq. (7) using Mathematica 9 (Wolfram 
Research). Here, the concept of dimensionless pore volume 
(PV) is introduced to describe the time process, which refers to 
the ratio of the total volume of water flowing through the sand 
column to the pore volume of the sand column. The dispersivity 
is defined as αd = D/u0, where u0 is the average interstitial fluid 
velocity (u0 = v/n) (Bai et al., 2017). The recovery rate is de-
fined by integrating simulated BTCs area: 
 

e out0
( )d /R Q C t t m

∞
=                                                       (8) 

 

where Re is the recovery rate (%). 
Four parameters (particle velocity u, dispersivity αd, deposi-

tion coefficient kd, and release coefficient kr) can be fitted using 
Eq. (7). However, it would be very difficult to estimate more 
than three parameters simultaneously. In order to circumvent 
this problem, it is assumed that kr = 0.1kd (Bekhit et al., 2009; 
Katzourakis and Chrysikopoulos, 2014) because the release 
coefficient kr is small as compared to the deposition coefficient 
kd, such that only three parameters need to be identified. Over-
all, kr has a nearly linear effect on Re in a large range of kr/kd 
ratios (e.g., kr/kd = 0.01−0.2). For example, when Cinj = 4 mg/ml, 
u0 = 0.2 cm/s, u/u0 = 0.8, αd = 0.3 cm and kd = 0.04 s−1, Re is 
increased from 49.6 % to 55.0% and then to 62.5 % as the kr/kd 
increases from 0.01 to 0.1 and then to 0.2. 
 
RESULTS AND DISCUSSION 
The effect of acidity on the transport of SPs  

 
The relationships between the relative concentration CR and 

PV for different injected concentrations of SPs (Cinj) are given 
in Figs. 1 and 2, where v = 0.087 cm/s and v = 0.260 cm/s. CR is 
defined as CR = (Cout·Vp)/m = (Cout·Vp)/(Cinj·Vinj), where Cout and 
Vp are the particle concentration at the outlet and the pore vol-
ume of the entire soil column, respectively (Ahfir et al., 2009; 
Bai et al., 2017).  

Obviously, the decline of pH (pH = 7→5.5) results in more 
pronounced sorption deposition due to the increase of positive 
charge H+ with the addition of HNO3. Actually, the pH of the 
suspension can have a significant effect on the surface charge 
properties of SPs and the matrix according to the Derjaguin-
Landau-Verwey-Overbeek (DLVO) theory (Bennacer et al., 
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Fig. 1. BTCs of SPs at v = 0.087 cm/s for different SP sizes and acidity levels: (a) Cinj = 1 mg/ml, (b) Cinj = 2 mg/ml, (c) Cinj = 4 mg/ml, 
and (d) Cinj = 8 mg/ml. 

 

 
 

 
 

Fig. 2. BTCs of SPs at v = 0.260 cm/s for different SP sizes and acidity levels: (a) Cinj = 1 mg/ml, (b) Cinj = 2 mg/ml, (c) Cinj = 4 mg/ml, and 
(d) Cinj = 8 mg/ml 
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2017; Johnson et al., 2010; Tusara et al., 2015), and thus the 
deposition of SPs. Also, the increase of acidity (pH = 7→5.5) 
results in a reduction in the repulsive interactions between SPs 
and the matrix, and thus a decrease in peak value especially for 
SPs with a large size. For example, when D50 = 2.8, 10.9 and 
18.7 (Fig. 1(c), Cinj = 4 mg/ml and v = 0.087 cm/s, the peak 
values are CR = 1.64, 0.51 and 0.29 for pH = 7, and CR = 1.31, 
0.29 and 0.07 for pH = 5.5, respectively. Similar trends can be 
observed for different SP concentrations (Cinj = 1, 2, 4 and 8 
mg/ml) and flow velocities (v = 0.087, 0.173 and 0.260 cm/s), 
which is also in good agreement with previous studies (e.g., 
Chrysikopoulos et al., 2017; Tusara et al., 2015). For example, 
Tusara et al. (2015) showed that decreasing the pH of the brine 
from 8 to 5.5 resulted in an increase in the deposition of sus-
pended particles throughout the porous column and consequent-
ly a lower permeability along the porous column. Chrysikopou-
los et al. (2017) found that the decrease of pH from 7 to 4 
yielded smaller absolute zeta potentials and consequently 
smaller repulsion forces between SPs (e.g., graphene oxide 
nanoparticles and kaolinite particles) and the matrix (e.g., 
spherical glass beads and quartz sands).  

The peak values decrease and the corresponding PVs in-
crease slightly with increasing particles size (D50 = 
2.8→10.9→18.7 μm; see Figs. 1 and 2) at the same flow veloc-
ity. As discussed in detail elsewhere (e.g., Ahfir et al., 2009; 
Bradford et al., 2009), the number of the matrix pores larger 
than the particles decreases with increasing particle size, result-
ing in an increase in the number of particles captured by throat 
pores and a decrease of the peak values in the effluent. 
 
The seepage transport of Pb2+ 

 
Fig. 3 shows the penetration processes of Pb2+ ions under 

different concentrations and flow velocities. It shows that the  
 

peak values of Pb2+ increase with increasing concentration of 
Pb2+ (CP = 100→200→300→500 μg/ml), but the corresponding 
PVs remain largely unchanged (PV = 1.04−1.08). It seems that 
unlike SPs, the peak occurrence of the BTCs of Pb2+ is inde-
pendent of flow velocity. In fact, picometer-scale Pb2+ ions are 
completely soluble in water and move almost simultaneously 
with the water flow, which is mainly affected by the disper-
sivity and deposition effect. The so-called size exclusion effect 
makes the SP plume to have a lower effective dispersion coeffi-
cient than soluble Pb2+ due to the preferential advection of 
particles along the central streamline (Ahfir et al., 2009; Ben-
nacer et al., 2017). Moreover, the hydrodynamic force on the 
SPs increases with increasing water flow velocity, thus result-
ing in a decrease of deposition, and consequently an increase of 
the number of SPs at the outlet and the increase of peak values.  

The transport processes of the heavy metal Pb2+ are also de-
scribed using Eqs. (1) and (2). Fig. 4 gives the transport param-
eters of Pb2+ as a function of injection concentration obtained 
by fitting Eq. (7). All curves fit well with the experimental 
results (R2>0.92) with only a few exceptions (e.g., see Fig. 3(a) 
and Fig. 3(b)). Fig. 4 shows that the moving velocity of Pb2+ 
(u/u0 = 0.71−0.84; Fig. 4(a)) is always lower than the water 
flow velocity (u/u0 = 1), and even lower than that (u/u0 = 
0.85−0.90) of two natural SiO2 particles with D50 = 25 and 47 
μm at a similar flow velocity of v = 0.066−0.199 cm/s in a 
previous study of Bai et al. (2017). Here, u/u0 is defined as the 
ratio of the interstitial Pb2+ (or SPs) velocity u to the interstitial 
water velocity u0. In this sense, the moving velocity of Pb2+ is 
similar to that of a dissolved tracer (i.e., fluorescein) obtained 
by Bai et al. (2017), which is also in good agreement with many 
previous studies (Ahfir et al., 2009; Chrysikopoulos et al., 
2017). This can be attributed to the tortuous transport paths of 
Pb2+ induced by its dispersivity and the obvious deposition of 
Pb2+ caused by high adsorption ability with the matrix. Fig. 4  
 

 
 

 
 

Fig. 3. BTCs of Pb2+ for various flow velocities: (a) CP = 100 μg/ml, (b) CP = 200 μg/ml, (c) CP = 300 μg/ml, and (d) CP = 500 μg/ml. 
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Fig. 4. The transport parameters of Pb2+ as a function of injection 
concentration: (a) moving velocity, (b) dispersivity, and (c) deposi-
tion coefficient. 
 
also gives the experimental results and the variation of disper-
sivity αd and deposition coefficient kd with the Pb2+ concentra-
tion in the range of CP = 0−800 μg/ml. It is evident that the 
dispersivity αd is linearly related to the Pb2+ concentration (Fig. 
4(b); R2 = 0.77), regardless of the flow velocity due to its negli-
gible effect. The dispersivity increases with the increase of CP, 
resulting in a decrease in the moving velocity of Pb2+ to u/u0 = 
0.72 at a high concentration of e.g., CP = 800 μg/ml (Fig. 4(a)). 
However, the deposition coefficients decrease slightly with the 
increase of CP (Fig. 4(c)), but increase with the increase of flow 
velocity. Actually, the existence of positive charge (i.e., H+ and 
Pb2+) in the solution makes the repulsive interactions between 
Pb2+ and the matrix to decrease with the decrease of the total 
interaction energy (i.e., the repulsive electrical double layer 
forces) by the DLVO theory (Porubcan and Xu, 2011). As a 
result, the decrease of the moving velocity of Pb2+ (u) and the 
increase of dispersivity (Fig. 4(b)) together induces apparent 
deposition (Fig.4(c)), and the deposition coefficient is increased 

by almost two times from kd = 0.014−0.021 s−1 to kd = 
0.036−0.048 s−1 with the increase of the Darcy velocity from v 
= 0.087 cm/s to v = 0.260 cm/s.  
 
The coupled transport of Pb2+ and SPs  

 
The mixed suspension of Pb2+ and SPs are prepared follow-

ing the same procedure as that of Pb2+ solution. Fig. 5 shows 
the transport of Pb2+ under three flow velocities (v = 0.087, 
0.173 and 0.260 cm/s) and four SP sizes (D50 = 2.8, 10.9, 18.7 
and D50 = 25.5 μm) in the presence of SPs (called “coupled 
transport”, solid marks) or the absence of SPs (called “single 
transport”, hollow marks) at pH = 5.5, CP = 500 μg/ml and Cinj 
= 2 mg/ml, respectively. It can be seen from Fig. 5(a) that the 
peak values of Pb2+ are obviously increased due to the presence 
of SPs, and an earlier transport of Pb2+ with smaller PVs corre-
sponding to peak values is observed, which can be attributed to 
the promotion effect of SPs on the transport of Pb2+. It is well 
known that SPs with negative charge on their surfaces have a 
high capacity to adsorb heavy metal pollutants such as Pb2+ 
with positive charge. The SPs move with water flow (Li and 
Zhou, 2010; Natarajan and Kumar, 2011) and act as a third 
phase (mobile solid phase) in addition to the immobile solid 
phase of the porous media. Thus, Pb2+ can be adsorbed to SPs 
in a similar fashion as they do to the immobile solid matrix and 
can migrate in subsurface media at a rate similar to, or even 
greater than, that in the mobile aqueous phase due to the so-
called size exclusion effect (Alem et al., 2013; Bai et al., 2017). 
Moreover, the penetration processes and the peak values also 
have nothing to do with flow velocity. Fig. 5 indicates that the 
peak values are CR = 0.40, 0.51, 0.44 and 0.36 in the presence of 
SPs for D50 = 2.8, 10.9, 18.7 and 25.5 μm, respectively; but CR = 
0.28 on average in the absence of SPs. Here, the peak values are 
the mean values for the three velocities (v = 0.087, 0.173 and 
0.260 cm/s).  

The so-called promotion effect was previously observed in 
the coupled transport of colloids of < 1 μm in size with various 
contaminants such as alkali and alkaline earth cations (Cs+ and 
Sr2+), transition metals (Ni2+, Co2+, Cu2+ and Pb2+), oxyanions 
(arsenic and iodate), and organic compounds (Bekhit et al., 
2009; Chrysikopoulos et al., 2017; Katzourakis and Chry-
sikopoulos, 2014). The promotion or retardation of SPs on 
contaminants has been shown to depend on their coupled effect, 
the migration characteristics of SPs themselves, the hydrody-
namic force, the physicochemical environment of suspension, 
etc. (Bekhit et al., 2009; Sen and Khilar, 2006). The existence 
of SPs with an appropriate size range (e.g., D50 = 2.8−10.9 μm; 
 

Fig. 5(a) and Fig. 5(b)) can significantly accelerate the transport 
of Pb2+ due to the size exclusion effect. However, those SPs 
whose sizes exceed a limit (e.g., D50 = 18.7 μm, D50/dg = 0.0085; 
see the comparison of Fig. 5(b) and Fig. 5(c)) have only a small 
promotion effect or even an inhibition effect on the migration 
of Pb2+ due to the decrease of the permeability of porous medi-
um caused by the plugging effect. For example, when D50 = 
25.5 μm (D50/dg = 0.0116; Fig. 5(d)), the peak values of Pb2+ for 
CR = 0.36 are only slightly higher than that for CR = 0.28 in the 
absence of SPs, which is due to the remarkable deposition of 
large SPs onto the matrix (see Fig. 5(d)) despite the obvious 
absorption of Pb2+ on the SP surface. The plugging effect refers 
to the trapping of SPs in small pore throats that are too small to 
allow particle passage. Some researches indicated that this 
effect is mainly related to a threshold of D50/dg which is about 
in the range of D50/dg = 0.0016−0.027 (Alem et al., 2013; Brad-
ford et al., 2009; Porubcan and Xu, 2011; Shen et al., 2008),  
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Fig. 5. BTCs of Pb2+ during the coupled transport with SPs: (a) D50 = 2.8 μm, (b) D50 = 10.9 μm, (c) D50 = 18.7 μm, and (d) D50 = 25.5 μm. 
 
beyond which SPs will have a retardation effect on the transport 
of contaminants. The plugging effect is also related to the phys-
ical properties and particle-size distribution of SPs, the shape 
and surface roughness of the solid matrix, pore-scale hydrody-
namics, the solution chemistry, etc. 

Fig. 6 gives the BTCs for the coupled or single transport of 
SPs with different sizes at pH = 5.5, CP = 500 μg/ml and Cinj = 2 
mg/ml. Certainly, the peak values of SPs are decreased in the 
presence of Pb2+, which seems to become more obvious at 
lower velocities (e.g., v = 0.087 cm/s), especially for larger SP 
sizes (e.g., D50 = 18.7 μm; Fig. 6(c)). For example, when D50 = 
2.8 μm (Fig. 6(a)), the peak values are CR = 1.08, 0.89 and 0.51 
in the presence of Pb2+ and CR = 1.54, 1.42 and 1.23 in the 
absence of Pb2+ for v = 0.087, 0.173 and 0.260 cm/s, respective-
ly. The existence of Pb2+ absorbed on SPs can reduce the repul-
sive force between SPs and the matrix by the DLVO theory due  

to the change of surface charge properties of SPs and the matrix 
(i.e., the decrease of the absolute zeta potentials in theory) 
(Johnson et al., 2010; Tusara et al., 2015), and then enhance the 
deposition possibility of SPs onto the matrix. Hence, the cou-
pled effect of Pb2+ with strong charge on SPs cannot be ne-
glected, which is attributed to the decrease of the double elec-
tric layer on the SP surface (i.e., the decrease of surface poten-
tial energy).  

There is an increasing interest in the effects of suspended 
particles like colloids and SPs on the seepage migration of 
contaminates like Pb2+. However, the adsorption of contami-
nants on solid particles has attracted less attention, probably 
due to that the mass of contaminants adsorbed onto the solid 
particles can be negligible compared with the mass of solid 
particles. Actually, the participation of some specific contami-
nants will have an obvious effect on the transport of solid parti-
cles due to the change of their surface charge properties but 
cause no dramatic change in their mass. Unlike weak polar or 

neutral contaminants, special attention should be given to the 
coupled effect on the transport of solid particles with heavy 
metal ions like Pb2+ with strong electric polarity. In essence, the 
influence of Pb2+ on the transport of solid particles is mainly 
determined by the change of the physicochemical environment 
of suspensions.  
 
The effect of coupled process on transport parameters  

 
Fig. 7 gives the values of particle velocity, dispersivity, dep-

osition coefficient obtained by fitting Eq. (7) to observed BTCs 
(e.g., see Fig. 6(a) and Fig. 6(b)) and recovery rate of SPs using 
Eq. (8) under different flow velocities (v = 0.087 and 0.260 
cm/s) and SP sizes (D50 = 2.8, 10.9 and 18.7 μm) when the 
concentration of SPs is Cinj = 2 mg/ml. CP = 0 in Fig. 7 indicates 
the absence of Pb2+. The coefficients of determination are R2 > 
0.95 except for few curves, and the variation trends in B-spline 
curves are also given. As mentioned before, the velocities of 
SPs (u/u0 = 0.80−1.00) are generally higher than those of Pb2+ 
(u/u0 = 0.71−0.84; see Fig. 4(a)), especially for those large-
sized SPs (e.g., D50 = 18.7 μm) due to the size exclusion effect, 
indicating the earlier appearance of peak values (see Fig. 6). 
Moreover, the particle velocity slightly increases with the in-
crease of Pb2+concentration, which is partially caused by the 
enhancement of deposition due to the coupled action of Pb2+ 
(Fig. 6). The dispersivity of SPs decreases with the concentra-
tion of Pb2+ (CP = 0→500 μg/ml; Fig. 7(b)) and the SP size in 
the range of D50 = 2.8−18.7 μm, but increases with flow veloci-
ty (v = 0.087 cm/s→0.260 cm/s).  

The deposition coefficient of SPs increases with increasing 
flow velocity (v = 0.087→0.260 cm/s) and SP size (D50 = 
2.8→10.9→18.7 μm; Fig. 7(c)), which is in line with previous 
studies (Bai et. al., 2017; Bennacer et. al., 2017). More im-
portantly, the deposition coefficient of SPs generally increases  
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Fig. 6. BTCs of SPs during the coupled transport: (a) D50 = 2.8 μm, (b) D50 = 10.9 μm, (c) D50 = 18.7 μm, and (d) D50 = 25.5 μm. 
 

 
 

 
 

Fig. 7. The transport parameters of SPs during the coupled transport: (a) particle velocity, (b) dispersivity, (c) deposition coefficient, and 
(d) recovery rate. 

 
 
 
 
 
 

with the injected concentration of Pb2+ and then remains almost 
constant, which is caused by the enhancement of the coupled 
effect (mutual adsorption) between SPs and Pb2+ and the obvi-
ous adsorption onto the surface of the matrix. As a result, the 

recovery rate of SPs at the outlet decreases with the injected 
Pb2+ concentration and finally tends to be constant (Fig. 7(d)), 
indicating that caution must be taken when using single-
transport parameters to predict the co-transport of SPs in the 
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presence of multiple components. Certainly, the recovery rate 
of SPs increases with the increase of flow velocity (v = 
0.087→0.260 cm/s; see Fig. 7(d)). When v = 0.260 cm/s, the 
recovery rates are to 44.1%, 10.6% and 6.2% for CP = 500 μg/ 
ml, and 86.6%, 61.9% and 19.3% for CP = 0 when D50 = 2.8, 
10.9, 18.7 μm, respectively. 

By contrast, the recovery rate of Pb2+ is obviously increased 
from Re = 2.0–11.8% in the absence of SPs (hollow marks) to 
Re = 18.2–28.9% in the presence of SPs (solid marks; Fig. 8(a)) 
in the range of CP = 100−800 μg/ml when D50 = 2.8 μm. How-
ever, the recovery rate of Pb2+ is independent of the flow ve-
locity especially when D50 = 2.8 μm and 18.7 μm. Moreover, 
the recovery rate slightly increases with the injected concentra-
tion of Pb2+ and finally tends to be a steady value. However, it 
is noted that the steady state for SPs with a larger size can be 
achieved at a smaller CP. For example, the steady values are 
approximately CP = 500 and 300 μg/ ml for D50 = 10.9 and 18.7 
μm, respectively (Fig. 8(b) and Fig. 8(c)).  
 

 

 
Fig. 8. Recovery rate of Pb2+ as a function of the injection concen-
tration during the coupled transport with SPs: (a) D50 = 2.8 μm, (b) 
D50 = 10.9 μm, and (c) D50 = 18.7 μm. 

CONCLUSIONS 
 
The increase in acidity from pH = 7 to pH = 5.5 results in 

more pronounced sorption deposition due to the increase of 
positive charge H+ with the addition of HNO3. Thus, the in-
crease in acidity can reduce the repulsive interactions between 
SPs and the matrix, resulting in a decrease of the peak values in 
BTCs, especially for SPs with a large size.  

For heavy metal ions such as Pb2+, the peak values of BTCs 
increase with the increase of the injected Pb2+ concentration and 
are not related to flow velocity. With the increase of the inject-
ed concentration, the dispersivity increases and the deposition 
coefficient decreases slightly. The peak value and recovery rate 
of Pb2+ are obviously increased and an earlier breakthrough can 
be observed, due to the high capacity of SPs with negative 
charge to adsorb heavy metal pollutants such as Pb2+ with posi-
tive charge. The promotion or retardation of SPs on Pb2+ is 
closely related to the D50/dg value, which depends mainly on the 
coupled effect of Pb2+ and SPs, the transport characteristics of 
SPs themselves, the hydrodynamic force, the physicochemical 
environment of suspension, etc.  

The adsorption of Pb2+ on SPs can reduce the repulsive forc-
es between SPs and the matrix, thus resulting in the increase of 
the deposition possibility of SPs and the decrease of peak value 
and recovery rate.  
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NOMENCLATURE 
 
C  particle concentration 
N     turbidity level 
dg     median diameter of porous materials 
ρs    density of solid matrix or particles  
n     porosity of porous materials 
D50   median diameter 
Cinj    concentration of particle suspension 
CP     concentration of Pb2+ in particle suspension 
v     Darcy velocity 
Vinj volume of suspended particle suspension in each injection 
tinj    sustained time of particle injection 
z     coordinate 
D    hydrodynamic dispersion coefficient 
u    average interstitial particle velocity 
t    time 
σ   concentration of particles deposited onto the solid matrix 
kd    deposition coefficient 
kr    release coefficient 
τ    dummy integration variable  
α    arbitrary constant 
I0, I1   modified Bessel function of the first kind of order zero 

and one 
I    strength of the plane source 
m    mass of particles injected 
Q    water flow rate 
A    cross-sectional area of column  
δ(⋅)    Dirac delta function 
ξ     dummy time 
t′     particle injection moment 
αd    longitudinal dispersivity 
u0    average interstitial fluid velocity 
PV    pore volume 
Re     recovery rate 
CR     relative concentration 
Cout     particle concentration at the outlet 
Vp      pore volume of the entire soil column 
R2    coefficient of determination  
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Abstract: The relative hydraulic conductivity curve Kr(h) = K/Ks is a key variable in soil modeling. This study proposes 
a model to represent Kr(h), the so-called Gardner dual (GD) model, which extends the classical Gardner exponential 
model to h values greater than ho, the suction value at the inflection point of the Kr(h) curve in the log-log scale. The 
goodness of fit of GD using experimental data from UNSODA was compared to that of the MVG [two-parameter (Kro, 
L) Mualem-van Genuchten] model and a corresponding modified MVG model (MVGm). In 77 soils without evidence of 
macropore flow, GD reduced the RMSE errors by 64% (0.525 to 0.191) and 29% (0.269 to 0.193) in relation to MVG 
and MVGm, respectively. In the remaining 76 soils, GD generally was less accurate than MVG and MVGm, since most 
of these soils presented evidence of macropore flow (dual permeability). GD has three parameters and two degrees of 
freedom, like MVG. Two of them allow the calculation of the macroscopic capillary length, a parameter from the infil-
tration literature. The three parameters are highly dependent on the Kr(h) data measurement in a short wet suction range 
around ho, which is an experimental advantage.  
 
Keywords: Hydraulic conductivity curve; Gardner exponential model; Mualem-van Genuchten model. 

 
INTRODUCTION 
 

The unsaturated hydraulic conductivity curve is a key soil 
hydrodynamic function in water and solute transfer in the va-
dose zone. Variations in the K(h) curve are highly non-linear 
with suction h (h > 0) at the same time that they may reach 
values of various orders of magnitude. This requires a reliable 
mathematical model of representation of this curve for the 
proper description of hydraulic flows. In this study, we will 
assume the saturated hydraulic conductivity (Ks) to be a pre-
established parameter and therefore it is sufficient to consider 
the relative hydraulic conductivity Kr = K/ Ks. 

Thus, the choice of a mathematical model to represent the Kr 
vs. h data is crucial (in this study we will not use the Kr(θ) 
models, where θ is the volumetric water content; the suction is 
expressed in cm). The Kr(h) curve is usually given graphically  

 

in the log-log scale (Figure 1), where log = log10. Figure 1 
shows a typical graph with the log Kr vs. log h data plot tending 
to the origin (h tending to 1.0 cm and Kr tending to 1.0) in a 
convex curve asymptotic to the horizontal axis log h. Above 
certain ho suction values, there is a general tendency to an in-
flection of the experimental plot and to its curvature to become 
concave or quasi-linear (as in Figures 2 and 3 in Peters and 
Durner (2008), for example). Other graphs like this one will be 
shown along the study. According to Peters and Durner (2008) 
this inflection might be caused by film flow effects which 
would be relevant to define Kr(h) in higher suction ranges (h > 
ho), but irrelevant and largely dominated by capillary bundle 
flow effects in wetter moisture ranges (h < ho). Various strictly 
empirical equations were proposed to represent Kr vs. h data 
between the 1950s and 1970s, as reported by Raats and Gardner 
(1971), Vereecken et al. (1990) and Leij et al. (1997). The most  
 

 
 
 
 
Fig. 1. Typical example [soil 4670 
from the UNSODA database (Leij et 
al., 1996)] of representation of data of 
the relative conductivity curve Kr = 
K/Ks; a curve inflection tendency can 
be observed around suction ho. The 
Wind and Gardner exponential equa-
tions were adjusted only for the meas-
ured data set with h ≥ 100 cm or h ≤ 
100 cm, respectively. The Mualem-van 
Genuchten equation was adjusted for 
the complete data set. 
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commonly used, according to Vereecken et al. (1990), are those 
where suction appears in a power or exponential function, as 
shown below. 

One of the pioneer and frequently used empirical equations 
is the Wind power equation (Wind, 1955), also called the 
Brooks and Corey (Leij et al., 1997) hydraulic conductivity 
equation, or the Campbell (Wösten et al., 2001) equation. 

 
Kr = ah–b,        a and b > 0. (1) 

 
This equation fits the log Kr vs. log h data to a straight line. 

It is valid only for suction values greater than a minimum value 
(Campbell (1974) and Poulsen et al. (1999) propose minimal 
values of 100 cm and 20 cm, respectively). Therefore, the mod-
el is inadequate to fit the Kr(h) curve at suction ranges close to 
saturation, as shown in Figure 1. Outside the convex range of 
the data plot, some soils tend to linearity, as shown in Figure 1, 
which justifies using Equation (1). As the Wind equation does 
not apply to low suction values, it is not recommended to de-
scribe ponding or low tension infiltration flows. 

The most used empirical Kr(h) equation in the literature on 
infiltration is the Gardner one-parameter exponential model 
(Gardner, 1958): 

 

Kr = e–h/λ. (2) 
 

Parameter λ > 0, called the macroscopic capillary length 
(White and Sully, 1987), is expressed in cm in this paper. The 
sorptive number, α = 1/λ (White and Sully, 1987), is often used 
instead of λ. An acknowledged inconvenience of this equation 
is that it fits the Kr vs. h data properly generally only in a lim-
ited suction range close to saturation (Communar and Fried-
man, 2014; Gardner, 1958; Jarvis and Messing, 1995; Russo, 
1988), as shown in the example in Figure 1, where it is inap-
propriate for h >100 cm, in contrast to that observed for the 
Wind equation. Figure 1 makes it clear that the convex part of 
the experimental data plot is well represented by the Gardner 
exponential model. Beyond inflection point ho = 130 cm, the 
model results are greatly different from the experimental data. 

Equation (2) is largely used because it allows linearizing the 
Richards equation in cases of steady (Wooding, 1968) and 
unsteady flows (Philip, 1969; Warrick, 1974). Based on this 
linearization, various analytical solutions related to infiltration 
have been developed for both surface and sub-surface water 
application methods. These solutions underlie many infiltration 
test methods for in-field determination of saturated hydraulic 
conductivity and macroscopic capillary length. The most popu-
lar tests use the steady flow condition and their most popular 
devices are: the ring infiltrometers (Reynolds, 2008a; Reynolds 
and Elrick, 1990), disk (or tension) infiltrometers (Clothier and 
Scotter, 2002; Reynolds, 2008b), and constant head well per-
meameters (Reynolds et al., 1985; Reynolds, 2008c). Analytical 
solutions based on Equation (2) for transient infiltration flows 
with various water application devices are also common in the 
literature (Philip, 1986; Reynolds, 2011; Vandervaere, 2002, 
among others), including solutions related to drip irrigation 
engineering (Communar and Friedman, 2014). Inversion of the 
Richards equation for infiltration flows using numerical meth-
ods to determine Ks and λ is also made easy by the use of Equa-
tion (2), because in this case the K(h) curve requires only these 
two parameters, which is advantageous since the corresponding 
numerical scheme usually provides a single solution with effi-
ciency and convergence (Lazarovitch et al., 2007). The great 
acceptability of Equation (2) to handle infiltration flows results 
from its generally good representation of Kr vs. h data at low 
suction ranges, which are the suction ranges most representa-

tive of usual infiltration processes. Another advantage of Equa-
tion (2) is that its shape parameter (λ) is a strictly hydraulic-
structural soil variable, such as the saturated hydraulic conduc-
tivity (Ks), because, according to the infiltration theory by disk 
infiltrometers at zero suction on the imbibition surface 
(Vandervaere, 2002; White and Sully, 1987): 

 
2= 0.55/( – )s p s iλ K S θ θ , (3) 

 

where θs and θi are the volumetric water content at saturation 
and at initial conditions before wetting, respectively, and Sp is 
the soil sorptivity, defined as 
 

0
= lim d /dp t

S I t
→

, (4) 

 

where I is the cumulative infiltration (infiltration volume divid-
ed by the disk area) and t is the infiltration time. Soil sorptivity 
(at zero suction on the imbibition surface) depends on θs minus 
θi and is a measure of the capacity of the soil to absorb infiltra-
tion water strictly due to soil pressure gradients (capillarity). 

The last strictly empirical equation we refer to is the Gardner 
power equation (Gardner, 1958):  
 

Kr = (1 + chd)–1,            c and d > 0.  (5) 

 

As demonstrated in Figure 3 from Raats and Gardner (1971), 
in a log-log graph and at low suction values, Equation (5) ex-
presses Kr(h) as a convex curve asymptotic to the horizontal 
axis (h) and which tends to a straight line with the increase in h, 
that is, Equation (5) simultaneously incorporates the qualities of 
the Wind and Gardner exponential equations (Figure 1). In 
principle, this must reflect on a better fit of Equation (5) in 
relation to the fit of the other two equations for wider suction 
ranges, from saturation to high tensions. This superiority of 
Equation (5) was demonstrated by Vereecken et al. (1990) 
using a database with 45 soils. The Mualem-van Genuchten 
(MVG) model will be discussed next. However, in a log-log 
scale, similarly to the Gardner power model, it also gives a 
convex curve at low suctions and fits to a straight line at higher 
tensions (Figure 1; Figure 2 in van Genuchten, 1980). In fact, 
the literature confirms that at wide suction ranges Equation (5) 
in general has experimental data fit errors comparable to those 
of the MVG model (Schaap and Leij, 1998; Vereecken et al., 
2010; Weynants et al., 2009). 

Instead of strictly empirical relations, another tendency is to 
determine the Kr(h) curve from the water retention curve, θ(h), 
as its data are more easily obtained than those of the former. 
For this reason, hydraulic models are recurrent in the literature 
dedicated to the determination of Kr based on the calculation of 
the porous space distribution. The abovementioned MVG mod-
el is one of such models, where: 

 

( )
21–1//( –1)= 1– 1–

nL n n
rK S S 

  
, (6) 

 

( ) ( )
–(1–1/ )

= = 1+
nnS S h αh 

 
,  (7) 

 

( ) r

s r

θ h – θ
S =

θ – θ
 . (8) 

 

Equation 6 represents the Mualem (1976) hydraulic conduc-
tivity model which can be applied to the van Genuchten expres-
sion, Equation (7) (van Genuchten, 1980), which in turn allows 
using suction h to calculate the soil effective saturation, S, 
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defined in Equation (8). In fact, Equations (7) and (8) model the 
water retention curve. In the MVG model, parameters θs (satu-
rated water content), θr (residual water content), and the two 
shape parameters, α (cm–1) and n (dimensionless), can be con-
sidered water retention curve data fitting parameters, while 
parameter L (pore connectivity, dimensionless) can be consid-
ered a hydraulic conductivity curve data fitting parameter (Ve-
reecken et al., 2010). The four water retention curve parameters 
are positive, except θr, which can also be null (rarely has it been 
fitted with a negative value, according to Vereecken et al., 
2010), and n > 1. Parameter L can be positive, null or negative 
(Schaap and Leij, 2000). MVG (Equations 6–8) is the most 
popular hydraulic conductivity model based on the water reten-
tion curve, among the various equivalent models that have been 
proposed (Kosugi et al., 2002; Leij et al., 1997). It also is the 
most used representation of the Kr(h) curve in the mathematical 
simulation of flows and transport in the vadose zone (Vereeck-
en et al., 2010). The MVG model was conceived to fit Kr(h) in 
a wide suction range, generally from saturation to the “wilting 
point” [θ(h = 15000 cm)]. Its most used version is the one 
which does not require any Kr vs. h experimental data. In this 
case, the default value of L = 0.5 is used (Mualem, 1976; van 
Genuchten, 1980) and the Kr(h) curve can be obtained simply 
from the parameterization of the θ(h) curve. However, the 
default L = 0.5 must be considered cautiously, since in the 
study by Schaap and Leij (2000) of 235 soils from the UNSO-
DA database (Leij et al., 1996), L = –1 resulted in a decrease in 
the mean fitting error of Kr(h) by 43% (1.31 for L = 0.5 to 0.75 
for L = –1).  

The flexibilization of the MVG model considers a multipli-
cative factor (Kro ≤ 1) in Equation (6): 
 

( )
21–1// 1)1– 1–

nL n (n–
r roK K S S =   

. (9) 

 

This new parameterization of the MVG model (Equations 
(7–9)) requires two fitting parameters for the Kr(h) curve, Kro 
and L, which makes the MVG model more accurate (Veerecken 
et al., 2010). In fact, in the study by Schaap and Leij (2000), 
parameterization of Equations (7–9) applied to the authors’ 
database led to a significant decrease in the fitting mean error 
of Kr(h), 69%, (1.31 for L = 0.5, Kro = 1, in contrast to 0.41 for 
flexible L and Kro), in relation to the most common parameteri-
zation with default L = 0.5. As the focus of our study is the 
accuracy of the mathematical representation of the hydraulic 
conductivity curve in the soil moisture range from saturation to 
the “wilting point”, the MVG model parameterized with Equa-
tions (7–9) will be adopted here as a reference, also due to its 
great acceptability. An inconvenience of this reference model is 
that with Equation (9), Kr(h = 0) = Kro ≤ 1.0, that is, generally 
K(h = 0) ≠ Ks, which is an inconsistency. In spite of this, anoth-
er argument for the use of Equations (7–9) in this study as a 
reference is that certain soils can present a dual permeability 
field close to saturation (suction range from zero to a few cen-
timeters): the first permeability field takes up a greater soil 
volume, is relatively macroscopically homogeneous and has a 
slower flow, usually called matrix flow; and the second, of 
smaller volume than the first one, is much more heterogeneous 
within the soil volume and has a faster flow, called macropore 
or fast flow. The latter field, formed by large and clearly indi-
vidualized pores or cracks, and/or large spaces between soil 
peds, is well described in the literature (Beven and Germann, 
1982; Jarvis, 2007; Lassabatere et al., 2014; Perret et al., 1999) 
and its hydraulic behavior has been modeled (Jarvis, 2008; 
Larsbo and Jarvis, 2006; Lassabatere et al., 2014). In porous 

structures where this double permeability close to saturation 
clearly occurs, the macropore flow is commonly a major com-
ponent of the total flow. As a result, the saturated and unsatu-
rated hydraulic conductivity (in the very wet range) can be 
strongly influenced by the macropore flow. Outside the narrow 
suction range where both flows occur interactively, the 
macropore flow becomes null and the unsaturated hydraulic 
conductivity is determined by only the matrix flow. Due to the 
narrow suction range (approximately 0–10 cm, as proposed by 
Jarvis, 2007) where the macropore flows occur, various authors 
(Schaap and van Genuchten, 2006; van Genuchten and Nielsen, 
1985; Vereecken et al., 2010) admit that the strictly empirical 
equations and the usual models of representation of Kr(h), such 
as Equations (7–9), can represent only the matrix flows. For 
this reason, Equation (9) is used here as a reference in the rep-
resentation of the Kr(h) curve, despite the fact that Kro in Equa-
tion (9) can be smaller than 1 (sometimes by various orders of 
magnitude) in soils that present macropore flow. Schaap and 
Leij (2000) determined an approximate mean value of Kro = 0.1 
for their database, which indicates that soils with macropore 
flow were frequent. In the MVG parametrization of the soil in 
Figure 1, Kro = 0.81 and there is no marked tendency to dual 
permeability, since the data plot in the very wet range (0–10 cm 
suction) clearly tended to the origin of the axes smoothly and 
asymptotically to the log h-axes. We can see that the MVG 
model (Equations (7–9)) represented the data for this soil rela-
tively well across the whole suction range. 

Schaap and van Genuchten (2006) introduced a modification 
suggested by Vogel et al. (2001) into the MVG model (Equa-
tions (7–9)) in an attempt to improve its efficiency, mainly in 
the suction range close to saturation. Additionally, they also 
included the macropore flow effects. The final product, the 
modified MVG model (MVGm), was tested with the same 
previously mentioned database (Schaap and Leij, 2000). The 
representation of the Kr(h) curve improved significantly (37%) 
in relation to Equations (7–9) (error of 0.41 in contrast to 0.26 
with the MVGm model). Although this result is promising, the 
MVGm model has not been widely used. 

Assuming that the Gardner exponential model (Equation (2)) 
can be satisfactorily applied in a limited suction range close to 
saturation, the main objective of this study was to modify this 
model to extend it to suction values greater than a certain tran-
sition suction value, ho. The extended model has been labeled 
Gardner dual model (GD). Another objective was to describe 
the GD model behavior and its parameters. The proposed model 
will be tested with practically the same database as that used by 
Schaap and Leij (2000) and its performance will be compared 
mainly to that of the Mualem-van Genuchten (MVG) model 
(Equations (7–9)), but also to that of the modified MVG model 
(MVGm). The measured suction of the samples varied from 
minimum values from 1 cm to 40 cm to maximum that rarely 
exceeded 15000 cm. 

 
MODEL DEVELOPMENT AND DESCRIPTION 

 
The GD model assumes that for h ≤ ho, the transition suc-

tion, the depletion of Kr is exponential to the increase in h, as 
predicted by Equation (2). The exponential depletion will be 
extended to h ≥ ho, but on the log scales of Kr and h (h ex-
pressed in cm), that is, for h ≥ ho: 

 
–log /log = + h β

rK a be ,  (10) 
 
where β > 0, the conductive depletion coefficient (dimension-
less), is a parameter of the GD model. Constants a and b will be 

Bereitgestellt von  University Library Bratislava | Heruntergeladen  31.01.20 12:23   UTC



Theophilo B. Ottoni Filho, Marlon G. Lopes Alvarez, Marta V. Ottoni, Arthur Bernardo Barbosa Dib Amorim 

362 

calculated so that Kr(h) is continuous and smooth (with contin-
uous derivative) at h = ho. Making X = log h, Xo = log ho, Y = 
log Kr, Yo = Y(Xo) = log Kro (different from Kro in Equation (9), 
despite the same notation), which from Equation (2) is: 
 

Yo = –(log e)ho/λ, (11) 
 

where λ is the macroscopic capillary length and e is the Neper 
constant, thus: 
 

( ) log /o o olog e ; e h βh h βa β b
λ λ

= − + = . 

 

Using Equations (2) and (11) and applying the two expres-
sions above to Equation (10), the GD model becomes: 
 

Y = Y(X) = (–log e/λ)h, 0 ≤ h ≤ ho, (12a) 
 

–( – )/o o
o – = 1– e X X βh βY Y

λ
 
  , h ≥ ho.  (12b) 

 

The derivatives of Y are: 
 

dY/dX = –h/λ, 0 ≤ h ≤ ho ,  (13a) 
 

( ) –( – )/o
od /d = /log e e X X βY X Y , h ≥ ho. (13b) 

 

2 2d /d = – <0, 
(log e)

hY X
λ

0 ≤ h < ho, (14a) 

 

–( – )/2 2 o o–
d /d = e >0

(log e)
X X βYY X

β
, h > ho . (14b) 

 

Analyzing the behavior of the Y(X) curve at Xo, Equations 
(11) to (13) confirm that it is continuous and smooth, with: 
 

dY/dX ( )oX X −→ = –ho/λ = dY/dX oX X +
 

→ 
 

 = Yo/log e. (15) 

 

Xo is a point of inflection of the Y(X) curve, since Equation 
(14) indicates that the signal of d²Y/dX² changes at Xo (and also 
d2Y/dX2 is discontinuous), and the Y(X) curvature changes from 
convex (d²Y/dX² < 0, h < ho) to concave (d²Y/dX² > 0, h > ho), as 
shown in Figure 2. Equations (14b) and (15) also show that: 
 

o

2 2
o+

d /d ( )
= – ,

d /d ( )

Y X X
β

Y X X X→
  (16) 

 

which confirms that the three model parameters (ho, λ, β) are  
 

entirely determined by the Y(X) curve behavior at the X = Xo 
inflection point. 

Using the GD model, we next define a soil structural index 
related to the Y(X) curve, similar to the S structural index in 
Dexter (2004) related the water retention curve, w(log h) (w is 
the gravimetric water content), defined as S = –dw/d(ln h) (h = 
ho’), where ho’ is the w(log h) curve inflection point and ln is the 
natural logarithm. This new parameter will be labeled conduc-
tive depletion index (dimensionless) and represented as the Sk 
index, defined as: 
 

Sk = – dY/d(ln h) (h = ho). (17) 
 

As dY/d(ln h) = dY/dX log e, by Equations (15), (17) and (11): 
 

Sk = –Yo = –log Kro = (log e)ho/λ. (18) 
 

Figure 2 shows an example of fit of the Y(X) curve based on 
the GD model; the (Xo,Yo) inflection point and its tangent straight 
line are indicated, including the graphic representation of the 
derivative, which, according to Equations (15) and (18), is: 
 

|dY/dX(Xo)| = T = tg(γ) = Sk/log e. (19) 
 

The dual model (Equation (12)) can also be calculated from 
Equation (20) using variable g = h/ho and the Sk index (Equation 
(18)): 

 

–Y(g) = log (Kr
–1) = Sk dβ(g), (20a) 

 

dβ(g) = g, 0≤g≤1, (20b) 
 

dβ(g) = 1 + (β/log e) [1 – g–(log e/β)], g≥1. (20c) 
 

Function dβ(g) varies as a power function, is smooth at g = 1 
and depends only on parameter β. Its curve in Figure 3 (g is in 
log scale and dβ is in decimal scale) has the same shape (invert-
ed) as that of Y(X) (Figure 2), since log g = X – Xo, and, from 
Equations (18) and (20a): 
 

dβ = Y/Yo = log Kr/log Kro. (21) 
 

Due to Equation (21), dβ(g) can be considered a normalized 
relative hydraulic conductivity curve. Thus, from Equation 
(20a), the parameter Sk is a multiplicative structural index of 
unsaturated hydraulic conductivity and the hydraulic conductiv-
ity, Ko, corresponding to Yo: 
 

Ko = K(h = ho) = Kref = Ks/(10Sk), (22) 
 

can be considered a reference unsaturated hydraulic conductivi-
ty or a soil physical quality parameter. 
 

 
 
 
 
Fig. 2. Example (UNSODA database soil 
4661) of fit of the experimental data to the 
Y(X) curve calculated with the GD model; 
curve inflection point at ho = 35 cm indi-
cated. Sk index = 2.14 and the absolute 
value of the derivative [tg(γ)] at the curve 
inflection are also indicated. From Equa-
tion (18), λ = 7.09 cm. From Equation (16), 
the curvature of the concave part of the 
curve (X > Xo) close to its inflection de-
pends on parameter β = 1.38. 
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In order to characterize the influence of parameter β on the 
shape of dβ(g) curves, we defined the positive fraction Fg based 
on a given g>1 (h> ho) value: 

 

Fg = |(Y – Yo)|/ [T (X – Xo)] = (Y – Yo)/ [–T (X – Xo)], (23) 
 

where T is the same as in Equation (19). From Equations (18), 
(20a) and (20c): 

 
–log e/ –log /

g g= ( )=( /log )(1– )=( /log )(1– e )β g βF F β β g g β g .(24) 
 

From the equation above, g
0

lim
β

F
→

= 0, from which Equation 

(23) shows that Y tends to Yo when β tends to 0, which, accord-
ing to Equation (21), implies that do(g) = 1, as in Figure 3 
(g>1). When β tends to infinite, according to Equation (14b), 
d²Y/dX² tends to 0 and the Y(X) curve tends to the straight line 
below: 
 

Y – Yo = –T (X – Xo), (X > Xo, β→∞). (25) 
 

Applying Equation (25) to Equation (23), lim g
β

F
→∞

 = 1 and, 

from Equations (18), (19), (20a) and (25): 
 

d∞(g) = 1 + (log g/log e),  (26) 
 

the same as in Figure 3, where d∞(g) is linear (g > 1). Equation 
(25) implies that the Wind equation (Equation (1)) is a particu-
lar case of the GD model, when h > ho and β tends to infinite 
(or β > 100, as shown in Figure 3). In this case, power b in the 
Wind model is the value of T = Sk/log e. 

When β does not tend to zero or infinite, its influence on the 
shape of the dβ(g) curves, g > 1, [or on the shape of Y(X),  
 

X > Xo], is better characterized considering the particular case 
of fraction Fg (Equation (24)) when g = 10, that is: 
 

F10 = f(β) = β [1 – e–(1/β)].  (27) 
 

The f(β) value, labeled linearization fraction, is a much more 
adequate parameter to describe the shape of the Y(X) curve, for 
X > Xo, than parameter β. The values of f(β) [0 < f(β) < 1] are 
shown in Figure 4. For f(β) > 0.90 (β > 5 approximately), Fig-
ure 3 indicates that Y(X) is nearly linear; for β > 100 [f(β) > 
0.995], Y(X) is practically linear and invariant for β. When f(β) 
< 0.90 (β < 5 approximately), the linearity of Y(X), X > Xo, can 
be questioned, and its curvature at Xo increases with the de-
crease in β, as shown in Figure 3. Therefore, the GD model 
flexibilizes the convex-linear shape (described in the Introduc-
tion) of the Y(X) curves generated by the Gardner power and 
Mualem-van Genuchten models for the entire suction range, 
from saturation to h > ho. 

When the coordinates (Xo, Yo) of the inflection point of Y(X) 
are known, parameter β can be estimated from a single meas-
urement of the hydraulic conductivity at a suction greater than 
ho, that is, for a known value (X*,Y*) of pair (X,Y), X*>Xo. In this 
case, fraction Fg* can be calculated (Equations (18), (19) and 
(23)), and, as function Fg(β) is invertible for any g>1 (since 
dFg/dβ > 0): 

 

–1 –1 * *
* * * o o o= [ ( )]= (log e/ )( – )/( – )g g gβ F F β F Y Y Y X X 

  . (28) 

 

Applying the equation above to the example in Figure 2, 
where Xo = log 35, X* = log 350, Yo = –2.14, Yo

* ≈ –5.7 (graph-
ically), then g* = 10, Fg* = f(β), and β = f–1(Fg* = 0.72) = 1.4 
(Figure 4). 
 

 
 
 
 
 
 
Fig. 3. Normalized relative hydraulic 
conductivity curve (dβ function) and its 
variations with parameter β, including 
the two limiting curves with β tending 
to zero and infinite. The infinite-β 
curve practically coincides with that of 
β = 100. 

 

 
 

 
Fig. 4. Relationship between the linearization fraction, f(β), and the conductive depletion coefficient, β. 
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SOIL DATABASE 
 
Hydraulic and textural data were taken from the database in 

Schaap and Leij (2000), who selected 235 soil samples from the 
UNSODA international database (Leij et al, 1996; Nemes et al., 
2001). The water retention curve data [with at least six pairs (θ, 
h)] and hydraulic conductivity data [with at least five pairs 
(K,h)] for the 235 samples were determined, as well as the 
saturated hydraulic conductivity values, Ks. Other information 
from this database, including the methods of determination of 
the variables, the specification and definition of the textural 
classes, as well the sample distribution per textural class 
groups, are described by Leij et al. (1996), Schaap and Leij 
(2000), and Nemes et al. (2001). From the 235 samples, 82 
were excluded for introducing uncertainty in the optimization 
of the parameters of the model proposed. The most frequent 
source of uncertainty was the indirect determination of Ks using 
pedotransfer functions for 60 samples. For the other samples, Ks 
was determined by direct measurement. Another 17 samples 
were excluded because their K was measured only in a limited 
suction range, either under 100 cm or over 40 cm. Five more 
samples were omitted due to inconsistent (K, h) pair measure-
ment close to saturation. Therefore, the database of this study 
contained 153 samples. The measured suction with any tested 
soil varied from a minimum from 1 cm to 40 cm to a maximum 
that rarely exceeded 15000 cm. 

 
PARAMETER OPTIMIZATION 

 
Let be a set of N (N ≥ 3) data pairs of the relative hydraulic 

conductivity data of a sample, forming two sequences: {hi, hi ≥ 
1 cm} (increasing sequence) and {Ymi = log Krm(hi)}, i = 1,..., N, 
where subscript m indicates the measured value. The minimum 
limits of h1 = 1 cm and N = 3 are arbitrary. Let hmin be the 
smallest suction value hi such that Krm(hi) < 1 (Ymi < 0) and let 
hmax = hN. For lack of data, the optimization algorithm will not 
work if hmax ≤ 100 cm and hmin > 40 cm. The latter restriction 
results from the fact that the transition suction, ho, cannot be 
optimized if ho < hmin (because in this case there would not be 
any data to characterize the Kr depletion of Equation (2)). 
Therefore, so as not to jeopardize the optimization of the GD 
model parameters, an appropriate number of measurements at 
low suction range (hi < ho) is desirable. If the optimized ho is 
equal to hmax, the algorithm considers the GD model to be the 
Gardner exponential model. 

Using Equation (12) to represent the GD model, the objec-
tive function to optimize its three parameters (ho, λ, β) was to 
minimize the sum of the square errors (SSE): 

 

2

=1
SSE = ( ( ) – )

N
i mi

i
Y h Y  (29) 

 

A Visual Basic computer program was written to interface 
with Microsoft Excel spreadsheets for the calculation of the 
algorithm of determination of the three parameters. Additional-
ly, the program also calculates the error evaluation statistics 
described next. The suction and hydraulic conductivity data are 
inputted in the main window of the program, which also con-
tains the routine execution buttons. The program is available 
from the corresponding author upon request. The alternative 
model parameters, Sk and f(β), are calculated from ho, λ and β 
with Equations (18) and (27), respectively. 

 
 
 

MODEL EVALUATION 
 
The model was evaluated based on the two indicators de-

scribed below which were calculated for each soil sample: Root 
Mean Square Error (RMSE) and Mean Error (MEj) for each j 
suction interval. 

RMSE (dimensionless) is a measure of the global mean error 
of fitting to N pairs of sample data [(hi, Ymi)], given by: 
 

RMSE= SSE/( – 2)N ,   (30) 
 

where SSE is given by Equation (29) and Y by Equation (12) for 
the optimized model parameters. Although the GD model has 
three parameters, it has only two degrees of freedom as Equation 
(12) is defined by parts (h < ho and h > ho), each part containing 
only one parameter (λ or β, respectively), which makes the de-
nominator of Equation (30) equal to (N – 2), instead of (N – 3). 

ME (dimensionless) complements the RMSE measure by 
calculating the fitting error in each of the following nine suction 
intervals, represented by the limits: 1.0, 3.2, 10, 32, 100, 320, 
1000, 3200, 10000, 32000 cm. The value of MEj for each j 
value (1≤ j ≤9) is given by: 

 

=1

1
= ( ) – log ( )  

N j
j ji rm ji

ij
ME Y h K h

N
    ,  (31) 

 

where Nj is the total number of measurement pairs [hji, Krm(hji)] 
in suction interval j and Y is calculated with Equation (12) 
using the optimized parameters. Thus, a positive or negative 
MEj value indicates that the model respectively either overesti-
mates or underestimates the Kr values in interval j. 

For a sample set, the goodness of fit of the model is given by 
the arithmetic mean of the RMSE values of the samples, and for 
each j value, j = 1,…,9, by the weighted mean of the MEj values 
of the samples (with the weight equal to the number of meas-
urements of the respective sample within interval j). 

 
Comparison with the Mualem-van Genuchten models 

 
The method of evaluation described above is identical to that 

used by Schaap and van Genuchten (2006) to evaluate the fitting 
errors of models MVG and MVGm, with, roughly speaking, the 
same database used in our study (in fact they used the 235 sam-
ples from the UNSODA database, as already mentioned, rather 
than the 153 samples of this study). Both models also have two 
degrees of freedom. All this makes the comparison of the Gard-
ner dual model to these two models easier. The authors also 
kindly granted us access to their full database (personal commu-
nication). We will use the same four soil sets that they used to 
compare the performance of the models according to textural 
class groups, namely Sands, Loams, Silts and Clays. 

Table 1 and Figure 5 show, respectively, the RMSE mean 
values and the probability distributions of the RMSE values, for 
models GD, MVG and MVGm. Considering the complete 
database (Figure 5a), we observe that model GD in general 
calculates the Kr curve data with intermediate accuracy in rela-
tion to the two other models, with a mean RMSE of 0.378 for 
GD, and 0.468 and 0.280 for the MVG and MVGm models, 
respectively. The goodness of fit of the GD model improves 
substantially when only the model's 77 best fitting soils (50% 
percentile) are considered, giving an RMSE < 0.32 (Figure 5a). 
These soils make up database A in Table 1. In this case, accord-
ing to Table 1, the GD model mean error was confirmed to be 
64% smaller than that of the MVG model (0.191 in contrast to  
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Table 1. RMSE values for the complete database and for four sub-
sets of its soils taking into account models GD, MVG and MVGm. 
 

Database 
Number of 
Soils 

Mean RMSE 

GD model MVG model 
MVGm 
model 

Complete 153 0.378 0.468 0.280 
* A 77 0.191 0.525 0.269 
** B 76 0.569 0.410 0.291 
*** A’ 55 0.236 0.558 0.278 
**** B’ 50 0.554 0.386 0.250 

 

* soils with RMSEGD < 0.32; ** soils with RMSEGD ≥ 0.32; *** soils with 
Kr measurements in range h ≤ 10 cm; all Kr values > 0.10 in this suction 
range; **** soils with Kr measurements in range h ≤ 10 cm; at least one Kr 
value ≤ 0.10 in this suction range. 
 
0.525) and 29% smaller than that of the MVGm model (0.191 
in contrast to 0.269), which indicates the superiority of the 
model proposed regarding the goodness of fit for A, as also 
shown in Figure 5b. 

However, the goodness of fit of the GD model was much 
poorer when only soils in database B (76 soils) were consid-
ered; database B complements database A in relation to the 
complete database, that is, it comprises samples with RMSEGD≥ 

0.32. According to Table 1, the RMSEGD in this group of soils 
increased to 0.569, a value significantly higher than the corre-
sponding MVG and MVGm errors (0.410 and 0.291). The 
differences between the Kr(h) experimental data plots of data-
bases A and B reveal that the data plots of A (Figure 6, soils 
4650 and 4673 from UNSODA) tend to converge to the origin 
of the Cartesian axes [Kr(h = 1) = 1] asymptotically to the log 
h-axes, while those of B (Figure 7, soils 4092 and 4111) clearly 
do not. These four soils are common and consistent examples 
of the differences mentioned between the log-log graphs of the 
Kr(h) data of databases A and B. The GD model requires that 
the Gardner exponential model be valid close to saturation, 
which it is not consistent with the plot of the experimental pairs 
(log h, log Kr) of B close to saturation. This has a significant 
negative impact on the fitting of GD for these soils. For MVG, 
this impact is weakened by its multiplicative parameter, Kro 

(Equation (9)), which generally induces a better fitting of the 
MVG curves to the database B data in relation to the GD fitting, 
as shown in Figure 7. What can justify the abrupt variation of 
hydraulic conductivity close to saturation in soils from database 
B is the macropore flow phenomenon, which applies, as we 
have seen, only to a very limited suction range, in the order of 
0–10 cm. Another reason might be experimental inconsistencies 
involving saturated and unsaturated hydraulic conductivity 
measurements very close to saturation. However, our analysis 
does not require the characterization of the cause of this distinct 
behavior of Kr(h) close to saturation. For this reason, and to 
simplify the text, from this point on we assume that the abrupt 
depletion of conductivity close to Ks is due only to macropore 
flow. 

To better support the interpretation that the main cause of 
the poorer goodness of fit of the GD model is the abrupt varia-
tion of the Kr(h) curve measures close to saturation, we exclud-
ed the soils without Kr measures in the range h ≤ 10 cm (48 
samples) from the complete database. Two subsets were taken 
from the remaining database (105 samples): subset A' (55 sam-
ples), with Kr data greater than 0.10 (K “close” to Ks) in the 
range h ≤ 10 cm, and subset B' (50 samples), the complement 
of A' in relation to the 105 soils. In this way, subset A' has only 
samples that did not present a marked tendency of abrupt deple-
tion of Kr data close to saturation, while subset B' may have this 
tendency. A more objective criterion is thus established than 
that used in the previous paragraph to justify the worse perfor-

mance of the GD model with database B. In fact, we observed 
that 85% of the samples in A' and B' belong to databases A and 
B, respectively. That is, the goodness of fit of the GD model 
was adequate (RMSE < 0.32) for most of the samples where the 
Kr(h) data plot seems to converge asymptotically to the satura-
tion data (Figure 5c). When the asymptotic convergence is 
dubious (case of B'), the GD model was normally not accurate 
(RMSE ≥ 0.32). Soil 4070 (Figure 8) was an exception, as the 
convergence was asymptotic and the GD model was not accu-
rate (RMSE = 0.520). This sample was a peculiar case in the 
database, with an indication of only existing matrix flow in the 
whole suction range (without relevant macropore flow) and the 
proposed model did not fit its data accurately. The other sample 
in Figure 8 (soil 4670, the soil in Figure 1) is a more common 
example of A', which also had an indication of only matrix flow 
and the GD model was accurate (RMSE = 0.103). Table 1 
compares the RMSE values of A' and B' for models GD, MVG 
and MVGm. 

 
a)

b)

c)

 

Fig. 5. Probability distribution of the RMSE values of the samples 
taking into account models GD, MVG and MVGm. (a) Complete 
soil database; (b) Soil database A (RMSEGD < 0.32); (c) Soil data-
base A' (soils with Kr measures in range h ≤ 10 cm, with all Kr 
measures greater than 0.10 in this range). 
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Fig. 6. Experimental data of the Kr curve and GD 
and MVG fits for two soils from database A, 
where the GD model has a good quality of fit 
(RMSE < 0.32). 
 

  

 

 
 
 
 
 
 
 
 
 
 
 
 
Fig. 7. Experimental data of the Kr curve and GD 
and MVG fits for two soils from database B, 
where in general the GD model does not have a 
good quality of fit (RMSE ≥ 0.32). 
 

  

 

 
 
 
 
 
 
 
Fig. 8. Two examples of fitting of the GD model 
for database A', for which only matrix flow is 
expected to occur over the entire suction range. 
Soil 4670 is the most common example of GD 
model fitting when macropore flow is not rele-
vant, for which GD performed well. Soil 4070 is 
an exception in database A’, as the GD model 
was not efficient. 
 

 
Figure 9 shows the probability distributions of the reciprocal 

of parameter Kro of model MVG (Equation 9) for the complete 
database and for the 15 soils (10% of the complete database) 
with the worst performance for GD or MVG. In general, the 
more parameter 1/Kro is different from 1, the greater the ten-
dency of macropore flow. Figure 9 confirms the tendency of the 
soils with the worst performance with the GD model to have 
macropore flow, which does not happen in the soils with the 
worst performance for MVG, for which Kro = 1 predominates. 
In this last case, 11 of the 15 soils are from database A 
(RMSEGD < 0.32), that is, they present only matrix flow in the 
whole suction range, without signs of relevant macropore flow. 
This indicates a difficulty for the model MVG to represent 
hydraulic conductivity data in the matrix flow condition, which 
has already been shown in the literature (Schaap and Leij, 
2000; Schaap and van Genuchten, 2006; van Genuchten and 
Nielsen, 1985; Vogel et al., 2001), and, in fact led to the devel-

opment of model MVGm. Also, because MVG imposes a linear 
representation to the log Kr vs. log h graph at great suction 
ranges, in contrast to the GD model, the MVG model is unable 
to give a good fitting for soils that have a curved log Kr vs.  
log h data plot at those suction ranges. This is the case of soils 
4650 (Figure 6) and 4661 (Figure 2), with RMSEMVG values of 
0.659 and 0.581, respectively, in contrast to the corresponding 
RMSEGD values of 0.303 and 0.164. In agreement, Table 2 
confirms the best performance of the GD model in comparison 
to the MVG and MVGm models with all textural class groups 
when there is only the matrix flow (with an insignificant excep-
tion for Loams). The performance of the GD model with the 
full database was intermediate to those of the two other models 
with all groups. 

Figure 10 shows the calculations of the ME errors for mod-
els GD and MVG in the nine suction intervals mentioned in the 
beginning of this section, considering the complete database of  
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Fig. 9. Probability distribution of parameter 1/Kro of model MVG 
(Equation (9)) for the complete database and the 15 soils with the 
worst performance with models GD and MVG. 

 
Table 2. RMSE values per textural class for the complete database 
and the database of the soils that only presented matrix flow in the 
whole suction range (without relevant macropore flow). 
 

 
Summarized 
classes 

Number  
of Soils 

Mean RMSE 

 
GD 
model 

MVG 
model 

MVGm 
model 

C
om

pl
et

e 
D

at
ab

as
e 

Sands 68 0.360 0.473 0.321 
Loams 27 0.373 0.497 0.225 
Silts 40 0.431 0.444 0.263 
Clays 18 0.338 0.459 0.244 
All 153 0.378 0.468 0.280 

D
at

ab
as

e 
A

 
(R

M
S

E
G

D
 <

 0
.3

2)
 

Sands 37 0.203 0.465 0.286 

Loams 15 0.179 0.599 0.171 

Silts 15 0.187 0.498 0.316 

Clays 10 0.167 0.679 0.281 

All 77 0.191 0.525 0.269 
 
our study (model GD) or that of Schaap and van Genuchten 
(2006) (model MVG), both with approximately the same num- 
 

ber of samples (153 and 235 samples, as described previously). 
We can see that the GD errors were generally smaller or greater 
(in absolute value) than the MVG errors in suction intervals 1–
32 cm and 32–15000 cm, respectively. When only soils without 
relevant macropore flow were considered (database A), the ME 
errors of GD were nearly null, that is, the model proposed de-
termined the Kr(h) curve without a marked bias over the whole 
suction range. 
 
Evaluation of the model constants 

 
In this subsection we considered the parameters and indexes 

previously described concerning the model GD in relation to 
the 77 soils in database A (RMSEGD < 0.32), as these constants 
for database B (RMSEGD ≥ 0.32) usually refer to a poor model 
optimization quality and, therefore, have an inaccurate mean-
ing. We will describe and comment how these parameters and 
indexes vary in A and in the four textural class groups of A 
(Table 3 and Figure 11, respectively). We acknowledge that 
this is a preliminary statistical analysis due to the reduced num-
ber of samples. Table 3 presents the soil constants in increasing 
order of their coefficients of variation (CV). Coefficient β was 
not included in Figure 11 for lack of interest for analysis. 

Table 3 indicates that there are four levels of variability of 
soil constants in A: f(β) and Sk (CV ≅ 37%), ho and λ (CV ≅
115%), Ks and Ko (CV ≅ 235%), β (CV = 319%). As already 
mentioned, parameter f(β) describes the shape of the h > ho 
branch of the Kr(h) curve better than parameter β does. The fact 
that β is more variable than f(β) by approximately one order of 
magnitude (according to Figure 4, this occurs mainly because 
f(β) is little sensitive to variations of β when f(β) tends to 1) is 
another advantage to use f(β) rather than β as a curve shape 
parameter. We can see in Figure 11a that the mean linearization 
fractions varied little in the four textural class groups, around 
0.67, which indicates a little dependence of f(β) from the soil 
granulometry. The f(β) maxima tended to 1, in agreement with 
the situations for which the Wind model (h > ho) was particular-
ized. Very small f(β) [f(β) < 0.3] values generally corresponded 
to samples with Kr measures in a very limited suction range.  
 

 

Table 3. Means and coefficients of variation of the GD model soil constants for database A (77 soils), where: f(β) is the linearization frac-
tion, Sk - conductive depletion index, ho - transition suction, λ - macroscopic capillary length, Ks - saturated hydraulic conductivity, Ko - 
reference unsaturated hydraulic conductivity, and β - conductive depletion coefficient. 
 

 f(β) Sk ho (cm) λ (cm) Ks (cm/d) Ko (cm/d) β 
mean 0.672 1.59 52.8 14.5 184 6.20 20.9 
CV (%) 36.1 37.8 113 116 225 243 319 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
Fig. 10. Mean errors (ME) of models GD 
and MVG in the nine suction intervals 
considered (lines) and number of meas-
urements (bars) in each interval. For 
MVG, we considered the Schaap and van 
Genuchten (2006) database, with 235 
soils (results taken from the authors' 
Figure 4). For GD, we considered the 
complete database of our study (153 
soils), as well as database A (77 soils) 
with only the soils without signs of rele-
vant macropore flow. 
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a)  

 
b) 

 
    c)  

 
Fig. 11. Means, coefficients of variation (CV) and values of the 
GD model soil constants for the four textural class groups in data-
base A: Clays - 10 soils, Loams -15 soils, Sands -37 soils, Silts - 15 
soils. (a) f(β), Sk; (b) log Ks (cm/d), log Ko (cm/d) (means and CVs 
of the logarithmic values); (c) ho (cm), λ (cm). 

 
Soils 4650 and 4673 in Figure 6 are examples of mean and high 
values, [f(β) = 0.67] and [f(β) = 0.95], respectively, of the line-
arization fraction, which indicates that the situation of the cur-
vilinear shape of the Y(X) (for h > ho) curve of the first soil is 
frequent in database A. Examples of more extreme situations of 
the parameter are shown in Figure 12: soil 2561 [f(β) = 0.996] 
and soil 2743 [f(β) = 0.48]. Soils 4673 (Figure 6) and 2561 
(Figure 12) illustrate the quasi-linear and linear branches h > ho 

of Y(X), respectively. 
The Sk index is the GD model constant better related to the 

global depletion capacity of the hydraulic conductivity curve, 

as it is a multiplicative value of Y = log Kr in the entire suction 
range, according to Equation (20). Another constant directly 
related to the depletion potential of the Kr(h) curve is f(β), but 
concerning only its h > ho branch. That is, the greater the Sk and 
f(β) values are, the greater the depletion capacity of Kr(h). In-
dex Sk is also proportional to the absolute value of the dY/dX 
slope at the Y(X) inflection point (Equation (19); Figures 2 and 
12), at the same time that it is the absolute value of Y at this 
point (Equation (18); Figures 2 and 12), thus being a soil struc-
tural hydraulic parameter. As seen, another parameter with this 
nature is the macroscopic capillary length, λ, related to Sk by 
Equation (18). However, λ relates only to the branch h < ho of 
Y(X) and its use with the GD model is unnecessary when the 
values of Sk and ho are known (Equation (20)). In Figure 11a, 
the mean value of Sk varied between the textural class groups, 
indicating a certain dependence from the soil granulometry: 
samples in the Sands group (sand, loamy sand, sandy loam, 
sandy clay loam) tended to present values (Sk = 1.79) greater 
than those of the other groups. This confirms the general notion 
that in unsaturated conditions (but not very close to saturation), 
sandy soils tend to be less permeable than the others (Hillel, 
1998). Sk had the smallest mean value in the Loams (loam and 
clay loam) group (Sk = 1.28). The maxima and minima for the 
four textural class groups were approximately 2.8 and 0.75, 
respectively. Figure 12 presents examples of Y(X) curves for 
low (Sk = 0.90, soil 2743), medium (Sk = 1.45, soil 4670) and 
high (Sk = 2.13, soil 2561) depletion index conditions. Soil 
2561 is a sand with a high depletion potential for the Kr(h) 
curve; K decreases by eight orders of magnitude between satu-
ration and the suction value of 350 cm. In addition to Sk, its f(β) 
parameter is also high [f(β) = 0.996], which contributes to an 
increase in the conductive depletion. Sample 2743 is an oppo-
site example: a clay loam with a low depletion potential. In this 
case, for the suction value of 160 cm, the K value decreased by 
only two orders of magnitude in relation to the saturation. Ex-
trapolating the GD model to this soil at suctions greater than 
160 cm, with both small Sk and f(β) values, the conductive 
depletion must remain very low, as indicated in Figure 12. Soil 
4670 is an intermediate example of the depletion potential of 
the Y(X) curve in relation to the other two soils. 

The reference unsaturated hydraulic conductivity, Ko = 
K(ho), was calculated with Equation (22). It is a soil physical 
quality parameter, as it depends exclusively on the saturated 
hydraulic conductivity (Ks) and the Sk index. In the three soil 
examples above, the respective Ks and Ko of 2561 (sand), 2743 
(clay loam) and 4670 (silt) are (in cm/d): (3020, 23), (320, 40), 
(89, 3.0), which indicates a distinct level and ordination of 
reference unsaturated hydraulic conductivity values in relation 
to the saturated values. Figure 11b illustrates the distributions 
of the log Ks and log Ko values for the four textural class 
groups. The geometric mean value (4.40 cm/d) of Ko of the 
Loams group was approximately three times larger than the 
geometric mean (1.30 cm/d) of the Sands group and one order 
of magnitude greater than those of the other two groups. As the 
transition suction (ho) normally corresponded to a wet soil 
situation (mean ho = 52.8 cm, Table 3), we conclude that in the 
wet range (but not very close to saturation) of database A, the 
soils from the Loams group tend to have a greater hydraulic 
conductivity in comparison to the other soils. 

Among the three parameters, ho, λ and Sk, only two are need-
ed for the calculation of Kr(h), because of Equation (18). Figure 
11c shows the distribution of the ho and λ values in the four 
textural class groups, which shows that with only one exception 
(λ in the Loams group), these parameters were much more 
variable than the third parameter; their coefficients of variation  
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Fig. 12. Three examples of GD model fitting involving soils with 
low (Sk1 = 0.90, soil 2743), mean (Sk2 = 1.45, soil 4670) and high 
(Sk3 = 2.13, soil 2561) Sk indexes from database A. The other pa-
rameters are: soil 2743 (ho1 = 10 cm, λ1 = 4.8 cm, f1(β) = 0.48), soil 
4670 (ho2 = 140 cm, λ2 = 41.5 cm, f2(β) = 0.83), soil 2561 (ho3 = 20 
cm, λ3 = 4.1 cm, f3(β) = 0.996). The transition suction values of the 
three curves are indicated. The tangent at the inflection of the Y(X) 
curve is shown only for soil 4670. 
 

 

in general were at least twice as great as those of Sk. This might 
indicate a greater difficulty in the indirect estimation of ho and λ 
using pedofunctions rather than in the estimate of Sk. The ho and 
λ mean values also seem to vary with soil granulometry. They 
were greater in groups Sands and Silts, smaller in the other two 
groups and maximum in the Silts group (ho = 74 cm, λ = 21.8 
cm). The transition suction value was limited to the 10–300 cm 
range, showing that the experimental determination of the Xo, 
Yo coordinates of the inflection point of Y(X), of great relevance 
in the characterization of the GD model parameters, must be 
restricted to the wet range of the hydraulic conductivity curve 
(where suction can be monitored by tensiometry), which is 
greatly advantageous. This ho range is consistent with the suc-
tion values at the inflection points of the (log Kr) vs (log h) 
curves of Figures 2 and 3 in Peters and Durner (2008). Parame-
ter λ was within range 2.0–93 cm, with mean value of 14.5 cm, 
which is consistent with the literature (Communar and Fried-
man, 2014; Reynolds, 2016; White and Sully, 1987). This pa-
rameter is commonly considered a measure of the soil dynamic 
capillarity. Usually, medium and fine textured soils are consid-
ered to have greater λ values, and coarser soils, smaller values 
(Communar and Friedmand, 2014, Reynolds, 2016). However, 
in database A, Sands tended to have a greater λ than Clays and 
Loams (Figure 11c). Yet, White and Sully (1987) admitted that 
soil granulometry should not influence this parameter marked-
ly. On the other hand, the small number of samples in database 
A makes a more judicious analysis difficult. It is also common-
ly accepted that soils with greater λ values (more "capillary") 
are less depletive in terms of Kr(h) than those with smaller λ 
values. This holds only in the suction range to which the Gard-
ner exponential model applies. In wider suction ranges, accord-
ing to Equation (18), the depletion potential of Kr(h) (Sk index) 
also depends on the value of ho, when compared to λ. This is the 
case of sand 2561 in Figure 12, which is much more depletive 
than clay loam 2743, despite their very close λ values, what is 
justified by their very distinct ho values, in a relative compari-
son (ho = 20 cm and 10 cm, respectively). This is also the case 
of silt 4670 in Figure 12, globally more depletive than soil 
2743, despite its far greater "dynamic capillarity" (λ = 41.5 cm 
and 4.8 cm, respectively). 
 
CONCLUSION 

 
The model proposed, called the Gardner dual model (GD 

model) is, in fact, a natural extension of the Gardner exponen-
tial model of hydraulic conductivity (Equation 2), since the 
extension equation (Equation 10), for h > ho, expresses the 
same law of exponential decay of hydraulic conductivity with 
suction, only changing the decimal scales of h and Kr (Equation 
2) by the corresponding logarithmic scales (Equation 10). The 
transition suction from the decimal to the logarithmic law, ho, 

might result from a change of soil hydraulic behavior as the 
porous space becomes drier, as suggested by Peters and Durner 
(2008). The GD model was more accurate than the two-
parameter (Kro and L) Mualem-van Genuchten model (MVG 
model) and the corresponding modified MVG model (MVGm 
model) in the representation of the Kr(h) curve in 77 soils that 
did not present relevant macropore flow. In this case, the mean 
RMSE of the model proposed was 64% smaller (0.191 to 
0.525) and 29% smaller (0.191 to 0.269) than those of the 
MVG and MVGm models, respectively; the GD model also 
calculated Kr(h) more efficiently than the MVG model in all 
suction ranges. The remaining 76 soils generally presented 
signs of relevant macropore flow, which tended to lead to poor-
er performance of the GD model in all suction ranges and to a 
generally lower accuracy than those of the other two models. 
We conclude that the mathematical representation of the GD 
model was more adequate than those of the MVG and MVGm 
in soils with only matrix flow in the whole suction range. On 
the other hand, the GD model is not recommended for soils 
with dual permeability close to saturation. Therefore, modify-
ing the GD model to include the effects of macropore flow is an 
interesting possibility. Another issue that deserves investigation 
is the determination of the suction upper limit beyond which the 
GD model is not valid. In this paper the model was evaluated 
for suctions smaller than 15000 cm. 

Like models MVG and MVGm, the proposed model has two 
degrees of freedom, although it requires three parameters for its 
calculations. One of the parameters is the conductive depletion 
coefficient, (β), or, alternatively, the linearization fraction 
[f(β)], which are dimensionless shape parameters of the hydrau-
lic conductivity curve, as shown in Figure 3. The other two 
model parameters depend strictly on the coordinates Xo, Yo of 
the inflection point of the Y(X) curve, where X = log h, Y = log 
Kr. They are the transition suction, ho (cm), and the conductive 

depletion index, Sk (dimensionless). The first is the suction at 
the inflection of the Y(X) curve, the limit suction value of the 
range in which the classic Gardner exponential model is appli-
cable. The second parameter, Sk, is the absolute value of log Kr 
at ho, with the definition of Sk similar to that of the S index of 
the water retention curve. The macroscopic capillarity length λ 
(cm), a physical parameter known in the infiltration literature, 
can be calculated from ho and Sk. Thus, this study has demon-
strated that the determination of the GD model parameters is 
highly dependent on the measurement of the Y(X) curve at 
suction values close to its inflection (see also Equation (28)), 
which is an experimental advantage, since the transition suc-
tion, ho, has been demonstrated to be within a wet range (ho = 
10 to 300 cm). This must favor the estimation of the hydraulic 
conductivity in a wide suction range after the optimization of 
the GD model parameters using only the experimental data in 
the wet range with suction values around ho. 
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Abstract: Carbonate rocks host several large water and hydrocarbon reservoirs worldwide, some of them highly hetero-
geneous involving complex pore systems. Pre-salt reservoirs in the Santos Basin off the south-east coast of Brazil, are an 
example of such rocks, with much attention focused on proper characterization of their petrophysical and multiphase 
flow properties. Since it is very difficult to obtain rock samples (coquinas) from these very deep reservoirs, analogues 
from north-eastern Brazil are often used because of very similar geological age and petrophysical properties. We used a 
coquina plug from an outcrop in a quarry in northeast Brazil to perform a comprehensive set of analyses. They included 
Scanning Electron Microscopy (SEM), Energy-Dispersive X-ray Spectroscopy (EDS), X-ray Diffraction (XRD), and  
micro-computed tomography (μCT) image acquisition using a series of pixel sizes, as well as direct permeabil-
ity/porosity measurements. Some of the experimental data were collected from the plug itself, and some from a small 
sample of the rock slab, including thin sections. Results included the carbonate rock composition and the pore system at 
different scales, thus allowing us to reconstruct and model the porosity and absolute permeability of the coquina using 
3D digital imaging and numerical simulations with pore network models (PNMs). The experimental and numerical data 
provided critical information about the well-connected pore network of the coquina, thereby facilitating improved predic-
tions of fluid flow through the sample, with as ultimate objective to improve hydrocarbon recovery procedures. 
 
Keywords: Pore network modeling; Carbonate rock; Coquina; Absolute permeability; μCT. 

 
INTRODUCTION 

 
Carbonate rocks host about 50% of worldwide hydrocarbon 

reserves (Vik et al., 2013). In Brazil, the pre-salt carbonate 
reservoirs accounted for 50% of total national oil production in 
2018 (ANP, 2018). Although the annual production from the 
pre-salt reservoirs is increasing constantly, there are several 
challenges regarding their geological and petrophysical charac-
terization (Corbett et al., 2017; Luna et al., 2016), as well as 
quantifying multiphase flow in their pore systems (Corbett et 
al., 2016). This because of the extremely heterogeneous nature 
of many carbonate rocks. One challenge of the pre-salt reser-
voirs is the difficulty to obtain samples for purposes of geologi-
cal, sedimentological and petrophysical characterization. An 
alternative is to use analogue samples that are geologically 
similar to the pre-salt reservoir rocks (Corbett et al., 2016). For 
this many have used carbonate rocks samples from an outcrop 
in the northeast region of Brazil (Azambuja Filho et al., 1998), 
mostly to study their porosity and permeability properties. 
These samples, called coquinas (Tavares et al., 2015), contain 
large amounts of shells and as such exhibit considerable hetero- 
geneity and anisotropy. 

In order to study the petrophysical properties of carbonate 
rocks, with special focus on their pore networks, non-
destructive visualization techniques such as X-ray computed 
microtomography, μCT (Blunt, 2001; Bultreys et al., 2015; 
Cnudde and Boone, 2013; Dal Ferro et al., 2013; Wildenschild 
and Sheppard, 2013) and scanning electron microscopy, SEM 
(de Boever et al., 2015; Fäy-Gomord et al., 2017; Hemes et al., 
2015), have been widely used. Energy-dispersive X-ray spec-
troscopy (EDS) is also used often for qualitative (Goldstein et 
al., 2003) and even quantitative (Newbury and Ritchie, 2013) 
analyses of the composition of different rocks and soils. Alt-
hough destructive, energy-dispersive X-ray diffraction (XRD) 

techniques are similarly important for qualitative/quantitative 
analyses (Hillier, 1994). 

In our work we used μCT as an excellent non-invasive 
method for characterizing and quantifying rock structures and 
studying dynamic pore-scale processes. Digital reconstructions 
of image stacks are then used to represent the internal structure 
of a coquina sample, thereby providing connections between 
the different pores (i.e., pore bodies and throats) in a pore net-
work, leading to a quantitative understanding of fluid behavior 
in the sample. An extremely important step after acquiring μCT 
images is the processing of generated data. This processing step 
can be done using one or more filters (e.g., anisotropic diffu-
sion and/or non-local means filters) to correct and enhance the 
quality of the images. Non-local means filters (Buades et al., 
2005) are especially popular when working with images of 
heterogeneous carbonate rocks (e.g., Shah et al., 2015). 

Subsequent to treatment of the images using one or more fil-
ters, a segmentation step is needed to isolate the pore system 
from the rock matrix, thus allowing their digital reconstruction. 
Segmentation can be done using different algorithms (automat-
ed methods) or by direct analysis using optical microscopy or 
SEM (manual procedures), thus allowing one to separate be-
tween the pore spaces and the solid rock matrix (Al-Raoush and 
Willson, 2005; Wildenschild et al., 2002). The use of thin sec-
tions impregnated with blue epoxy resin helps to more accu-
rately identify pore spaces, especially for detecting the intra-
particle porosity of coquina samples. Although the use of visual 
segmentation methods requires some experience, they often 
improve the selection of regions where meso- and macro-pores 
are dominant, among other applications. The use of SEM as an 
auxiliary tool also guarantees the possibility of visualizing, with 
high resolution, regions that may become indistinct in μCT 
images generated with larger pixel sizes (Blunt et al., 2013; 
Bultreys et al., 2016). Several automated methods for segmen-
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tation are now available for different types of images (Andrӓ et 
al., 2013; Iassonov et al., 2009; Sezgin and Sankur, 2004). 

After segmentation and subsequent skeletonization to define 
the pore structure in terms of pore bodies and pore throats, vari-
ous approaches can be used for modeling the absolute permea-
bility and related pore-scale transport processes. These include 
methods for solving the Navier–Stokes equations (or simplifica-
tions thereof), including Lattice Boltzmann methods (Jafari et 
al., 2011; Ramstad et al., 2010), traditional mesh-based compu-
tational fluid dynamics approaches (e.g., finite difference, finite 
volume and finite element methods) as described by Thijssen 
(2007) among others, as wll as pore network modeling (PNM) 
and related techniques (Blunt et al., 2013; Bultreys et al., 2015; 
Joekar-Niasar and Hassanizadeh, 2012; Raoof et al., 2013). 

Several alternative approaches are available to estimate the 
absolute permeability from pore space characteristics, such as 
effective-medium approximations, EMAs (Doyen, 1988; Ghan-
barian et al., 2018) and critical path analyses, CPAs (Ghanbari-
an et al., 2016; Katz and Thompson, 1986) techniques. The 
main difference between EMA and CPA techniques refers to 
the pore-throat size distribution: EMA approaches are better 
suited for media having relatively narrow pore-throat size dis-
tributions, while CPA techniques are best used for more hetero-
geneous media having broader pore-throat distributions (e.g., 
Ghanbarian et al., 2018). 

Specific objectives of this study were to generate and study 
the pore-scale network of a real coquina plug using experi-
mental and digital data, and to perform numerical fluid flow 
simulations based on porous networks based on 3D X-ray mi-
crotomography images obtained using different pixel sizes. 
Experimental data obtained for the plug and rock slab (taken 
from the same plug) using different techniques (perme-
ameter/porosimeter, SEM-EDS and XRD measurements) were 
analyzed to improve identification of the pore system and the 
composition of the rock material. Our main objective was to 
construct the pore structure of a real coquina sample that serves 
as a geologically analogue of a Brazilian pre-salt reservoir rock, 
using experimental data, geological information, 3D modeling, 
and numerical simulation to identify and understand the main 
parameters that influence reconstruction of the pore system, 
which will allow us to simulate fluid flow and transport within 
the medium with good correlation with real data. 
 
MATERIALS AND METHODS 

 
In this section we provide a geologic description of the area 

where the carbonate rock sample for our study was taken, as  
 

well as its characterization regarding the pore system and min-
eralogical composition. Based on this information, we provide 
details about the digital reconstruction of its pore system and a 
brief description of the pore-scale network modeling approach 
used to estimate absolute permeability values. 

 
Carbonate rock sample description and preparation 

 
The carbonate rock sample selected for our study was taken 

from an outcrop of the Morro do Chaves Formation in the Ser-
gipe-Alagoas Basin in north-east Brazil. The coquina samples 
from this site are close analogues in terms of porosity and per-
meability of coquinas taken from the pre-salt hydrocarbon 
reservoirs off the coast of south-east Brazil, such as the pres-
ence of well-connected meso- and macro-pores ranging from 
few micrometers up to several millimeters. The Sergipe-
Alagoas Basin is located in the Brazilian states of Sergipe and 
Alagoas, and with a small portion in the state of Pernambuco 
Brazil (Fig. 1). Although the basins of Sergipe and Alagoas 
exhibit important differences in terms of their structure and 
stratigraphy (Thompson et al., 2015), it is possible to define the 
Sergipe-Alagoas Basin as a single entity (Campos Neto et al., 
2007). The basin is known in that its outcrops include all sec-
tions of the Brazilian continental margin, with a total estimated 
area of over 44,000 km². According to Campos Neto et al. 
(2007), the evolution of this basin is related to the separation of 
the Gondwana continent, with its subsidence occurring in the 
Rifte phase. At this stage the first tectonic pulse occurred, 
which commenced a sedimentary sequence during which the 
Morro do Chaves Formation was generated. 

The Morro do Chaves Formation is defined by Azambuja 
Filho et al. (1998) as a carbonate succession that is interspersed 
with siliciclastic rocks of the Coqueiro Seco and Rio Pitanga 
formations. Located in the municipality of São Miguel dos 
Campos, in the state of Alagoas, the Morro do Chaves For-
mation currently corresponds to a quarry (mine) called Mina 
São Sebastião (Fig 1). The coquinas were formed by bivalves 
and non-marine ostracodes with varying percentages of terri-
genous deposits. As detailed by Tavares et al. (2015), shells 
have different sizes and degrees of fragmentation, with facies in 
some cases containing bivalves in living or articulated posi-
tions. They noted that coquinas from Morro do Chaves have 
calcite as the main mineralogical component, while containing 
mostly mollusc shells. The rock matrix is composed of clay, 
siliciclastic sand (mainly quartz), as well as some lithoclasts of 
igneous, sedimentary and metamorphic rocks. According 
Tavares et al. (2015), six lithofacies can be identified in the  
 

 
 

Fig. 1. Location of the Sergipe-Alagoas Basin, in the northeast region of Brazil, identifying the constituent sub-basins and the location of 
the quarry called Mina São Sebastião (in the city of São Miguel dos Campos), where the Morro do Chaves Formation is located. 
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Morro do Chaves Formation, using both taphonomic (for shell 
fragmentation) and compositional (for the presence of micrite 
and siliciclastic sand) criteria.  

A well-studied layer (Corbett et al., 2016; Luna et al., 2016) 
in the Morro do Chaves Formation (Fig. 2a), called Bed 2B 
(Fig. 2b) was selected. Corbett et al. (2016) pointed out that it is 
possible to use cross-stratification as evidence that the coquinas 
in this layer were deposited lakewards or lagoonwards as ac-
creting bioclastic bars. A plug from that layer (Fig. 2b), desig-
nated as plug 1-34A (Fig. 2c), was selected for our study. The 
plug was prepared, flattened (top and bottom), cleaned with 
methanol and toluene, and placed in an oven at 60°C for 24 
hours. The cleaning and drying processes were the same as 
adopted by Corbett et al. (2017), without needing a humidity-
controlled drying environment since the carbonate sample did 
not contain gypsum or solid hydrocarbon-like gilsonite or py-
robitumen. After preparation and cleaning, the plug was ap-
proximately 35 mm in diameter and 35 mm in length. Porosity 
and absolute permeability measurements were performed in the 
laboratory using a Wheaterford DV-4000® gas porosime-
ter/permeater, while the porosity was measured using Helium 
(He) gas and the absolute permeability using Nitrogen gas (N2). 
The equipment had a reliable range between 0.001 mD and 
40,000 mD for absolute permeability measurements. We also 
measured the pore volume, grain density, mass, length and the 
actual diameter. 

A 30-μm thick thin section having dimensions of 70 mm × 
45 mm (Fig. 2d) was prepared, as well as a rock slab (Fig. 2e), 
from the cuts (top and bottom) of plug 1-34A after flattening of 
the surface of the sample. During preparation of the rock slab, a 
region of 10 mm × 10 mm and 5 mm thickness (red region in 
Fig. 2e) was selected, cut, and then used to obtain various data. 
We used SEM to characterize the surface and to visualize the 
chosen pore spaces, and EDS for qualitative analysis and identi-
fication of the main elements composing the surface. SEM was 
performed in a Hitachi TM3030® Plus low vacuum atmosphere  

and an acceleration voltage of 1.5 kV, and EDS using a Bruker 
XFlash® MIN SVE detector. The same region (shown in red in  
 

Fig. 2e) was used to acquire μCT images using smaller pixel 
sizes (of 6.77 and 9.97μm). 

The remaining material after preparing the rock slab was 
powdered and taken for analysis using XRD techniques. Pul-
verization was carried out in an agate grinding mill followed by 
micronization in a McCrone mill. The powdered material 
weighted around 2.0 grams. XRD analyses were performed in a 
Bruker D8® Advanced diffractometer using the following test 
conditions: Cu tube, 40 kV nominal voltage and 40 mA current, 
Soller slit 2.5°, primary slit 0.6 mm, secondary slit 5mm, 
LINXEYE® linear detector with opening of 189 channels, Ni of 
0.02mm, step size of 0.02 and speed of 1.1° / min. Qualitative 
mineralogical analyses were done with Jade 9 software (with 
PDF-2 database). Quantitative analyses were carried out using 
the Rietveld Method within the TOPAS software. 
 
X-ray computed microtomography 

 
We used a Bruker X-ray computed microtomography Sky-

scan® model 1173 with a sealed X-ray source, tungsten target 
and a flat panel detector. The X-ray tube with tungsten fila-
ments (Hamammatsu, model L9181) operates effectively be-
tween 40 and 130 kV voltages with a maximum current of 200 
μA, reaching a maximum power of 8 W and a maximum focal 
size of 5 μm (Machado et al., 2016). The detection system 
(Hamammatsu model C7942SK-05) consisted of a flat-panel 
sensor, operated with a maximum pixel array of 2240 x 2240, 
and with its recording carried out by an array of photodiodes 
forming electrical and digital signals. 

Because of the large size of the plug, the size of the obtained 
pixel was approximately 9.97 μm. This value is the maximum 
supported by the equipment given the dimensions of the entire 
plug to perform the acquisition and reconstruction at feasible 
times (approximately 360 min for acquisition and 420 min for 
reconstruction of the 9.97 μm pixel size μCT images involving 
a stack of images with 3,749 slices). For our study we obtained 
several μCT images with pixel sizes of 9.97 μm, 18.17 μm, and 
24.95 μm. The rock slab X-ray microtomography provided  
 

 
 

Fig. 2. (a) Image of the Morro do Chaves Formation in the Mina São Sebastião quarry of the city of São Miguel dos Campos; (b) identifica-
tion of a layer (called Bed 2B) highlighted by the red arrow, from which the sample (named 1-34A) was taken; (c) image of the plug show-
ing some vugular porosity in the sample; (d) thin section obtained from the cut of one end of the sample during flattening; and (e) rock slab 
prepared from the thin section, with the red square showing the region that was analyzed using SEM-EDS, XRD, and μCT with higher 
resolution. 
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images with 6.77 μm pixel size, close to the maximum limit 
supported by the equipment, and 9.97 μm pixel size images. 
The selection of 9.97 μm was deliberate since this value repre-
sents the smallest pixel size when using the whole plug. The 
acquisition parameters for the plug and the rock slab, with the 
different pixel sizes, are listed in Table 1. 

After the data acquisition step, it was necessary to use a spe-
cific software from the equipment manufacturer, capable of 
converting information from the detector (based on an analysis 
of the attenuation suffered by a beam of incident radiation 
passing through, in this case, a carbonate rock) into data that is 
interpreted as digital images that can be loaded and interpreted 
by other software. We used for this purpose the Bruker 
NRecon® (v.1.6.9.4) and InstaRecon® (v 1.3.9.2) softwares, 
which allowed us to correct and treat the main image artefacts 
generated during acquisition, such as beam hardening and the 
presence of ring artefacts (Table 1). We further used a work-
station with 2 Intel® Xeon® E5-2640 v3 processors, 256 Gb 
RAM, and a NVIDIA® Quadro® M4000 (8 GB RAM) GPU for 
μCT image acquisition and reconstruction. 
 
Digital reconstruction, image post-processing and 
segmentation 

 
A first step after μCT image acquisition is the application of 

specific filters to reduce noise from the images and to sharpen 
them. We used the Avizo® 9.5 software to pass the non-local 
means filter (Fig. 3b) and to reconstruct the 3D model of the 
rock, as well as to segment the image, by means of the Interac-
tive Thresholding function (Fig. 3c) after definition of the 
threshold value. 

We next used an algorithm to detect the grey-level value that 
corresponds to the threshold value based on the selected Kittler 
and Illingworth (1986) segmentation method. The selected 
value was supported by analyses of SEM images and the grey-
level histogram obtained from the μCT images. Verification of 
the pore systems impregnated with blue epoxy resin on the thin  
 

section was performed using a Zeiss Imager M2m® optical 
microscope with an increase of 2.5 times. Scanning was done  
by capturing images in mosaics, which were automatically 
joined by the microscope itself, resulting in a panoramic image 
of the entire thin section. Finally, we followed the methodology 
of Kaczmarczyk et al. (2011) for analysis of the grey value 
histograms using the Fytik® 0.9.8 software (Wojdyr, 2010) to 
generate Gaussian curves that represented the population of the 
pore system and the rock matrix itself. This to verify and evalu-
ate the results by Kittler and Illingworth (1986) based on visual 
methods. The procedure was repeated for each image stack 
generated with different pixel sizes. The overlapping pixels 
were considered as part of the pore system. Imaging, 3D recon-
struction, modeling and numerical simulations were carried out 
using a workstation with 2 Intel® Xeon® E5-2640 v4 proces-
sors, 512 Gb RAM, and a NVIDIA® Quadro® P6000 (24 GB 
RAM) GPU. 
 
Pore network modeling 

 
After reconstruction of the 3D pore system, based on selec-

tion of the appropriate threshold value, the connected networks 
were analyzed to simulate fluid flow using an in-house code 
based in part on previous work by Raoof et al. (2013). We 
selected networks based on the size of the clusters (voxel 
count), since the numerical simulations were carried out assum-
ing connectivity between the top and bottom of the sample (the 
z-axis), being the direction of the experiments with this plug. 
We kept the same procedure for the rock slab models (recon-
structed from different pixel size μCT images). The Avizo® 9.5 
software was used to separate the larger networks and to gener-
ate topology information for subsequent reconstruction of the 
PNM. The pore domains were generated based on topology 
information provided by the software.  

Pore bodies of the pore network were identified as the larg-
est elements present in the network, with spherical geometry, 
while pore throats were identified and calculated based on  
 

 

Table 1. μCT acquisition and reconstruction parameters. 
 

Image pixel size  
(μm) 

Source voltage  
(kV) 

Current 
(μA) 

Smoothing 
factor 

Ring artefact correction 
factor 

Filter: Al / Cu 
(mm/mm) 

6.77 (rock slab) 70 114 5 5 0.5 / 0.5 
9.97 (rock slab) 70 114 6 6 0.5 / 0.5 
9.97 (plug) 130 61 5 1 0.5 / 0.5 
18.17 (plug) 130 61 3 5 0.5 / 0.5 
24.95 (plug) 130 61 7 5 0.5 / 0.5 

 

 
 

Fig. 3. Main steps related to treatment of (a) an original μCT image using (b) a non-local filter, and (c) interactive thresholding for segmen-
tation purposes from Avizo® 9.5. 
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being smaller spherical elements, depending upon their size and 
topology, as discussed by Fouard et al. (2006). The length of 
the pore throats was defined by the distance between two con-
nected pore bodies, while their radii were calculated as a func-
tion of the mean radii of the spherical elements along the path 
between the two pore bodies. We calculated the radii of the 
pore throats using three different averaging methods: harmonic, 
geometric, and arithmetic. Absolute permeabilities were calcu-
lated using the generated pore structure, while saturated fluid 
flow within the network domain was simulated using a PNM 
algorithm.  

Since extensive reviews of PNM techniques can be found in 
the literature (de Vries et al., 2017; Raoof and Hassanizadeh, 
2010, 2012; Raoof et al., 2010, 2013), we present here only the 
main equations. The approach assumes laminar flow within the 
porous media, using Poiseuille’s formula to obtain the volumet-
ric flow rate within each pore:  

 

4 
8

i j
ij ij

ij

p p
q r

lμ
−π=    (1) 

 

where qij is the discharge through the pore throat between pore 
bodies i and j; pi and pj are pressures of the two adjacent pore 
bodies; rij is the pore throat radius; lij is the throat length, and µ 
is the fluid dynamic viscosity.  

Considering incompressible flow, the volume balance for 
each pore body i requires: 
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where Ni is the pore coordination number of pore i. Applying 
this equation to each pore body results in a linear system of 
equations with a sparse, symmetric and positive-definite coeffi-
cient matrix, which is to be solved for the pore body pressures. 

Next, considering the sample as a representative elementary 
volume (REV), the average pore water velocity, v , can be 
calculated as (Raoof et al., 2013): 

 

 tot

f

Q Lv
V

=   (3) 

 

where Qtot is the total discharge rate through the pore network, 
L is the length of the pore network, and Vf is the total volume of 
the fluid phase within the pore network. The total discharge rate  
 

can be calculated at the inlet or outlet of the pore network as the 
sum of all fluxes. Finally, the intrinsic permeability, k , of the 
sample can be determined using Darcy’s law using the results 
from (3): 

 

 
Δ Δ
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where μ is the fluid dynamic viscosity, ΔP is the pressure dif-
ference between the inlet and outlet pores, and A is the cross-
sectional area of the pore network. 

For our study we imposed a pressure differential of 5.0 ×  
10–3 Pa between the upper and lower boundaries of the PNM 
along the z-axis. This small differential was adopted to guaran-
tee laminar flow (low Reynolds number), an important assump-
tion to solve Eqs. (1) to (4). 

 
RESULTS AND DISCUSSION 

 
Before presenting results of the various pore network calcu-

lations for the entire coquina plug, we first summarize data 
from the experimental tests, as well as results from the rock 
slab pore network numerical simulations. 

 
Experimental data 

 
The first results for the plug were obtained using the DV-

4000® equipment, after the cutting, flattening and cleaning 
procedures. The measured values were used for comparison 
with estimates obtained digitally and numerically for the po-
rosity and absolute permeability, respectively. Table 2 presents 
the main experimental results for plug 1-34A. The data are 
indicative of groundwater reservoirs, which generally have a 
relatively high porosity (15–20%) and an intermediate permea-
bility (150–650 mD), with relatively good connectivity between 
the various pores. 

After this step we analyzed images of the thin section for the 
purpose of characterizing and identifying the coquina pore 
system. Fig. 4 shows images obtained with optical microscopy. 
The images show that the rock is formed by fragments of robust 
shells (Fig 4b), with the bioclast fragments varying in size from 
1 to 8 mm. The bioclasts are oriented moderately, with little 
fragmentation and only slight abrasion. A very few (about 2%) 
siliciclastic grains were observed, sub-rounded, spherical and 
with an average size of 0.5 mm. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Fig. 4. Scanned images obtained with optical microscopy showing (a) blue epoxy resin filling the pores of the thin section, (b) highlighted 
in red the contours of bivalve shells, and (c) highlighted in yellow the size of the bivalve shells. 
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Several dissolution phases generated the current porosity of 
the selected sample. The types of porosity present are intra-
particle, interparticle, vugular and intercrystalline, with a pre-
dominance of interparticle and vugular porosities, and lower 
intraparticle porosities. The measured porosity and absolute 
permeability indicate good connectivity between the meso- and 
macro-pores. This information is important not only to aid in 
the segmentation step, but also to predict the absolute permea-
bility through numerical simulations. The results suggest that 
fluid will flow preferably through pore spaces that can be re-
constructed digitally, disregarding sub-resolution porosity that 
is identified using high-resolution images from very small 
sample volumes. Rabbani et al. (2017) recently estimated the 
absolute permeability from an analysis of thin sections, but 
their approach could not predict the behavior of carbonate rock 
samples having absolute permeabilities above 200 mD. For this 
reason we did not predict the permeability of our coquina based 
on an analysis of thin sections since the permeability was more 
than 600 mD. 

SEM was used next to analyze the surface of the selected cut 
of the rock slab (red region in Fig. 2e) in order to evaluate the 
characteristics and dimensions of different pore structures. We 
selected a central area of the cut, which constituted the inner 
part of a bivalve shell. The images in Fig. 5 show a gradual 
zoom of this region, with increases of 50, 150, 300, 800, 1200 
and 2000 times the original size. Fig. 5a shows the presence of 
several large pores in the order of a few millimeters, externally 
to the center of the bivalve, while the largest zoom shows pores 
larger than 30 μm (Fig. 5f). These observations suggest that 
optical microscope analyses of the thin section were consistent 
since they showed the same patterns: predominance of interpar-
ticle and vugular porosities in different regions. These results 
are important to understand the main aspects related to the pore 
size distribution and the connectivity of these pore systems. 

Several regions were particularly challenging for analyzing 
the pore system and the rock composition. We selected a south-
ern region from the cut rock slab to perform an EDS analysis. 
The analysis helped us to evaluate dubious regions, which 
could be interpreted visually as pores or as material with a 
lower attenuation coefficient in the μCT images, as well as 
providing a qualitative indication of the elements presented in 
the sample. Fig. 6a shows three well-identified regions (repre- 
 

sented by the letters A, B and C above the arrows, in the 
image). The yellow arrow (A) indicates a pore that is a few mm 
wide, while the red arrow (B) points to a well-defined pore (in 
the center) surrounded by a region that is more poorly defined. 
That region has a grey-level quite similar to that of the area in 
blue (C), which clearly does not correspond to a pore. The EDS 
allowed us to identify the latter region (C) as being composed 
of siliciclastic material (Fig. 6d), which was already identified 
in the thin section. 

Fig. 6b provides a qualitative analysis using different colors 
indicating the main components of the sample: a blue area in 
the center and a predominantly pink region throughout the 
remaining area. A more refined analysis revealed the presence 
of calcium (Fig. 6c), silicon (Fig. 6d), oxygen (Fig. 6e) and 
carbon (Fig. 6f). Results suggest that the studied rock is com-
posed mainly of calcium, oxygen and carbon (most likely Ca-
CO3), indicating that the coquina was probably formed by cal-
cite as previously shown by Tavares et al. (2015) from evalua-
tions of coquinas from the same Morro do Chaves formation. 

In order to confirm the results above, an XRD-based qualita-
tive and quantitative mineralogical analysis of the rock slab was 
performed using the Jade 9 software (with the PDF-2 database), 
and also with the Rietveld Method of the TOPAS software, 
respectively. The composition was defined as 99.8% calcite 
(CaCO3), thus corroborating the EDS results. Another im-
portant result of the XRD analysis was that the grey-level re-
gions associated with the siliciclastic materials were not signifi-
cant in size, and not representative, thus reducing uncertainties 
in the automated segmentation procedure. These evaluations are 
important to verify possible grey level regions where the pore 
system may be interpreted erroneously during segmentation. 
 
Coquina rock slab modeling 

 
Based on insight from the experimental data, we proceeded 

with modeling the selected rock slab region. The μCT images 
of the thin section showed the presence of clear vugular porosi-
ty, as well as some intraparticle porosity. Fig. 7a shows the 
selected region (red square) that was used for the SEM, EDS 
and μCT images using two different pixel sizes, whose 3D 
reconstruction can be observed in Fig. 7b. The 3D reconstruc-
tions of the pore systems from the 6.77 μm (Fig. 7c) and  
 

 
 
 
 
 
 
 
 
 
 
 

 
 

Fig. 5. SEM images obtained with an increase of (a) 50; (b) 150; (c) 300; (d) 800; (e) 1200, and (f) 2000 times the selected region of the 
rock slab. Fig. 5a shows the presence of two large pores of a few millimeter each (A and B). 
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Fig. 6. (a) EDS image of the analyzed area, identifying three well-defined regions (A, a well-defined pore, B, a pore-centered region with 
dark grey level around it, and C, a dark grey level region similar to B but with no obvious pore boundary), (b) visual evaluation (colors) of 
the different components of the sample; (c) abundant presence of calcium, (d) presence of silicon in a small region (white dots), (e) oxygen, 
and (f) carbon distributed around the sample. 

 
9.97 μm (Fig. 7d) pixel size μCT images showed that the vug 
was part of the largest pore system within the rock slab, and 
close to a region whose contours delimited a bivalve shell. This 
region showed very little porosity, regardless of the pixel size 
used for μCT imaging. Digital porosities obtained with the two 
different pixel sizes are shown in Table 3. 

Next, we performed PNM simulations for laminar fluid flow 
in two digitally reconstructed rock slabs, to obtain the absolute 
permeability. As shown in Table 3, estimated values were much 
higher than the measured value of 639 mD data for the entire 
plug (Table 2). The higher calculated values were to be ex-
pected because of the very small rock slab volume used in the 
μCT analysis. The volume presumably was much smaller than 
the minimum representative elementary volume (REV) needed 
for scale-independent permeability measurements (or calcula-
tions in this case). By comparison, the rock slab was large 
enough for the porosity calculations and measurements. We 
hence emphasize here that the PNM-based permeability esti-
mates we obtained for the modeled rock slabs do not have an 
immediate direct relationship with the permeability measured 
using the entire coquina plug. To properly compare the meas-
ured absolute permeability of the plug, the PNM model should 
be applied to the entire plug. 

We selected the largest pore systems from each reconstruct-
ed model, which are visualized in Fig. 7e (from the 6.77 μm  
 

pixel size μCT images) and Fig. 7f (from the 9.97 μm pixel size 
μCT images). The number of voxel-based clusters in Fig. 6e 
was higher than that found when we analyzed Fig. 7f, indicat-
ing that small clusters (represented by different colors) are only 
generated from higher-resolution images. Figs. 7g and 7h show 
the PNMs of the regions discussed previously. A first direct 
observation refers to the amount of pore bodies and pore throats 
generated for the construction of the PNMs. For construction of 
the model imaged with 9.97 μm pixel size, we generated a 
much smaller number of points (Figs. 8a and 8b), although the 
topology of the system was maintained. 

Some important conclusions can be drawn from the PNM 
simulations based on different pixel size μCT images. Most 
important, the results for porosity and absolute permeability 
were larger for the reconstructed model using higher resolution 
μCT images (6.77 μm), thus suggesting that some pore bodies 
and pore throats were not included in the lower resolution μCT 
images (9.97 μm), which must have influenced the numerical 
estimates. Differences between the absolute permeability values 
varied between 11.8% and 22.2%, considering the different 
averages for pore-throat construction in each model. The pore 
throat radii based on harmonic means of the spherical elements 
that composed them were physically coherent, since they ac-
counted for regions of constriction prior to modeling the pore 
throats using the PNM. 

 
 

Table 2. Experimental results from plug 1-34A. 
 

Sample Pore Volume 
(cc) 

Porosity He (%) Permeability N2 (mD) Grain Density 
(g/cc) 

Diameter (cm) Length (cm) Mass (g) 

1-34A 5.74 16.30 639.08 2.69 3.60 3.53 79.3 

 
Table 3. Porosity (ϕ) and absolute permeability (kabs) estimated from the reconstructed coquina rock slab obtained with two different pixel 
sizes. 
 

PNM – μCT Pixel size images (μm) 
ϕ (%) kabs (mD) 

Harmonic Geometric Arithmetic 
6.77 8.43 2,568 2,755 2,984 
9.97 7.72 2,137 2,422 2,746 

Difference (%) 8.4 16.8 12.1 8.0 
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Fig. 7. (a) Image of the selected area for μCT, indicating with a red arrow the presence of vugular porosity; (b) 3D volume reconstruction 
of the region using 6.77 μm pixel size μCT images, with the red arrow highlighting the same vug as in Fig.6a; (c) 3D segmentation and 
reconstruction of the pore region of the sample, with the right upper extremity being the assimilated vug and a central region with lower 
porosity showing well-defined bivalve contours from the 6.77 μm pixel size μCT images; (d) same from the 9.97 μm images (e) selection 
of the largest pores from the 6.77 μm μCT images; (f) same from the 9.97 μm images; (g) PNM generated with the largest pores from the 
6.77 μm pixel size μCT images; and (h) same from the 9.97 μm images. 

 

 
 

Fig. 8. Pore size frequency distributions (equivalent diameters) of the digital pore system of the rock slab obtained using (a) 6.77 μm and 
(b) from 9.97 μm μCT images. Notice a much larger number of spherical elements in the reconstructed model using the higher resolution. 

 
 
 
 
 

An analysis of the region with the greatest pressure differen-
tial, which was responsible for most of the fluid flow, is shown 
in Fig. 9. The plots visualize the length of the pore throats and 
the radii of the pore bodies for the slab reconstructed PNM 
using 6.77 μm (Fig. 9a) and 9.97 μm (Fig. 9b) pixel size μCT 
images as obtained with the Paraview® software (Ayachit, 
2015). A larger number of pore bodies and pore throats are 
apparent when using higher resolution μCT images, which 
leads to higher absolute permeability values. The images in Fig. 
8 were generated from the models whose pore throats were 
calculated using harmonic means of their constituent spherical 
elements. The smaller pore throat diameters for both models 
can be seen in Fig. 9c and Fig. 9d, as well as the pressure (rang-
ing from 0 to 5.0x10–3 Pa) in each pore body of this region. The 
simulation results indicate that fluid in this rock slab flows 
preferably through the mesopores and macropores. 

Coquina plug modeling 
 
After analysis of the rock slab, we similarly performed an 

analysis of the coquina plug in its entirety. Our objective was to 
estimate its petrophysical properties as well as to study PNM 
performance for a heterogeneous and complex pore system 
involving a large number of mesopores and macropores. We 
selected for this purpose the μCT images generated using three 
different pixel sizes of 9.97, 18.17, and 24.95 μm, thus testing 
the effects of resolution on the calculated parameters. Table 4 
presents results of the 3D modeling scenarios and the experi-
mental data of the selected petrophysical properties. Regarding 
porosity, the pore network reconstructed with higher resolution 
μCT images clearly presented better results when comparing 
the digital estimates to the measured data in Table 1. The same 
is true for the absolute permeability estimates using PNM. 
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Fig. 9. PNMs of the reconstructed slab (a) from the 6.77 μm pixel size μCT images, and (b) from the 9.97 μm images, showing the distribu-
tions of pore radii and pore lengths. PNMs of the regions with greater pressure differentials between pore bodies following numerical simu-
lation of fluid flow, as well as of the diameters of the pore throats in these regions, using (c) 6.77 μm pixel size μCT images and (d) 9.97 
μm images. The length and pressure units are m and Pa, respectively. 

 
Table 4. Porosity (ϕ) and absolute permeability (kabs) of the recon-
structed coquina plug using PNM. 
 

PNM – μCT 
Pixel size 
images (μm) 

ϕ (%) 
kabs (mD) 

Harmonic Geometric Arithmetic 

9.97 12.4 548.3 953.9 1,236.9 
18.17 11.3 480.5 911.5 1,419.0 
24.95 10.0 464.9 848.4 1,283.9 
Experimental 16.3   639.1 

 
Another important point refers to the average used to calculate 
the pore throats, based on the spherical elements that do not 
represent pore bodies on the models. Harmonic averaging gave 
the best results compared to the measured data, presenting a 
percentual difference of 14.2%, 24.8%, and 27.3% for the PNM 
based results using μCT images with 9.97μm, 18.17μm, and 
24.95 μm pixel size, respectively. We note here that the com-
parison between the PNM and the measured data for the entire 
plug does not require some REV verification since the experi-
mental results were measured also on the entire plug.  

Fig. 10 shows frequency distributions of the generated pore 
throats and pore bodies. The results indicate that the total num-
ber of pore bodies and pore throats for the model using higher 
resolution μCT images is more than 60 times larger than ob-
tained with the lower resolution μCT images. This impressive 
increase relates to the capacity to recreate pore bodies and pore 
throats that are not detectable from lower resolution μCT imag-
es, as can be seen in Fig. 10d, 10e, and 10f, which presents the 
range of pore throat radii (in m) for the models based on μCT 
images with 9.97 μm, 18.17 μm, and 24.95 μm, respectively. 

We next present PNM results for plug I-34A obtained with 
the intermediate resolution (18.17 μm pixel size μCT images) 
and assuming the harmonic averages of the pore throats as shown 
in Fig. 11. The input and output boundaries were implemented 
based on the selection of 2% of the plug length, which leads to a 
well-defined layer for fluid entrance. As expected, some overlap 
occurred of the distributions of the pore bodies and pore throats, 
but with the largest pore throats being linked to the largest pore 
bodies, thus indicating good results regarding the PNM genera-
tion methodology. A selected few pore throats were several mm 
wide, which created regions for considerable fluid flow between 
the two linked pore bodies. However, the majority of pore throats 
remained within the μm range. The larger pore throats were 
important to preserve connections between vugs, thus creating 
preferential paths for fluid flow. 

We also compared PNM results (all using harmonic averag-
es of the pore throat radii) obtained with the different resolu-
tions. Fig. 12 shows the final generated pore network and the 
calculated pressure fields. Results indicated that part of the 
well-connected network could not be generated using lower 
resolution μCT images. Still, in terms of fluid flow, the PNM 
captured important connections between mesopores and 
macropores since the calculated absolute permeabilities values 
(as shown in Table 4) were close to the measured value. The 
three PNM simulations showed specific regions with higher 
pressure drops, which were preferably accessed by fluid during 
the flow experiment. Fig. 12 further shows that the number of 
pore bodies and pore throats increases immensely as the μCT 
images resolution increased. 

Another important result relates to the possibility to conduct 
numerical experiments using relatively large sample volumes. 
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Fig. 10. Pore size frequency distributions (equivalent diameters) of the digital pore system of the plug obtained using (a) 9.97 μm, (b) 18.17 
μm, and (c) 24.95 μm μCT images; and the range of pore throat radii (scale in m) found with the models generated using (d) 9.97 μm, (e) 
18.17 μm, and (f) 24.95 μm μCT images. 
 

 
 

Fig. 11. PNM results for plug 1-34A based on 18.17 μm μCT images presenting: (a) input (white region) and output (red region) boundaries 
for the fluid flow numerical simulations, and ranges of (b) pore body radii, (c) pore throat radii, and (d) pore throat lengths (scales are in m). 
 
We showed that this is feasible despite the computational 
demand. The use of relatively large plugs avoids non-repre-
sentative results, especially for the absolute permeability in 

view of the required REV. This characteristic is crucial when 
upscaling results from plugs to cores and beyond. 
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Fig. 12. (a) Image of plug 1-34A, and PNM results of the pressure field based on (b) 24.95 μm, (c) 18.17 μm, and (d) 9.97 μm pixel size 
μCT images (pressure scales are in Pa). 
 
CONCLUSIONS 

 
This study investigated experimentally and numerically sev-

eral aspects of a coquina carbonate rock sample, a very close 
analogue to important pre-salt hydrocarbon reservoir rocks of 
Santos Basin (Brazil). A series of analyses were carried out on 
a thin section using optical microscopy, on a rock slab taken 
from a plug using SEM, EDS, XRD and μCT, and on a larger 
plug using both μCT images and direct measurements. These 
analyses together with 3D imaging was used to examine the 
rock matrix composition and to verify and digitally reconstruct 
the pore systems, which provided much insight about the matrix 
and macropore fluid flow processes in the naturally very heter-
ogeneous rock sample. Using PNM numerical simulations, we 
could estimate the absolute permeability of the rock slab and 
the entire plug, which presented a properly REV relative to the 
measured value. The experimental results were important to 
stablish significant correlations for the entire plug, mostly to 
obtain reliable information about the pore structure required in 
the modeling step. In our study we could detect bivalve and 
ostracode shells within the coquina sample and identify meso-
pores and macropores providing the main pathways for fluid 
flow inside the almost pure calcite rock sample. Digital recon-
struction of the pore system, along with detailed experimental 
analyses, allowed us to construct and use the PNM models with 
confidence. The models were also used to verify the main as-
pects related to fluid flow modeling: (i) rock slab models pro-
vided less accurate permeability values compared to the entire 
plug due to their volumes below the REV; (ii) pore throat radii 
calculated with harmonic averages gave the best results for the 
absolute permeability; and (iii) higher μCT resolution images 
provided the best result for the permeability according to the 
experimental data for the entire plug. In order to generate more 
realistic pore systems for the coquinas, we intend to use addi-
tional experimental techniques like nuclear magnetic resonance 
to verify prevailing pore distributions, and to further improve 
the segmentation procedures for additional PNM studies, espe-
cially for multiphase flow conditions. 
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Abstract: The current and ongoing climate change over Europe can be characterized by statistically significant warming 
trend in all seasons. Warming has also an effect on the hydrological cycle through the precipitation intensity. Conse-
quently, the supposed changes in the distribution and amount of precipitation with the continuously increasing tempera-
ture may induce a higher rate in water consumption of the plants, thus the adaptation of the plants to the climate change 
can be critical. The hydrological impact of climate change was studied based on typical environmental conditions of a 
specific agricultural area in Austria. For this purpose, (1) a monthly step, Thornthwaite-type water balance model was es-
tablished and (2) the components of the water balance were projected for the 21st century, both (a) with a basic rooting 
depth condition (present state) and (b) with a (hypothetically) extended rooting depth (in order to evaluate potential adap-
tion strategies of the plants to the warming). To achieve the main objectives, focus was set on calibrating and validating 
the model using local reference data. A key parameter of the applied model was the water storage capacity of the soil 
(SOILMAX), represented in terms of a maximum rooting depth. The latter was assessed and modified considering availa-
ble data of evapotranspiration and soil physical properties. The adapted model was utilized for projections on the basis of 
four bias corrected Regional Climate Models. An extended rooting depth as a potential adaptation strategy for effects of 
climate change was also simulated by increasing SOILMAX. The basic simulation results indicated increasing evapotran-
spiration and soil moisture annual mean values, but decreasing minimum soil moisture for the 21st century. Seasonal ex-
amination, however, revealed that a decrease in soil moisture may occur in the growing season towards to the end of the 
21st century. The simulations suggest that the vegetation of the chosen agricultural field may successfully adapt to the 
water scarcity by growing their roots to the possibly maximum. 
 
Keywords: Water balance; Plant available water; Weighing lysimeter; Regional Climate Model. 

 
INTRODUCTION 
 

Climate change is mainly characterized by a global rise of 
average temperatures (global warming) and its subsequent 
impacts on the hydrological cycle. The average temperature 
already increased by 0.6°C during the 20th century, and is pre-
dicted to further increase during upcoming decades (IPCC, 
2014). Baseline scenarios of global warming – such that do not 
consider mitigation effects – predict an increase of 3.7°C to 
4.8°C by 2100 compared to pre-industrial levels. As increased 
temperatures also reflect a higher energy potential in the at-
mosphere, the resulting intensification of driving forces will 
influence the hydrological cycle. Expected effects include 
alteration of precipitation patterns and evapotranspiration pro-
cesses at multiple scales (Sun et al., 2010). Consequently, ex-
treme events in terms of thunderstorms as well as droughts are 
supposed to occur more often (IPCC, 2014). It is widely ac-
cepted that such massive impacts will considerably affect eco-
systems and the services they provide for human well-being as, 
for example, food production. Against this background, it is 
necessary to evaluate impacts of climate change on the compo-
nents of the water cycle (IPCC, 2007). According to the impact 
analysis studies of water balance models (e.g., Keables and 
Mehta, 2010; Lutz et al., 2010; Mohammed et al., 2012; Rem-
rová and Císleřová, 2010), Zamfir (2014) demonstrated that the 
evapotranspiration may increase, but the soil water content may 
decrease in the future due to the presumably increasing temper-
ature and the decreasing precipitation. Consequently, the occur-
rence of water scarcity may become more common towards the  
 

end of the 21st century.  
The “Marchfeld” in the eastern part of Austria is one of the 

major field crop production area (covering about 1000 km2 
dominated by agricultural production), and nevertheless one of 
the driest region in Austria (Eitzinger et al., 2013). The region 
is characterized by a subhumid climate with a mean annual 
temperature and precipitation of approximately 10°C and 
550 mm, respectively (Götz et al., 2000). Typical summers are 
hot and dry; winters are mainly cold with severe frost and lim-
ited snow cover (Götz et al., 2000). A typical soil type is Cher-
nozem, a black-colored fertile soil (Götz et al., 2000). Despite 
the generally favorable environmental conditions, the region is 
prone to water deficit stress. Calculated reference evapotranspi-
ration was on average 830 mm per year in the period 1990–
2013 (after personal communication with Reinhard Nolz). 
Hence, irrigating agricultural fields has a long tradition to bal-
ance water deficit and ensure proper soil water conditions for 
crop production. For the future, irrigation is expected to be-
come even more important for agricultural production in the 
“Marchfeld” because of climate change effects (Nachtnebel et 
al., 2014).  

The researches on Marchfeld in context of water stress focus 
mainly on crop simulations (basically on winter wheat), e.g., 
Eitzinger et al. (2003, 2013), Strauss et al. (2012) and Thaler et 
al. (2012). However, some part of Marchfeld is grassland, and 
as we know none of the study has analyzed the effect of climate 
change on that grass covered surfaces until now. Therefore, the 
open question of this study was: How the water balance of 
grass covered areas may change in the future? 
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The main objective of this study was to upgrade and adjust 
the well-known water balance model after Thornthwaite to 
compute evapotranspiration and soil moisture based on simple 
and easily obtainable weather data (Dingman, 2002; 
Thornthwaite and Mather, 1955), and using high precision 
weighing lysimeter data (Nolz et al., 2016) for calibration and 
validation for local environmental conditions. Such an adjusted 
Thornthwaite-type water balance model was previously tested 
for a forest stand and for a mixed surface cover using MODIS 
data as calibration, for which it delivered proper results (Herceg 
et al., 2016). This study was also initiated to estimate future 
evapotranspiration and soil moisture under environmental con-
ditions considered representative for the “Marchfeld”. 

The projection phase required weather data that were ex-
tracted from Regional Climate Models (RCMs) that were 
downscaled from Global Climate Models (GCMs). The dataset 
covered three periods in the 21st century (2015–2045; 2045–
2075; 2070–2100). Considering predicted rainfall and evapo-
transpiration, soil moisture could be calculated based on a 
simple water balance. In doing so, two specific aspects were 
considered: In order to address the uncertainty of predictions 
(i.e., variations between different climate databases), the re-
quired model input was chosen from four different RCMs. The 
other aspect referred to plant water uptake and water deficit 
stress. For the simulations, two basic conditions were distin-
guished with respect to the rooting zone depth. The first run 
was based on a rooting depth corresponding to the rooting 
depht of the plants in the lysimeter during the calibration period 
(basic rooting depth of the plants). The second assumption was 
that plants were able to adapt to water stress conditions by 
increasing their rooting depth in order to suffice their needs 
taking advantage of a larger soil water reservoir (extended 
rooting depth of the plants).  

In such a way, potential stress conditions were determined 
for both basic and extended rooting depth. Differences arising 
from varying soil characteristics as well as the changes of 
aboveground biomass were not considered in this study.  

The new aspect of the study was on one hand the two-stage 
evapotranspiration calibration process (calibration of potential, 
and the calibration of the actual evapotranspiration separately), 
on second hand, the adaption of the broken-line regression 
method in the calibration of the potential evapotranspiration. 

The main advantage of this model is the low amount of input 
data requirement (precipitation and temperature); therefore it 
could easily be extended to larger regional scale. The simplicity 
of this water-balance model ensures fast impact analysis of 
climate change on evapotranspiration and soil water storage, 
and requires a significant lower amount of work for input data’ 
preprocessing for baseline investigations than more complex 
models. Nevertheless, the use of only two input parameters 
enables a much easier uncertainty analysis of the applied model. 

 
MATERIALS AND METHODS 
Study site and data base 

 
Basic data for this study were obtained at the experimental 

farm of the University of Natural Resources and Life Sciences, 
Vienna (BOKU), in Groß-Enzersdorf (48°12’N, 16°34’E; 157 
m). The location is regarded representative for the Marchfeld 
with respect to the climatic conditions. The experimental farm 
hosts a reference weather station of the Austrian “Zentralanstalt 
für Meteorologie und Geodynamik (ZAMG)” at which meteor-
ological quantities were monitored according to the standard of 
the World Meteorological Organization (WMO). Data included 
air temperature, precipitation, relative humidity, global radia-

tion, and wind velocity measured in 10 m height (Nolz et al., 
2016).  

Soil water balance components were determined using a sin-
gle weighing lysimeter. It was installed at the experimental 
farm together with a second lysimeter in 1983 to study evapo-
transpiration at the surface, water content in the soil profile, and 
water drainage at the bottom outlet of the lysimeters (Neuwirth 
and Mottl, 1983). Its cylindrical vessel has an inner diameter of 
1.9 m, a resulting surface area of 2.85 m2, and a hemispherical 
bottom with a maximum depth of 2.5 m. During installation, a 
typical soil profile was created by re-packing soil in layers as 
follows:  

• sandy loam soil (0–140 cm) (30% sand, 50% silt, 20% 
clay; porosity: 43%), 

• gravel (140–250 cm) (mainly large pore sizes with 
negligible water holding capacity). 

The soil characteristics and the consequent hydraulic proper-
ties were taken as basis for the simulations.  

The lysimeter and the surrounding area of approximately 
50 m x 50 m were permanently covered by grass. The grass was 
cut about twice a month during the vegetation period and irri-
gated about twice a week during summer, but shorter or longer 
non-irrigated and rainless periods can also be found (for three 
weeks in the growing season). Therefore there were basically 
well watered conditions in the growing season due to the irriga-
tion, but periods with water scarcity (non-reference conditions) 
can also be found. In the dormant season there were even long-
er periods without irrigation. Maintenance also included manual 
clearing from weed and fertilization with long-term compound 
fertilizer for lawns.  

Evapotranspiration (ETOlys) was determined by considering 
soil water within the lysimeter (Wlys) and fluxes across its 
boundaries such as drainage (Wdrain), evapotranspiration 
(ETOlys), and precipitation (Plys) and irrigation (Ilys).  

To determine Wlys, nominal lysimeter weight was measured 
using a weighing facility. A mechanical system transformed the 
weight to an electronic load cell with an accuracy of ±0.2 kg 
(Nolz et al., 2013a). The analog output signal was amplified, 
converted to digital units, averaged and stored on a local server. 
Logging intervals were 15 and 10 minutes from 2004 to 2009 
and from 2009 to 2011, respectively. The raw values (digital 
units) were converted into nominal mass (kg) using a calibra-
tion factor (Nolz et al., 2013a). It has to be noted that the cali-
brated weighing data represent relative lysimeter mass in kg, 
defined as current mass minus an unknown reference mass. 
Hence, only mass changes were determined. Dividing the nom-
inal mass by the surface area (m2) resulted in soil water equiva-
lent (Wlys / mm). Drainage water was measured at the bottom 
outlet of the lysimeter using a tipping bucket. Tipping and 
weighing data were logged at the same time intervals. Counts 
of tipping were converted into outflow data using a calibration 
factor (Nolz et al., 2013a). Dividing by the surface area resulted 
in drainage water (Wdrain/mm). Soil water and drainage water 
were linked to a nominal time series (Wlys + Wdrain), which was 
smoothed using a specific procedure (Nolz et al., 2013b; Nolz 
et al., 2014).  

Equation (1) illustrates the relation between measured  
(Wlys + Wdrain) and unknown (Plys, Ilys, ETOlys) water balance 
components. 
 
Δ(Wlys + Wdrain) = (Plys + Ilys) − ETOlys (1) 

 
Therein Δ(Wlys + Wdrain) represents changes in soil water due 

to boundary fluxes (evapotranspiration ETOlys, and precipitation 
Plys plus irrigation Ilys).  
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Accordingly, negative values of ∆(Wlys + Wdrain) – referring 
to a time interval of 10 or 15 minutes – were attributed to evap-
otranspiration under reference conditions (Nolz et al., 2014). 
Evaporation and interception losses were not considered. ETOlys 
was then processed to a daily time series (ETOlys / mm d−1), 
with each day lasting from 7 a.m. to 7 a.m. of the following 
day. Finally, evapotranspiration as well as weather and data 
covering the years 2004 to 2011 were processed as monthly 
sums.  
 
Model description  

 
The Thornthwaite-type water balance model represents a 1-

D system, considering only vertical fluxes. Input values are 
monthly precipitation (PM) (mm month–1) and mean monthly 
temperature (TM) (°C) according to Thornthwaite (1955). 
Dingman (2002) slightly modified the original model, which 
has been applied as a basis. All input data (monthly sums from 
2004 to 2011) originate from the experimental site in Groβ-
Enzersdorf; irrigation amounts of the lysimeter were added to 
precipitation. 

The first step in setting up the model was the calculation of 
the potential evapotranspiration (PET). A temperature-based 
PET-model after Hamon (1964) was applied (Eq. 2):  

*

29.8
273.2H

D

ePET D
T

=
+

 (2) 

with 

* 17.3
e 0.611exp

237.3
D

D

T
T

 
=  + 

 (3) 

 
where D is the daylight hours (h day–1), TD is the daily average 
temperature (°C), e* is saturation vapor pressure (kPa).  

PETH from daily time-step was aggregated to monthly sum, 
noted PETMH (mm month–1). 

The following Equations (4–10) of this sub-chapter originat-
ed from Dingman (2002): When monthly precipitation (PM) 
exceeds PETMH, soil water storage is assumed to sufficiently 
provide vegetation with water and therefore ET is at its poten-
tial rate (Eq. 4):  
 
If PM ≥ PETMH     (4) 
 
then ETM = PETMH (5) 
 

( ){ }1min ,  M M M M MAXSOIL P ET SOIL SOIL− = − +   (6) 

 
where ETM (mm month–1) is the monthly actual evapotranspira-
tion, and SOILM (mm month–1) is the monthly soil moisture 
representing the amount of soil water that is available for the 
vegetation (not the total amount of soil water). SOILMAX (mm 
month–1) was introduced by considering unsaturated hydraulic 
parameters of the lysimeter soil type and rooting depth: 
 

( )MAX fc pwp rzSOIL θ θ z= −  (7) 

 
where: θfc is the water content at field capacity [m3/m3], θpwp is 
the water content at permanent wilting point [m3/m3] and zrz is 
the rooting depth (vertical extent of rooting zone in mm), the 
standard value is 1000 mm. 

Both ETM and SOILM denote the result parameters of the pre-
sented study. 

For the simulation procedure, the first SOILM–1 value was set 
to a maximum value that corresponded with the soil-water 

storage capacity (SOILMAX). The basic assumption was that soil 
water storage is completely filled at the beginning of each 
vegetation period. 

Values for θfc and θpwp were estimated based on the texture 
of the soil in the lysimeter using a pedotransfer function accord-
ing to Baumer (1992). Input values are soil particle fractions 
(sand, silt, clay), bulk density (1.5 g cm–3 in our case), and 
humus content (1% in this study). 

The soil water was considered as storage reservoir used for 
evapotranspiration under condition of  

 
PM < PETMH  (8) 
 
then:  ETM = PM + ∆SOIL  (9) 
 
where:
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1
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 (10) 

 

with ∆SOIL, the difference in the soil water storage (mm 
month–1). 

 
Model calibration and validation 

 
Evapotranspiration data of the grass-covered lysimeter 

served as basis for calibration and validation. It is important to 
note that the model was not calibrated for drainage. However, 
drainage term can be calculated with the help of the model 
results.  

In case of the lysimeter, runoff is not likely, thus only the re-
charge remains according to the following equation: 
 
R = PM – ETM – ∆SOIL   (11) 

 
This equation is for the average monthly “water surplus” 

(i.e., the available water for recharge and runoff) (Dingman, 
2002 pp. 316). 

The available time series (2004–2011) was divided into two 
parts, whereof the first (2004–2008) was used for calibration 
and the second (2009–2011) for validation. 

The first step of calibration considered potential evapotran-
spiration for actual land cover (i.e. periods when potential 
evapotranspiration values were close to actual evapotranspira-
tion) using ETOlys-values at well-watered (relative high soil 
moisture) conditions. The latter were assumed to occur when 
precipitation (PM) exceeded potential evapotranspiration 
(PETMH) or actual evapotranspiration (ETOlys) exceeded poten-
tial evapotranspiration (PETMH). 

The ETOlys-values selected in such a way are denoted  
PETOlys. Measured PETOlys values (response variable) were 
correlated with calculated PETMH values (explanatory variable). 

The regression line demonstrates the correlation between 
PETMH and PETOlys and with the slopes of a broken-line regres-
sion - as a calibration parameter - we can determine the cali-
brated Hamon type potential evapotranspiration (PETM) (Figure 
2). It is important to note that PETMH is the Hamon type, global-
ly calibrated, calculated, while PETM is the locally calibrated 
potential evapotranspiration (for the study area). Due to the 
various state of the vegetation, PET of the dormant and the 
growing seasons are not the same, therefore different relation-
ships had to be established for both parts (Rao et al., 2011). For 
this purpose, a software package named ‘segmented’ in the ‘R’ 
software environment was applied (R Core Team, 2012). The 
broken-line or segmented models create a piecewise linear 
relationship between the response and one or more of the ex- 
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planatory variables. This linear relationship is represented by two or 
more straight lines connected at unknown values called breakpoints 
(Muggeo, 2008). The basic principle was that when PETMH is equal to 
0, then PETOLYS is 0 as well. The correlation between PETMH and  
PETOLYS cannot be described with a simple regression line, since the 
large lack of fit, and we did not want to use more complicated function. 
Consequently, broken-line regression was chosen.  

The second step of the calibration is the estimation of the calibrated 
SOILMAX parameter using ETOLYS data for the same (2004–2008) peri-
od. In this case, the initially estimated SOILMAX parameter adjusted in 
order to reach minimum root mean square error between ETOlys and 
ETM by using the ‘optim’ function of ‘R’ software. (The range of this 
adjustment was from 10 mm to 1000 mm). Based on the value of  
SOILMAX after the calibration, the vertical extent of the rooting zone 
(plant water uptake) was inversely estimated using soil texture data. The 
details of this estimation can be found in the Model Adjustment chapter. 

Parameters of the calibration were considered for running the model 
with data of the validation period (2009–2011).  

 

 
 
Fig. 1. Schematic representation of workflow of the modelling process 
including the relationships between input data, calculated and calibrated 
parameters, and output data. Parameters: ETOLYS is the measured actual 
evapotranspiration; PETMH is the Hamon type potential evapotranspiration; 
PETM is the calibrated potential evapotranspiration; ETM is the actual 
evapotranspiration, SOILMAX CALIBRATED is the calibrated soil water 
storage-capacity of the soil, and SOILM is the soil moisture. The different 
shapes with the different type of arrows illustrate the connections amongst 
the used parameters during the model workflow. 
 
Evaluating model performance 

 
Model performance was evaluated using the Nash-Sutcliffe criteri-

on, which is typical for calibrating and validating hydrologic models. 
In particular, it is suitable for models that simulate continuous time 
series of different time-period (Dingman, 2002). A proper model per-
formance is presumed when the Nash-Sutcliffe coefficient, NSE, cal- 
 

culated according to Eq. 12, returns a value between 0.8 
and 1.0: 
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ETOLYS_i is the time series of measured values, ETM_i 
is the time series of simulated values and mET_LYS: 
average value of ETOLYS for the period being measured. 

 
Projection procedure 
Regional climate models (RCMs) 

 
The validation of the model required the partition of 

the available dataset (2004–2011) into calibration 
(2004–2008) and validation periods (2009–2011). The 
original period of calibration however; was too short for 
the basis of the projection procedure, therefore we re-
run the model using all available data. This re-run con-
sequently means recalibration, therefore it delivered 
new and more reliable calibration parameters as well 
(Table 5). Here as much data as possible was assumed 
to deliver the best possible calibration relation. Never-
theless, there was small amount of data in the dormant 
season of the calibration (Figure 2).  

Inputs for predicting future developments of ETM and 
SOILM were the equation of the broken line regression, 
the calibrated SOILMAX value, and predicted temperature 
and precipitation values. The latter originate from four 
grid-based, bias-corrected regional climate models 
(RCMs). Data were extracted from the nearest pixel to 
the experimental sites coordinates. The main properties 
of the RCMs can be found in Table 1. The underlying 
database called “FORESEE” contains daily meteorolog-
ical data (min./max. temperature, and precipitation) 
based on ten RCMs for 2015–2100, and observation 
based data for the period 1951–2009, interpolated to 
1/6×1/6 degree spatial resolution grid. The bias correc-
tion of the RCMs was done by a cumulative distribution 
functions fitting technique. This method corrected sys-
tematic errors in the RCM results. In case of precipita-
tion, the intensity as well as the frequency of precipita-
tion was corrected (Dobor et al., 2013). 

In the following, each model is referred to as their 
model ID (first column of Table 1) 

The RCMs time scale covers a range from 2015 to 
2100. Each of them contains temperature and precipita-
tion data in monthly time intervals. To evaluate the 
results for the 21st century, four main investigational 
periods were established: 1985–2015, 2015–2045, 
2045–2075, and 2070–2100. With the data at hand, 
these 30-years-blocks with a 5-years overlap in the last 
two periods seemed the best partitioning. The overlap in 
the last part of the 21st century was necessary, because 
only 25 years of data were available.  

 

 

Table 1. The applied RCMs (Linden van der and Mitchell, 2009).  
 

Model ID Research Institute Regional climate model 
Driving general  

circulation model 
Emission 
 scenario 

Spatial  
resolution

1 Max-Planck-Institute for Meteorology (MPI)* REMO ECHAM5 A1B 25km 
2 Sweden’s Meteorological and Hydrological Institute (SMHI)** RCA ECHAM5-r3 A1B 25km 
3 Danish Meteorological Institute (DMI)*** HIRHAM5 ECHAM5 A1B 25km 
4 Royal Netherlands Meteorological Institute  (KNMI)**** RACMO2 ECHAM5-r3 A1B 25km    

  *: Jacob (2001); **: Jones et al. (2004); ***: Christensen et al. (1996); ****: Lenderink et al. (2007)  
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Table 2. Annual mean values of temperature and precipitation derived from the regional climate models from 1985 to 2100 with standard 
deviations in parentheses In the first investigation period (1985–2015), the observation based averaged values (with standard deviations in 
parentheses) can be found. 
 

Model ID Parameter 1985/2015 2015/2045 2045/2075 2070/2100 

1 
T [°C] – 11.0 (0.92) 12.4 (0.89) 13.3 (0.88) 
P [mm] – 653 (128) 635 (99) 692 (127) 

2 
T [°C] – 10.9 (0.84) 12.1 (0.63) 13.0 (0.73) 
P [mm] – 664 (106) 743 (116) 752 (122) 

3 
T [°C] – 11.1 (0.78) 11.9 (0.87) 12.6 (0.73) 
P [mm] – 587 (102) 634 (122) 653 (146) 

4 
T [°C] – 11.3 (0.69) 12.3 (0.73) 13.2 (0.84) 
P [mm] – 543 (127) 585 (126) 611 (115) 

Average 
T [°C] 11.1 (0.76) 11.1 (0.81) 12.2 (0.78) 13.0 (0.79) 
P [mm] 606 (98) 612 (116) 649 (116) 677 (127) 

 

 
Fig. 2. Relationship between PETOlys and PETMH in dormant (to 
the left of the dotted vertical line) and growing season, with trend 
lines (solid) and 1:1 line (dashed). 

 
The annual mean of temperature as well as precipitation 

showed an increasing tendency (+15% for T; +12% for P) at the 
end of the 21st century (Table 2). ‘1’ had the highest, while ‘3’ 
had the lowest value of temperature at the end of the investiga-
tion period. In the case of precipitation, ‘2’ had the highest, but 
‘4’ had the lowest values. The values of ‘2’ show the smallest 
deviation from the mean of the four RCMs in the context of 
temperature, while values of “3” demonstrate it in context of 
precipitation. However, ‘1’ in general gives most representative 
values for Middle-Europe according to Dobor et al. (2013). 
Basic descriptive statistics were assessed for each of the periods 
and models.  

 
Rooting depth parameterisation for water stress conditions 

 
The sandy loam soil layer of the lysimeter ended at 1.4 m 

depth. For the second run, it was assumed that – under water 
stressed conditions – grass can use the water stored in the entire 
sandy loam soil profile. Consequently, for the second model 
run the parameter zrz (Eq. 7) was extended to a value represent-
ing the maximal possible rooting depth (1400 mm).  

Potential stress conditions were determined for both basic 
and extended rooting depth. 

In order to estimate periods with potential water stress, a 
simple water balance was established. The resulting values – 
calculated as potential PET minus SOILM – are illustrated in 
Figure 8. Potential water stress is defined to occur if the deficits 
are positive and else exceeding soil moisture values. 

RESULTS AND DISCUSSION 
Model calibration and validation 

 
Plotting monthly values of evapotranspiration from lysime-

ter measurements (PETOlys) against values estimated using the 
Hamon approach (PETMH) revealed that PETMH considerably 
underestimated the evapotranspiration measured with the ly-
simeter (Fig. 2). Correlation during the period of dormancy is 
illustrated by the section on the left of the vertical dotted line 
(broken-line approach); however, only two values of lysimeter 
data (triangles) could be related to this period, so little conclu-
sion can be drawn from that. With regard to a better accord-
ance, the correlation parameters of Figure 2 and Table 3 were 
utilised to obtain calibrated potential evapotranspiration values 
for the model (PETM).  

 
Table 3. Results of the broken-line regression. 
 

Segments Estimated slope Std. Error t value Pr(>|t|) 
first 0.63 0.31 1.88 NA* 
second 1.04 0.34 3.35 2.3 · 10–4 

 

Pr(>|t|) is the p-value of the hypothesis testing of the slope. The null-
hypothesis is that the slope is equal with 0. Because the p-value in our case 
very small we can reject the null-hypothesis. 
*not available, because standard asymptotes were not applicable 

 
The respective NSE value was 0.88, indicating a proper per-

formance of the ET-model.  
ETM calculated using the weather data of the validation period 

(2009–2011) reflected good accordance with the measured ly-
simeters data (ETOLYS) (Figure 4). The corresponding NSE value 
of 0.85 was similar to that of the calibration period and thus also 
satisfactorily. In general, calibrating ET data is recommended 
when using the Hamon approach, even though this is rarely ad-
dressed in similar studies (e.g., Keables and Mehta, 2010).  
 
Model adjustment 

 
A renewed SOILMAX value resulting from the 7-years long 

adjusted and re-calibrated period was utilized to calculate the 
rooting depth using θfc and θpwp data from Table 4 for the first 
run (basic rooting depth).  

SOILMAX was 142.4 mm as pointed out after the calibration, 
and therefore zrz was 890 mm (using iteration) for the first run 
(basic rooting depth). The interpolation was carried out itera-
tively for determining the location of the rooting depth between 
PAW values of 126.2 mm and 161.0 mm (Table 4). 

The SOILMAX-value for the second run (extended rooting 
depth) was 233.4 mm, since the PAW value of the 0–140 cm 
profile was considered as SOILMAX (Table 4). Therefore, the 
impact of the extended rooting (by analyzing the plant water  
 

PETM = 0.63·PETMH + 1.04 (PETMH-36.88) 
R2=0.98; p<0.001 
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Fig. 3. Relationship between the calculated ETM and the measured 
ETOlys after calibration. 

 

 
Fig. 4. Time series of the measured ETOLYS and calculated ETM 
values in the validation period. 
 

uptake and water deficit stress) can be determined in order to 
evaluate potential adaption strategies of the plants to the warming. 

 
Projections 

 
Simulation results for both runs – run 1 with basic rooting 

depth and run 2 with extended rooting depth – are summarized 
in Table 6. Mean ETM-values reproduce a slightly increasing 
trend, as would be expected from the predicted larger tempera-
tures in the projection decades. However, it has to be noted that 
standard deviation was large. This indicates a large uncertainty 
that is inherent to modelled data, especially as four different 
RCMs were used in the given case. Differences depending on 
the input data are illustrated in Figure 5; the variation of ETM 
data between the four RCM models was substantial (10 mm in 
absolute values). ‘2’ model reproduced the greatest increase as 
well as the largest values, because the respective RCM projects 
nearly 100 mm larger precipitation values for the 2045/75 peri-
od than the average. In contrast, the ‘4’ model shows stagnancy 
in evapotranspiration and even a little decrease during the first 
run, since this model got the smallest values of precipitation. 
Comparing the first run (Figure 5a) with the second run (Fig-
ure 5b) reveals minor differences, which can be associated to 
the simulated availability of soil water. The latter, represented 
by averaged SOILM-values, followed an upward tendency (Ta-
ble 6), mainly because of the underlying increasing precipitations.  

With regard to plant water uptake, the minimal available soil 
water might be of interest. Therefore, minimum SOILM-values 
were calculated as 10th percentile minimums. The general trend of 
the respective SOILM_MIN_10Percentile-values was downwards 
(Figure 6) with remarkably larger values (16 mm in average) for 
the second run (Figure 6b). It is evident that the larger soil water 
storage capacity, as assumed for run 2, provided better conditions 
for plant growth. The four RCMs revealed a similar sequence as 
the ETM-values in Figure 5. Only the ‘2’ model deviates from the 
general pattern in the 2045/2075-period.  
 

Table 4. The main properties of the soil profile in the lysimeter. 
 

Depth  
[cm] 

θfc 
[vol-%] 

θpwp 
[vol-%] 

Plant available water (PAW) 
[vol-%] 

Acc. PAW* [mm] 

0–20 30.1 14.9 15.2 30.4 
20–40 32.7 17.2 15.5 61.4 
40–60 30.4 14.7 15.7 92.8 
60–80 30.2 13.5 16.7 126.2 
80–100 29.7 12.3 17.4 161.0 
100–140 30.0 11.9 18.1 233.4 
140–250 1.7 0.8 0.9 -** 

  *: Accumulated plant available water (PAW) accumulated to the bottom of the given layer [mm]. 
  **: non-explainable 

 
Table 5. The calibration parameters after the re-calibration. 
 

Result of the calibration of the PET PETM = 0.54·PETMH + 1.04 (PETMH−36.79) 
Result of the calibration of the AET ETOLYS = 1.04·ETM – 2.36 (NSE = 0.88) 

 
Table 6. ETM, SOILM, and SOILM_MIN10th percentile values with standard deviations for the two model runs. 
 

Parameters 
1985/2015 2015/2045 2045/2075 2070/2100 

[mm] [mm] [mm] [mm] 
ETM [basic rooting depth] 49 (34) 49 (33) 52 (34) 53 (35) 
ETM [extended rooting depth] 50 (33) 51 (32) 53 (33) 55 (33) 
SOILM [basic rooting depth] 58 (40) 65 (43) 66 (44) 67 (48) 
SOILM [extended rooting depth] 92 (51) 105 (57) 105 (58) 108 (64) 
SOILM_MIN_10thPercentile [basic rooting depth] 9 (3) 7 (2) 6 (3) 5 (3) 
SOILM_MIN_10thPercentile [extended rooting depth] 26 (6) 24 (7) 22 (6) 19 (7) 
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Fig. 5. The projected averages of evapotranspiration between 1985–2100; a: first run, and b: second run (the line represents the average).  
 

Fig. 6. The projected 10th percentile values of soil moisture between 1985–2100; a: first run, and b: second run. (The line represents average 
of the RCMs). 

 
Model ‘1’ represented the modelled averages of ETM and 

SOILM at best in both runs. 
In order to analyze seasonal trends, the annual course of ETM 

and SOILM are illustrated in Figure 7 and Figure 8, respectively. 
The largest values of ETM appeared in June (95–100 mm for 
basic rooting depth; 98–105 mm for extended rooting depth). 
Smallest SOILM can be found in September (12.5–25 mm for 
basic rooting depth; 50–60 mm for extended rooting depth), 
which is typical after summer and the end of the vegetative 
period. The largest values of SOILM appeared in March – at the 
end of the dormancy and after winter precipitation. Consequent-
ly, also the decrease of soil moisture from April to August can 
be typically explained by plant water uptake (Figure 7 and 8).  

Beside the evident seasonal trend, Figure 8 illustrates a shift 
of moisture between summer and winter. While SOILM-values 
predicted for the period 2070/2100 are largest in winter (in 
relation to the other projections), SOILM appears smallest dur-
ing summer. The reason may be found on the higher precipita-
tion rate, which will assure the replenishment of soil moisture 
in the dormant season, while the increasing temperature will 
implicate greater evapotranspiration and consequently higher 
rate of water consumption by the plants on the growing season. 
For comparison, Calanca et al. (2006) project for the period 
2070–2100 a reduction in summer soil moisture over most of 
Europe based on GCMs with a comparatively rough spatial 
resolution.  

With respect to the basic rooting depth as considered for 
run 1, potential water stress was pronounced from June to Sep-
tember with the largest deficit in July, when ETM is at maxi-
mum and SOILM is low (Figure 8a). Comparing the projection 
periods, the deficit is assumed to increase in future: For the 
2070/2100 period it was approximately 50 mm in run 1, for 
instance. Consequently, periods of water stress are assumed to 
occur more often and shortage of the available water is assumed  

to increase, although more soil water might be available in total 
(Table 6). Similarly, Heinrich and Gobiet (2012) projected an 
increasing risk of dry spells for the period 2012–2050, as indi-
cated by a negative Palmer Drought Severity Index. For the 
agricultural production in this area this could require adapted 
irrigation strategies in order to endure drought periods without 
loss of yield. 

The larger SOILMAX-value of run 2 entailed larger SOILM-
values (Figure 8b). As a consequence, deficit stress did not 
occur under these simulation preconditions. However, this 
hypothetical approach illustrates just the potential of reducing 
stress effects by improving or more efficiently using soil water 
storage capacity, since not only the rooting depth, but the sea-
sonal development of aboveground biomass may change in 
future as well.  

Nevertheless, the model works also on 1.4 m rooting depth, 
even if most roots are on the top 30 centimeters, and only a few 
located on deeper. According to Candell et al. (1996) crops can 
grow their roots even deeper, therefore the average of the max-
imum rooting depth for the globe is 2.1 ± 0.2 m in case of 
croplands and 2.6 ± 0.1 m for herbaceous plants. 

Soil temperature is closely related to, and dependent on air 
temperature (Zheng et al., 1993). The projected increase in 
average surface temperature may also result in increased soil 
temperatures (IPCC, 2014), but it is more complex than the 
analogous changes in air temperature, since soil temperature is 
influenced by various factors (such as soil texture and moisture 
properties, the actual surface cover) (Jungvist et al., 2014). 
Root development may be affected directly by elevated soil 
temperatures, indirectly (e.g. changes in the physiology etc.) or 
by a mixture of those factors. Raised temperature triggers root 
growth rate up to a species-specific temperature optimum, and 
considerably alters several root architecture parameters (Gray 
and Bradya, 2016). 

 

a b

a b
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Fig. 7. Seasonal changes (mean annual courses of the different periods) of ETM in the projection periods; a: first run, and b: second run. 
 

 

Fig. 8. Seasonal course (mean annual courses of the different periods) of SOILM in the projection periods (solid lines) and estimated water 
deficit calculated as potential ET minus SOILM (dashed lines); a: first run, and b: second run. 

 
After intensive reviews of the scientific literature, specifical-

ly similar studies have not been found, which are exactly com-
parable to this work. The mentioned studies in the Introduction, 
namely Eitzinger et al., 2003, 2013; Strauss et al., 2012 and 
Thaler et al., 2012 have done crop simulations in context of 
water stress at Marchfeld, while in this article the grass covered 
surfaces was in the focus. 

Nevertheless, there are impact analysis studies of water bal-
ance models (e.g., Keables and Mehta, 2010; Lutz et al., 2010; 
Mohammed et al., 2012; Remrová and Císlerová, 2010; Zamfir 
2014) as referred in earlier, which also demonstrated that the 
evapotranspiration may increase, but the soil water content may 
decrease in the future due to the apparently increasing tempera-
ture and the decreasing precipitation. They applied mainly 
Thornthwaite-type, monthly-step water balance model, but 
basically evaluate their results annually, instead of monthly or 
seasonal scale as in this study. In case of their study areas there 
are various climates, different climate models (i.e. GCMs or 
RCMs), and emission scenarios with not the same investigation 
time series. Climate change impact studies are nevertheless 
always affected by uncertainties, particularly in climate model 
scenarios with regard to climate variability (Eitzinger et al., 
2003) which makes also the comparison more difficult. 

 
CONCLUSIONS 

 
In this study, a Thornthwaite-type water balance model was 

adapted and applied to assess the future development of evapo-
transpiration and soil moisture in an agricultural area in the 
eastern part of Austria. The key new model aspect was on one 
hand the two-stage evapotranspiration calibration process (cali-
bration of potential, and the calibration of the actual evapotran-
spiration separately). On second hand the adaption of the bro-
ken-line regression method in the calibration of the potential 
evapotranspiration.  

The main finding was that both ET and SOILM were predict-
ed to become larger in future decades when assuming the re-
sults of standard climate scenarios. The remarkable shift pre-
dicted for SOILM indicates that less soil water will be available 
during summer months in future. This outcome was underlined 
when estimating stress conditions based on periods with a nega-
tive water balance. The results of a second scenario with an 
extended rooting depth (i.e., larger SOILMAX value) indicated 
that such stress periods could be avoided if the plants were able 
to utilize available soil water below a depth of 1 m. 

The results also indicate that increasing soil water storage 
capacity can be an adequate adaption strategy to mitigate cli-
mate change effects in the investigated area. However, the 
presented simulations only provide some baseline investiga-
tions, where a relatively straightforward model approach was 
adapted to regional conditions and applied. Nevertheless, the 
developed model involves low amount of input data (precipita-
tion and temperature); therefore it could easily be extended to 
larger regional scale, which requires a significant lower amount 
of work for input data’ preprocessing for some baseline investi-
gations than more complex models. The use of only two input 
parameters enables a much easier uncertainty analysis of the 
applied model as well. Furthermore, it ensures fast impact 
analysis of climate change on evapotranspiration and soil water 
storage.  
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