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Abstract: Increasing our understanding of the main processes acting in small Mediterranean catchments is essential to 
planning effective soil and water conservation practices in semi-arid areas. A monitoring program of a Sicilian catchment 
started in 1996 and ended in 2006. The factors driving the hydrological response for 170 events with runoff generation 
and 46 with sediment production were specified. The catchment response varied greatly over the year. Rainfall intensity 
was a poor driver of runoff generation, whereas both the simulations made with the Thornthwaite-Mather water balance 
model and hydrograph recession analyses, pointed to the chief importance of wet antecedent conditions and soil satura-
tion processes in runoff generation. The influence of rainfall spatial variability was also examined. SSC-Q relationships, 
classified by following their shapes for all sediment production events, suggested that the principal role of small poorly 
vegetated hillslope patches was as sediment sources and confirmed the complexity of the hydrological response in this 
small Mediterranean catchment. 
 
Keywords: Hydrological response; Mediterranean hydrology; Runoff generation processes; Flood events. 
 

INTRODUCTION 
 
In many semi-arid regions, upland areas are of crucial im-

portance as a source of water that is necessary for the human 
life and activities that are mainly concentrated in the drier 
downstream areas. The seasonality of the Mediterranean cli-
mate means that Mediterranean regions are characterized by 
unevenly distributed water resources, which mainly depend on 
runoff generated in mountain areas (Latron et al., 2009; Viviroli 
and Weingartner, 2004), which are, in addition, highly sensitive 
to changes in their environment. On the one hand, land cover 
change may seriously affect the hydrological behaviour of 
Mediterranean catchments (Licciardello et al., 2017). Vegeta-
tion removal following fire increases annual runoff, sediment 
yields and flood frequency and magnitude, whereas the devel-
opment and densification of forest cover, often occurring after 
land abandonment, generally leads to a reduction in annual 
flows (Nunes et al., 2011). On the other hand, climate change in 
Mediterranean areas will have a hydrological impact that needs 
to be assessed and for which water management will have to be 
adapted (Merheb et al., 2016). Thus, improved understanding of 
the hydrology of Mediterranean mountain areas may help to 
anticipate the hydrological consequences of both climate and 
land cover changes. 

In Mediterranean mountain areas, hydrological processes are 
widely variable in time and space owing to the great variability 
of rainfall and evapotranspirative demand dynamics. The sea-
sonal dynamics of rainfall and evapotranspiration cause high 
seasonal variations in soil water content and water table depth, 
leading to the marked non-linearity of the rainfall–runoff rela-
tionship. Examples of this non-linearity of hydrological re-
sponse have been described in several studies of Mediterranean 
mountain catchments (Latron et al., 2009). Latron et al. (2008) 
found that evapotranspirative demand was a factor that intro-
duced most of the non-linearity observed into the monthly 
rainfall-runoff relationship of the small Cal Rodó catchment. 
High seasonality was also apparent at the event scale, with a 
storm-flow coefficient characterized by alternation between wet 
and dry periods during the year. This seasonal behaviour was 
also seen in the Ciciriello catchment (Cuomo and Guida, 2016). 

Here the authors demonstrated experimentally that this behav-
iour was due to the existence of a typical hydro-geomorphic 
threshold system at the event scale, in particular to a steady 
addition of water from distinct components, each with originally 
different mechanisms of runoff production and response time. 

The complexity of Mediterranean hydrological systems also 
causes marked variation throughout the year in the dominating 
runoff generation processes, which change from season to 
season (Latron and Gallart, 2008; Merheb et al., 2016). This 
leads to some disagreement among hydrologists on the primary 
runoff generation mechanism in Mediterranean areas. Some 
studies (Calvo-Cases et al., 2003; Cantón et al., 2011; Gallart et 
al., 2008; Martínez-Mena et al., 1998) have argued the tradi-
tional perception that the primary runoff generation mechanism 
is Hortonian overland flow and showed that saturation mecha-
nisms are also relevant, being dominant in subhumid climates.  

Small mountainous catchments comprise both hillslopes, 
where the main sediment sources are located, and river chan-
nels, where deposition, riverbed erosion and sediment transfer 
occur. The interplay between these two compartments is com-
plex and remains largely unknown. In particular, small moun-
tainous Mediterranean catchments are characterized by inter-
mittent river flow coupled with high suspended sediment con-
centrations transiently reached during events. This leads to 
great unpredictability and non-linearity of discharge and sedi-
ment concentration relations (Soler et al., 2008; García-Rama et 
al., 2016). In this context, the analysis of this relationship al-
lows not only improved calculation of sediment yield, but may 
also help in understanding the runoff and sediment production 
processes active in these catchments.  

Better knowledge of these processes is essential for planning 
effective soil and water conservation practices in semi-arid 
environments, where accurate runoff and sediment yield predic-
tions are difficult, particularly in the absence of adequate data.  

The main objective of this article is to analyse the hydrolog-
ical factors and processes that control runoff and sediment yield 
in a small mountainous Mediterranean catchment. To achieve 
this aim, a monitoring program of a Sicilian catchment started 
in 1996. More precisely, the present paper aims: 1) to analyse 
the hydrological response of the small catchment at different 
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temporal scales; 2) to explore to what extent runoff is generated 
by rainfall excess or saturation mechanisms; 3) to examine how 
the various hydrological factors affect the hydrological re-
sponse of the catchment; 4) to explore discharge and suspended 
sediment concentrations at the event scale, with a view to estab-
lishing the relationships between these two variables.  

 
MATERIAL AND METHODS  
Study site 

 
The small Cannata catchment is drained by a mountain 

stream, ephemeral in flow, tributary of the Flascio River and 
located in eastern Sicily (37° 53' 5’’ N, 14° 52’ 48’' E). Climate 
is Mediterranean sub-humid with a mean annual precipitation 
(1996–2005) of 715 ± 163 mm, mainly falling between October 
and January. Mean monthly temperature is between 6°C (Janu-
ary) and 24°C (August). Mean monthly values of Potential 
Evapotranspiration are between 22.6 mm (December) and 
160.7 mm (July), whereas the annual total is 1001 ± 48 mm. 
The catchment covers about 1.3 km2 between 903 m and 1,270 
m a.s.l. with an average slope of 21%. The longest pathway is 
about 2.4 km, with an average slope of approximately 12%. 
Alluvium in the main drainage net is rather coarse and fraction 
finer than 2 mm is scarce (<10% for 11 samples).  

The Cannata catchment bedrock belongs entirely to the 
Monte Soro Flysh unit (lower Cretaceous), which consists of a 
thrust system lying between the Numidian Flysh at the base and 
the Argille Scagliose Speriori unit. The latter is represented by 
a tectonic mélange, within which there are exotic blocks, 
formed by clayey quartz-arenite alternations very similar to 
those attributed to the Monte Soro unit, from which they can be 
distinguished only by geometrical position (ISPRAMBIENTE, 
2018).  

To characterize the topsoil, eleven field soil samples were 
taken on the hydrological network and fifty-seven on the 
hillslopes inside the catchment, in the latter starting from the 
same point and following three main directions (northeast-
southwest, north-south and northwest-southeast) in a squared 
scheme with a side length of 200 m based on the observed 
variation in the texture samples (Figure 1). The survey identi-
fied the dominant (63%) soil texture in the catchment as clay-
loam (USDA classification for fine fraction). The rest of the 
catchment is characterized as loam (21%), loam-sand (10.5%), 
clay (3.5%) and loam-sand-clay (2.0%). The skeleton is be-
tween 2.3 and 36.8%. The soil’s saturated hydraulic conductivi-
ty (at 10–15 cm of depth), measured with a Guelph perme-
ameter (model 2800, Eijkelkamp, Giesbeek, The Netherlands), 
was determined at 0.2 to 17.6 mm h–1. Soil profile is character-
ized by two main layers, the first of which has a dominant 
loam-sand texture (73% of samples) and the second has a prev-
alent sandy-loam texture. In about 30% of the catchment, locat-
ed in the upper part of the hydrological network, the soil depth is 
from a few centimetres to 0.3 meters. In the rest of the catch-
ment, the soil depth is up to 0.7 m with the exception of about 
5% of the catchment where the soil depth reaches 1 m. Some 
shrinking cracks are visible in bare soil areas during dry spells.  

Land use and ground cover modifications were monitored 
every six months at 24 sites within the catchment, using a 1 m2 
grid with 0.4 m2 sub-grids. Land use monitoring highlighted the 
prevalence of pasture areas (ranging between 87% and 92% of 
the catchment area during the observation period) with different 
vegetation (up to 15 species) and ground cover. The four domi-
nant soil covers included: (1) high-density herbaceous vegeta-
tion (eventually subjected to tillage operations) characterized 
by Ranunculus bulbosus, Trifolium stellatum, Trifolium repens 

and Festuca circummediterranea, with a ground cover value in 
the observation period between 17% and 86% (mean of 47%); 
(2) medium-density herbaceous vegetation characterized by 
Dactylis glomerata, Trifolium repens, Cynosoras cristatus and 
Hedysaram coronarium, with a ground cover value between 
14% and 67% (mean of 36%); (3) sparse shrubs characterized 
in the higher layer of vegetation by Crataegus monogyna, 
Genista aetnensis, Calicotome infesta, Rabus ulmifolium and 
Pyras communis and in the lower layer by the same species as 
the high-density herbaceous vegetation, with a ground cover 
value in the observation period between 30% and 70% (mean of 
50%); and (4) cultivated winter wheat planted at the end of 
October and harvested at the end of July with a wheat-fallow 
rotation. 

The occurrence of overland flow is revealed by a few shal-
low gullies scattered in mid- and low-slope positions. Most of 
these gullies are discontinuous ephemeral forms up to 40 cm 
deep, but two larger ones are up to 2 m deep. None of these 
gullies is longer than 5 m. Small mass movement features in the 
form of shallow slumps are scattered in the basin, particularly 
in the margins of incised stream channels. 

In the same area and quite close to the hydrological network, 
there are some ponds for animal watering (Figure 1). 

Additional catchment characteristics and sampling infor-
mation are reported by Licciardello et al. (2006). 
 
Hydrological measurements 

 
Air temperature, wind, solar radiation and pan evaporation 

data were recorded by a weather station located close to the 
catchment (A in Figure 1) with a time resolution of 1 h. Rain-
fall data were collected at three locations close to and within 
the Cannata catchment (A, B and C) at 15 s intervals. Flow 
levels were recorded right before the confluence with the 
Flascio river (D), using a floating hydrometrograph (MECHEL 
mod. ID 5755) hydraulically connected to a slow strait created 
by a weir. Potential evapotranspiration (PET) was evaluated by 
using the equation based on the Penman-Monteith (P-M) meth-
od reported by the Food and Agricultural Organization (Allen 
et al., 1998). The P-M method is the recommended PET meth-
od for the region that includes the Cannata catchment. Actual 
evapotranspiration was evaluated by starting from potential 
evapotranspiration and taking into account evaporation of rain-
fall intercepted by the plant canopy as well as amounts of tran-
spiration and sublimation/soil evaporation. This was based on 
an approach similar to that of Ritchie (1972), described in detail 
in Neitsch et al. (2002).  

Suspended sediment concentration was measured by drying 
filtered stream samples in the oven at 105°C for at least 48 
hours. Stream water was obtained by an automated water sam-
pler (MODUS mod. 201) with bottles of 200 cc which samples 
stream water when discharge is above 0.1 m3 s–1, with increas-
ing intervals (between 2 and 30 minutes) in the first 90 minutes 
and with constant intervals (30 minutes) until the sixth hour. 
Coarse sediment particles (diameter > 2mm) occasionally taken 
by the sampler from the channel bottom were excluded from 
the calculation. The bedload transport was measured by topo-
graphic measurements upstream from the weir for about 10 m 
(measured for groups of events up to June 2004). The database 
covers a period from October 1996 to March 2006 with some 
gaps (Figure 1). Due to the gaps, for some purposes SSY had to 
be estimated for erosive events occurring from October 1996 to 
March 1997 (observed sediment data started on November 
1997, Figure 1) and during December 2002 (2 events occurred 
in December 2002). 
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Fig. 1. Layout of sub-watersheds and hydrological network in the Cannata watershed, Sicily. Small dots indicate the location of soil 
samples. The figure enlargement on the left shows gully formations and small ponds for animal watering. The table shows the recording 
periods for the diverse stations. 

 
The following abbreviations will be used for the listed varia-

bles in the present paper:  
BT   Bedload transport (Mg) 
I5 Event maximal rainfall intensity in 5 minutes (mm h–1) 
I30    Event maximal rainfall intensity in 30 minutes (mm h–1) 
NP Number of rainy days with depth > 1 mm (–) 
AET Actual evapotranspiration (mm) 
PET  Potential evapotranspiration (mm) 
PF Event peak flow (m3 s–1) 
Q  Discharge (m3 s–1) 
P Rainfall depth > 1 mm (mm) 
RC Storm runoff coefficient (%) 
Ru Runoff (mm) 
SSC Suspended sediment concentration (g l–1) 
SSY Suspended sediment yield (Mg)  
TS Total sediment yield (Mg) 
 
Analysis of hydrological and sediment data 

 
First, basic statistics, water balance and simple correlation 

(by using the coefficient of correlation r) of the variables de-
scribing the main characteristics of P and Ru depths, I30, RC, 
PF, SSY, SSC and BT were analysed at aggregated temporal 
scales (annual, monthly and mean monthly scale) and the event 
scale. In particular, monthly and annual maximum values of I30 
and PF were the highest values by month and year, respective-
ly. The rest of the monthly and annual data was calculated by 
adding event data by month and year. Mean monthly data for 
all considered variables (cumulative or maximum values) were 
obtained by calculating the averages of monthly data, taking the 
same month of each year. To analyse the changing behaviour of 
the catchment throughout the year, basic statistics and simple 
correlation of the variables were analysed all together and by 

grouping them in two periods, defining a “wet period” from 
December to May and a “dry period” from June to November at 
aggregated and event temporal scales. All the relationships 
between the main hydrological factors tested were analysed by 
using the correlation coefficient after the verification of signifi-
cance. Rainfall variables used in the paper (when it is not speci-
fied) are areal averages calculated by the Thiessen polygons 
method, taking the available measurements for each event. 

The patterns and variability of the main rainfall characteris-
tics, depth and intensity, were analysed. In particular, the return 
period of the P depth and of the I30 was evaluated for all the 
events by comparing them with the probability curve of the 
Randazzo meteorological station (located 6.7 km from the 
Cannata outlet). The curve was implemented by using the 
Gumbel distribution (Generalized Extreme Value distribution 
Type-I). Frequency distributions of P and Ru depths, I30 and 
SSY at event scale were also analysed. Moreover, the spatial 
variability of P depth, I30 and I5 among the observations at the 
three available pluviographic stations was evaluated by calcu-
lating the percentage difference between the values recorded for 
most significant events. Events recorded in the three pluvio-
graphic stations were categorized in classes of 5 mm of depth 
and 5 mm h–1 of intensities and frequencies per each rainfall 
class were then calculated. In particular, the comparison was 
carried out for events with P depth greater than 15 mm, then for 
events with I30 greater than 10 mm h–1, and finally for events 
with I5 greater than 25 mm h–1.  

Afterwards, when rainfall intensity appeared as a poor driver 
of runoff response in the catchment, the likely effect of soil 
saturation on runoff generation was investigated by comparing 
observed monthly Ru depths with saturation excess water calcu-
lated with the Thornthwaite-Mather (T-M) water balance model 
(Steenhuis and Van der Molen, 1986; Thornthwaite and 
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Mather, 1955). This conceptual model was selected because it 
is based in very few assumptions. Precipitation is stored in the 
soil reservoir until the soil water reaches its maximal value (soil 
water retention capacity) then the excess water is moved to 
runoff.  The quotient between actual and potential evapotran-
spiration grows linearly from 0 to 1 following soil water con-
tent from 0 to soil water retention capacity, which is the only 
parameter of the model. The optimisation of this parameter was 
made using the Nash-Sutcliffe (NS) efficiency criterion (Nash 
and Sutcliffe, 1970) to test the quality of the simulations. Tuto-
rials of this model can be found on the Internet 
(https://wwwbrr.cr.usgs.gov/projects/SW_MoWS/Thornthwaite
.html). A period consisting of one year with average monthly 
precipitation and potential evapotranspiration followed by six 
months of real data was used to warm-up the model, thus ob-
taining adequate simulated initial soil water content. 

A further test to investigate the runoff generation processes 
was made with the recession limbs of a subset of events without 
precipitation after the flow peak, for obtaining the recession con-
stants K following the method recommended by Dunne (1978): 

 
Qt = Q0·K t (1) 
 
where Qt is discharge at time t, Q0 is peak discharge, K is a 
recession constant and t is the time since the discharge peak 
(hr). Then the recession constants obtained were analysed for 
relationships with other hydrological variables and compared 
with the constants reported by Dunne (1978) for catchments 
with rainfall excess overland flow, saturation overland flow and 
subsurface stormflow hydrographs. 

Finally, 46 significant events, i.e. those having continuous 
data and absence of anomalies in the time series, were selected 
for analysing sediment response varying in time. The data, 
recorded at different time scales, were used to analyse the rela-
tionships between SSC and Q during flood events. The loop-
shaped curves observed between SSC and Q were used to infer 
the sediment availability that derives from the sediment source 
areas and/or from possible intermediate sediment deposits 
(Williams, 1989). In the clockwise loop, a rapid increase in sus-
pended sediment at the beginning of the flood event is attributed 
to the presence of available sediment at the water course. If the 
SSC decreases before the falling limb of the hydrograph, the 
sediment source areas can be considered limited. In the anti-
clockwise loop, however, the sediment source areas are mainly 
located on hillslopes or at headwaters, and/or the sediment 
moves slower than the peak discharge (Gentile et al., 2010). 

 
RESULTS 
General patterns and water balance 

 
Over the observation period (October 1996–March 2006), 

the mean P pattern showed a contrast between summer with a 
low total amount (P = 91 mm) and the other seasons with a 
total P amount of 153 mm (spring), 195 mm (winter) and 264 
(autumn). Sediment yield followed the same trend, being null in 
summer, 8 Mg in spring, 58 Mg in winter and 97 Mg in au-
tumn. During the same period, mean Ru totals had a somewhat 
different pattern, with winter the most responsive period (Ru = 
72 mm) followed by autumn (54 mm), spring (25 mm) and 
summer (Ru = 0 mm). 

Mean monthly data of P and NP measured at the Cannata 
catchment and long-term monthly mean values of P measured 
at the Randazzo station were compared (Figure 2). Monthly 
mean P depths during this 10-year period were quite repre-
sentative of the trend observed in the long term (48 years) in the 

area, although P amounts observed in February, July, August 
and October were underestimated in the 10-year period, and 
April and December totals were overestimated. 

November and December were the months with the highest 
mean value of P, while the highest values of Ru depths and SSY 
values were in December and January. In particular, during the 
observation period the seasonal Ru in autumn ranged from the 
minimum (0 mm) to the maximum (195 mm) recorded values. 

On the annual scale, wide variability in the main hydrologi-
cal response variables (Ru, RC, PF, SSC, SSY and BT) can be 
observed (coefficient of variation, CV, between 61% for PF 
and 131.5% for BT), corresponding to minor variability of P, 
NP and I30 (CV up to 37%) (Table 1). The annual RC, in par-
ticular, varied from 5.72 to 40%, while annual SSY ranged from 
a minimum of 17.6 to 405.9 Mg ha–1. The annual BT in the 
observation period was of the same order of magnitude as the 
SSY; the statistical parameters calculated at the annual scale 
between the two variables were also very similar (Table 1). 

The best results of the T-M water balance model (Figure 3) 
were obtained by calibration when a soil water-holding capacity 
of 224 mm was used. Runoff was simulated as soil saturation 
excess when this capacity was reached, resulting in good dis-
crimination of the periods with and without runoff (70%), alt-
hough the best NS efficiency was only 0.14. The analysis of the 
results showed that this poor efficiency was due to the temporal 
shifts of two of the months with relevant runoff, November 
1996 and December 2002, attributable to the limitations of the 
monthly temporal scale. Indeed, on shifting backwards one 
month the Ru simulated for these two months, NS efficiency 
rose to 0.57 and runoff period discrimination to 99%. Despite 
some limitations, the monthly temporal scale was adequate for 
describing the variation in water balance over the year in the 
Cannata catchment. In particular, the seasonal dynamics of both 
P and PET promote different periods during the year (Figure 2). 
A dry period occurs during late spring and summer, when low 
precipitation and high evapotranspiration losses deplete soil 
water to the point that the AET to PET ratio may be lower than 
20%. Under these conditions most of the rainfall re-evaporates 
and only long or repeated events are able to generate runoff. A 
transition period occurs in autumn, as rainfall needs to fill 
catchment water reserves before runoff is generated. After the 
filling of water reserves, the wet period usually occurs up to 
early spring.  

 
 
 

Fig. 2. Monthly mean values of precipitation depths (P and its 
standard deviation), number of rainy days (NRa), potential evapo-
transpiration (PET), actual evapotranspiration (AET), runoff depths 
(Ru) and Vegetation Cover observed at the Cannata watershed 
(1996–2006) and long term monthly mean P measured at the 
Randazzo pluviometric station.  
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Table 1. Summary of annual hydrological records at the Cannata watershed. CV: coefficient of variation, Stdev: standard deviation. *1996 
is an incomplete year. 
 

Year/ 
Statistics 

Precipitation 
Depth 

(P) 

Rainy days 
(NP) 

Max rain 
intensity 

(I30) 

Runoff 
depth 
(Ru) 

Runoff 
coefficient 

(RC) 

Peak flow 
(PF) 

Susp. sed. 
conc. 
(SSC) 

Susp. sed. 
yield 
(SSY) 

Bedload 
transport 

(BT) 
mm mm h–1 mm % m3 s–1 g l–1 Mg Mg 

1996* 646.6 74.0 51.8 134.6 20.8 2.4 2.1 286.2 136.7 
1997 730.4 135.0 28.8 62.3 8.5 1.0 0.9 56.8 29.0 
1998 537.0 118.0 21.4 30.7 5.7 0.4 0.6 17.6 68.4 
1999 523.0 113.0 29.1 104.4 20.0 1.4 0.5 50.5 12.5 
2000 590.2 119.0 33.0 65.5 11.1 1.2 1.1 73.2 70.2 
2001 621.4 115.0 26.8 45.8 7.4 0.9 0.4 18.7 9.0 
2002 757.0 109.0 38.8 73.6 9.7 1.1 0.7 48.5 85.4 
2003 894.8 89.0 37.6 358.1 40.0 3.4 1.1 405.9 550.8 
2004 724.2 96.0 61.2 276.9 38.2 2.2 0.9 242.4 197.3 
2005 685.2 70.0 20.6 213.1 31.1 3.3 1.5 313.3 
Median 665.9 111.0 31.0 89.0 15.5 1.3 0.9 65.0 70.2 
Average 671.0 103.8 34.9 136.5 19.3 1.7 1.0 151.3 128.8 
Stdev 112.3 21.0 13.0 110.4 13.0 1.0 0.5 144.8 169.4 
CV% 16.7 20.2 37.3 80.9 67.7 60.6 53.5 95.7 131.5 
Min 523.0 70.0 20.6 30.7 5.72 0.37 0.4 17.6 9.0 
Max 894.8 135.0 61.2 358.1 40.0 3.4 2.1 405.9 550.8 

 
 
 
 
 
 
 
 
 

 
Fig. 3. Monthly precipitation P and runoff Ru observed and simulated with the T-M model. 

 
Analysis of the response at the annual and monthly scales 

 
As well as the soil water balance and T-M model results ana-

lysed above, the effects of the main factors driving the response 
at the Cannata catchment were investigated at different temporal 
scales by correlations between hydrological variables (Table 2). 

The correlation between NP and all the selected hydrological 
response variables was negative and significant at the annual 
scale, while being positive and always significant at the mean 
monthly scale. The fact that the correlation was not always 
significant at the monthly scale was attributed to that the years 
with few rainfall events generally had a more significant re-
sponse than those with many events. A clear concentration of 
major events into a few months was also seen; about 35% of the 
total P and 78% of the total Ru was recorded in just 14% of the 
120 months in the study. 

Precipitation was a better driver of the Cannata hydrological 
response in terms of Ru, RC, PF, SSC and SSY than I30. In 
particular, the correlations P-Ru, P-PF and P-SSY always had 
significant correlation coefficients equal to or higher than 0.57 
at annual, monthly and mean monthly time scales. The fact that 
I30 was not a good driver of the hydrological response was 
clearly seen at annual, monthly and mean monthly scales by 

coefficients of correlation always smaller than 0.51 and fre-
quently non-significant when all the months of the year were 
taken together (Table 2). Annual I30 explained 70% of variabil-
ity on the SSC scale if just the events with runoff higher than 1 
mm were included (data not shown). Ru explained somewhat 
better than P the variability of the sediment response (Table 2) 
at each analysed temporal scale; in this case, months with zero 
value of runoff were excluded from the correlation. 

The correlation of TS (SSY+BT) with P and with Ru slightly 
increased with respect to the correlation with the SSY (r = 0.75 
and 0.91 respectively) at the annual and mean monthly scales. 
At the monthly scale the correlation decreased because TS data 
were collected on a seasonal scale (Table 2). 

Given the strong differences in water balance during the 
year, the correlations were also tested after dividing the year 
into two periods: the wet period from December to May and the 
dry period from June to November. After this division, the 
correlations driven by P, Ru and I30 generally improved at the 
monthly and mean monthly scales. 

In particular, the wet period was the one with the strongest 
P-Ru relationship (followed by P-SSC and P-SSY), attributable 
to the soil being already wet and the evapotranspirative demand 
low during this period (Table 2). 
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Table 2. Coefficient of correlation between the main hydrological factors at annual, monthly and mean monthly scales in the Cannata 
watershed. 
 

Coefficient of correlation, r* 
 

Annual 
(n = 10) 

Monthly 
(n = 112) 

      Monthly wet 
          (n = 58) 

Monthly dry 
(n = 54) 

Mean monthly all  
(n = 12) 

Mean monthly wet  
(n = 6) 

Mean monthly dry  
(n = 6)   

P-Ru 0.70 0.69 0.82 0.58 0.74 0.98 0.81 
P-RC 0.55 0.36 0.33 0.49 0.62 0.83 0.81 
P-PF 0.57 0.73 0.84 0.60 0.79 0.96 0.81 
P-SSC 0.23 0.66 0.72 0.58 0.64 0.95 0.63 
P-SSY 0.63 0.69 0.78 0.60 0.77 0.93 0.72 
P-TS 0.75 0.58 0.66 0.51 0.76 0.91 0.55 
        

NP-P –0.29 0.60 0.33 0.82 
NP-Ru –0.65 0.24 0.11 0.28 0.80 0.98 0.78 
NP-RC –0.70 0.25 0.04 0.29 0.75 0.89 0.78 
NP-PF –0.86 0.32 0.17 0.34 0.79 0.97 0.76 
NP-SSC –0.72 0.40 0.32 0.41 0.51 0.97 0.53 
NP-SSY –0.84 0.23 0.11 0.35 0.75 0.93 0.63 

 (n = 54**)            (n = 46**) (n = 8**) 
Ru-RC 0.97 0.44 0.41 0.85 0.69 0.44 – 
Ru-PF 0.88 0.87 0.90 0.75 0.99 0.99 – 
Ru-SSC 0.35 0.51 0.62 0.60 0.86 0.96 – 
Ru-SSY 0.90 0.86 0.89 0.77 0.91 0.95 – 
Ru-TS 0.91 0.81 0.83 0.72 0.91 0.95  

 

I30-Ru 0.45 0.28 0.46 0.45 –0.27 0.51 – 
I30-RC 0.48 –0.20 –0.12 0.06 –0.67 –0.47 – 
I30-PF 0.28 0.48 0.49 0.75 –0.26 0.42 – 
I30-SSC 0.36 0.51 0.25 0.70 –0.01 0.52 – 
I30-SSY 0.40 0.50 0.50 0.85 0.03 0.65 – 

 

All the correlations are significant at p < 0.05, except those shown in italics. 
* Months with no observed runoff were not included when Ru and I30 were used as independent variables 

 
Fig. 4. Mean monthly variation of runoff (Ru), vegetation cover, maximal rainfall intensity in 30 min. (I30), suspended sediment yield 
(SSY) and suspended sediment concentration (SSC). 

 
After the division of the data into two periods, I30 was a 

better driver of PF, SSC and SSY in the dry period than in the 
wet period. This behaviour was attributed mainly to the 
relationship between I30 and Ru throughout the year (Figure 4). 
In particular, the highest I30 values were observed from May to 
October (8.8–16.5 mm h–1), when mean monthly Ru values 
were very close to zero, with the exception of October, when 
mean monthly SSY actually rose (reaching 18.9 Mg) and SSC 
values reached the highest mean monthly value in the year  
(3.3 g l–1). The values of both SSY and SSC decreased in 
November, linked to decreased I30 and mean monthly Ru 
depths still being not very high compared with other months. 

Then, in December and January we had the highest values of 
mean monthly SSY (79.2 and 38.6 Mg) and high values of SSC 
(1.0 and 1.5 g l–1, respectively) linked to the highest values of 
mean monthly Ru depths observed during these months. 
February was the month with the lowest values of Ru depth and 
I30 of the wet months, when both SSY and SSC reached a 
minimum. Starting from this month, vegetation cover might 
also affect the SSY and SSC values. In particular, even though 
I30 increased in March and April, SSY and SSC did not increase 
a lot (6.3 and 6.9 Mg for SSY and 0.40 g l–1 for SSC): vegetation 
cover growth might well reduce the role of more water and 
energy.  
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The greater rise of the correlation coefficients at the mean 
monthly scale than of those at the monthly scale was significant 
just for the correlations driven by NP; mean monthly scale 
correlations for the dry period were not evaluated because of 
few data different from zero (Table 2).  
 
Analysis of the response at the event scale 

 
As explained above, aggregated temporal scales (annual, 

monthly and mean monthly) are not sufficient to explain the 
hydrological behaviour of the Cannata catchment. Therefore, 
the data were also analysed at the event scale. 

There were 170 rainfall events with observed Ru higher than 
0.03 mm recorded at the Cannata catchment during the moni-
toring period; just 23 of these events occurred in the dry period 
(in October and November) and the rest in the wet period  
(Table 3). Most events had a P depth below the expected 2-year 
return period for this location; few events showed a P depth 
higher than the expected value for the 5-year return period 
(03/10/1996; 09/10/1996; 30/11/1996; 05/04/2003); and two 
events observed on 12/12/2003 and 13/12/2005 had a P depth 
higher than the expected value for a 200-year return period. 
Most events had an I30 below the expected value for a 2-year 
return period equal to 35.66 mm h–1; few events showed a I30 
very close to (19/10/2003; 12/12/2003; 13/12/2005) or higher 
(08/10/1996 and 11/10/1996 with a value equal to 51.8 and 37.1 
mm h–1) than the expected value for a 2-year return period  
 

(expected values for 3 and 5-year return period were 44.34 and 
54.0 mm h–1). The combination of high P and I30 resulted in 
the highest SSY observed during the observation period (289 
Mg for 13/12/2005; 281 Mg for 12/12/2003; 157 Mg for 08-
09/10/1996). 

P, Ru and SSY variables showed skewed distributions, with 
many more observation of low magnitude especially for Ru depth 
and SSY and especially in the wet period (Table 3). For these two 
variables, only a few events had high or very high values. 

While the five largest rainfall events represented 18% of the P 
accumulated during these ten years, their records represented 
around 33% of accumulated Ru and 45% of accumulated SSY. 

High spatial variability of the main rainfall characteristics 
was found (Table 4). P depth, I30 and I5 values were recorded 
for most significant events at the pluviographic stations in the 
Cannata catchment. P depth differences, evaluated for events 
greater than 15 mm, were up to 46%. I30 and I5 differences, 
evaluated for events greater than 10 and 25 mm h–1, respective-
ly, were up to 60%. The events with the highest spatial variabil-
ity in rainfall depth and intensity occurred during the dry period 
(in the months from September to November). 

At the event scale, correlation coefficients confirmed and 
even clarified some behaviour already noted at aggregated 
temporal scales (Table 5). P was a better driver of the overall 
hydrological response than I30, which had non-significant 
relationships with RC for all the periods, making clear the low 
importance of rainfall excess processes in the generation of  
 

 
 
 
 
 

Table 3. Summary of the statistics of the variables at the event scale observed at the Cannata watershed (1996–2006) in wet and dry peri-
ods as well as all events together. RD: rainfall duration, RUD: runoff duration, N: sample size, Stdev: standard deviation, CV: coefficient of 
variation. The other abbreviations are as in Table 1. 
 

Wet period P RD I30 RUD PF Ru RC SSC SSY 

mm h mm h–1 H m3/s mm % g/l Mg 
N  
events in wet period 146 146 146 146 146 146 146 50 50 

Median 11.5 12.0 4.8 19.5 0.2 2.6 0.3 0.8 8.7 
Average 18.0 14.2 5.4 26.6 0.4 7.8 0.4 1.1 27.2 
Stdev 23.2 10.1 4.2 21.8 0.5 17.1 0.3 0.9 56.5 
CV% 128.6 70.7 77.8 81.9 136.9 220.8 72.1 85.8 207.4 
Min 1.2 0.6 0.4 4.5 0.0 0.0 0.0 0.1 0.6 
Max 200.6 48.7 15.3 169.5 3.4 145.3 1.0 4.9 289.2 
Skewness 4.9 0.9 2.4 3.5 3.4 5.7 0.7 1.9 4.0 

Dry period P RD I30 RUD PF Ru RC SSC SSY 

  mm h mm h–1 H m3/s mm % g/l Mg 
N  23 23 23 23 23 23 23 8 9 events in dry period 
Median 14.8 7.8 7.7 13.0 0.2 2.4 0.2 1.4 32.4 
Average 22.5 10.3 13.0 20.4 0.5 6.4 0.2 2.7 33.1 
Stdev 20.0 11.3 12.1 17.8 0.6 12.6 0.2 3.1 32.1 
CV% 89.0 109.7 93.0 87.3 117.7 195.9 94.8 112.5 97.0 
Min 2.8 0.4 2.0 5.5 0.0 0.0 0.0 0.0 0.1 
Max 82.4 53.8 51.8 81.0 2.4 54.0 0.7 9.7 96.6 
Skewness 1.9 2.8 2.0 2.3 1.4 3.2 1.2 1.6 0.9 

All events P RD I30 RUD PF Ru RC SSC SSY 

mm h mm h–1 H m3/s mm % g/l Mg 
N 170 170 170 170 170 170 170 58 59 all events 
Median 12.3 11.6 4.8 19.3 0.2 2.4 29.1 0.9 8.8 
Average 18.3 13.7 6.5 26.4 0.4 7.5 33.2 1.3 27.7 
Stdev 22.7 10.3 6.5 22.9 0.5 16.5 25.0 1.5 53.0 
CV% 124.2 75.0 100.7 86.7 133.8 219.0 75.4 120.6 191.0 
Min 1.2 0.4 0.4 4.5 0.0 0.0 0.2 0.0 0.1 
Max 200.6 53.8 51.8 169.5 3.4 145.3 99.3 9.7 289.2 
Skewness 4.6 1.2 3.5 3.3 3.0 5.6 0.7 3.5 4.1 
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Table 4. Percentage differences between rainfall depths (P), along with 30 and 5-minute intensities (I30 and I5) observed for most signifi-
cant events at the pluviographic stations in the Cannata watershed (indications of event number and data of the event with the maximum 
difference in brackets).  
 

Stations Relative differences 
P [for values>15mm] I30 [for values>10mm h–1] I5 [for values>25mm h–1] 

A-B 46% (42, 28/11/1999) 60% (18, 19/11/1999) 62% (25, 20/08/1997) 
A-C 35% (22, 18/11/2002) 47% (14, 21/08/2001) 47% (12, 15/10/2003) 
B-C 46% (37, 26/11/2003) 53% (17, 29/09/2003) 57% (19, 01/09/2001) 
 

Table 5. Correlation coefficients between the main hydrological 
factors at the Cannata watershed (1996–2006) at the event scale. 
Abbreviations as in Table 1. All the correlations except those in 
italics are significant at least at p < 0.05. 
 

Correlation coefficient values at the event scale 
  Whole period Wet period Dry period 
P-Ru 0.86 0.88 0.80 
P-RC 0.26 0.26 0.43 
P-PF 0.76 0.82 0.45 
P-SSC 0.14 0.31 –0.07 
P-SSY 0.90 0.92 0.60 
RD-P 0.23 0.17 0.74 
RD-Ru 0.23 0.14 0.86 
Ru-RC 0.54 0.53 0.75 
Ru-PF 0.84 0.90 0.60 
Ru-SSC 0.04 0.24 –0.23 
Ru-SSY 0.89 0.92 0.52 
PF-SSY 0.91 0.93 0.89 
PF-RC 0.57 0.59 0.75 
PF-SSC 0.40 0.46 0.41 
I30-Ru 0.42 0.48 0.33 
I30-RC 0.05 0.07 0.30 
I30-PF 0.51 0.49 0.58 
I30-SSC 0.48 0.35 0.93 
I30-SSY 0.67 0.74 0.79 

 
runoff. However, I30 was the best driver of SSC and, after the 
subdivision into two periods, also became the best driver of PF 
and SSY in the dry period. The improvement of the correlations 
driven by I30 during the dry period can be explained by the 
events’ wider range in this period, with I30 varying from 2.0 to 
51.8 mm h–1. Therefore, once runoff is generated in this period, 
even if it is low, the transported sediment rises. For example, 
two events observed in October and November 1996 gave SSY 
equal to 0.15 and 4.1 Mg with Ru equal to only 2.0 and 3.0 mm.  

Rainfall duration did not drive the hydrological response; the 
high values of r in the dry period are due to a very long event for 
this climate (53 hours) observed in November 1996. Apart from 
this correlation, r was generally higher in the wet than in the dry 
period with the exception of correlations involving RC and I30. 

The values of the recession constants K obtained for 54 
events with the Dunne (1978) method had a range between 0.33 
and 0.83 with a median of 0.6. These values of K showed a 
marginally significant negative correlation with PF (r = –0.29,  
p = 0.087), but significant negative relationships with SSC  
(r = –0.70) and I30 (r = –0.44). The negative signs were to be 
expected because the lower the constant K is, the sharper the 
recession hydrograph. The four events with the lowest K values 
occurred in October and November. 
 
SSC-Q dynamics during events 

 
The relationships between SSC and Q were analysed for all 

46 events with SSY in the Cannata catchment. Four classes of 
the five identified in the literature (Williams, 1989) were identi-
fied. The number of events in each class was different. In  
particular, most of the events, 25, revealed a clockwise relation-
ship: the sediment peak arrives at the gauging section before the 

water-discharge peak and the concentration values on the rising 
limb of the graph are greater for the same discharge than those 
on the falling limb. These events were characterized by high 
values of I30. Eight out of ten events with the highest observed 
values of I30 (> 8 mm h–1) revealed a clockwise relationship. 
The other two events characterized by high values of I30 re-
vealed a figure-eight loop. The shape of these two intense 
events may be explained by their occurrence just after events 
with sediment production, so limiting sediment availability. Of 
the remaining events, seven revealed an anti-clockwise loop 
with the water-discharge peak arriving at the gauging section 
before the sediment peak; nine events were characterized by a 
figure-eight loop (first an anti-clockwise loop and then clock-
wise) and two were characterized by a single-line-plus loop 
(Figure 5). It was not possible to identify a prevalent type of 
event depending on the wet or dry periods because only 3 
events with sediment production occurred in the dry period. 
 
DISCUSSION 

 
Although the analysis of the results for hydrological factors 

and processes driving runoff and sediment yield in the Cannata 
catchment showed some similarities with other small mountain-
ous Mediterranean catchments, it also highlighted some behav-
iour that in the literature was not usually attributed to this area. 

With the sub-division of the Mediterranean region into three 
areas (Merheb et al., 2016), even if Italy is included in the 
north-western area, the Cannata catchment shared climate char-
acteristics similar to the eastern and southern areas in terms of 
annual precipitation, runoff, aridity index and coefficient of 
runoff. Eastern areas were characterized by the highest variabil-
ity of hydrological response, while southern areas were charac-
terized by the highest aridity index.  

The characteristics of precipitation of this Mediterranean 
climate and the non-linearity of the rainfall-runoff relationships 
determined very large inter-annual variability in hydrological 
response in the Cannata catchment, with CV equal to 83%, 
125% and 128% for RC, Ru and TS, respectively. Similar CV 
values were found in La Conchuela, a small olive catchment on 
a vertic soil, by Gómez et al. (2014), corresponding with P 
characterized by CV values higher (CV about 40% for P and 
mean I30) than those observed in the Cannata catchment.  
 
Seasonality 

 
The large temporal variability of monthly rainfall found in 

the Cannata catchment is also typical of the Mediterranean area. 
It was also found in the Chicamo catchment in Spain by Mar-
tínez-Mena et al. (1998), where about 50% of precipitation fell 
in 14% of the 36 months of the study. More generally, the P 
pattern identified here is characteristic of the western Mediter-
ranean, being minimal in summer and maximal in autumn–
winter. Monthly Ru and SSY followed the pattern of precipita-
tion during the winter-spring season, being delayed in autumn 
due to the deep water deficit in summer. The succession of 
three different periods during the year, determined by AET, that  
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Fig. 5. Examples of suspended sediment concentration - water discharges relationships observed in the Cannata watershed. 

 
were described for the Cannata catchment had already been 
pointed out by Gallart et al. (2002), Latron et al. (2008) and 
Estrany et al. (2010) in small mountainous catchments in the 
western Mediterranean. Predictions of runoff generation in simi-
lar catchments should take into account this high variability in 
soil hydraulics properties (Gómez et al., 2014), which are very 
difficult to simulate in modelling exercises, especially during the 
transition period (Licciardello et al., 2007; Taguas et al., 2015). 

Runoff coefficient was also very variable between the two 
semesters of the years; i.e. if we consider two periods with a 
similar mean P value, i.e. September–November with 73 mm 
and February–April with 57 mm, we find an RC of 7% in the 
first case and 28% in the second. Similar differences between 
RC values in dry and wet periods were found by Latron et al. 
(2008) and Tuset et al. (2016). These authors suggested the 
same explanation given for the Cannata catchment: the content 
of water in the soil before flood events in the wet period is 
generally higher than in the dry period, conditions that deter-
mine the higher RC observed in the former. The month of Sep-
tember with a monthly P in the range 42.4–114 mm (mean 
monthly P depth = 69.6 mm) always showed Ru and SSY equal 
to zero. This different behaviour between the two periods is the 
reason why for all the correlations, especially those driven by P 
and Ru, r coefficients reached higher values after the division of 
the data into two periods.  

After the division into two periods, I30 was a good driver of 
the hydrological response in the Cannata catchment only during 
the dry period and not during the wet period, as generally seen 
in Mediterranean areas (Martínez-Mena et al., 1998). In the 
Cannata catchment this behaviour can be explained by the 
interaction of the vegetation during the wet period and by the 
fact that runoff and sediment transport were limited despite 
high P and I30 during the dry period (really during October and 
November, the only two months without null Ru). Vegetation 

cover and lithology are the main reasons explaining the lower 
specific sediment yield found in the Cannata catchment (1.16 
Mg km–2 y–1) than in other Mediterranean catchments, along 
with SSC event values (up to 9.3 g/l during October–November 
before the increase in vegetation). In fact, according to 
Vanmaercke et al. (2012) the sediment yield of Mediterranean 
catchments with area < 10 km2 varies between 0.5 and 50,000 
Mg km–2 y–1. Tuset et al. (2016) found an SSC max value of  
3 g l–1, while a total of 5 floods out of 73 reached concentra-
tions exceeding 2 g l–1 for a catchment mostly covered by for-
est. Similarly, in the Cannata catchment this concentration was 
exceeded by a total of 9 floods out of 46. 
 
Runoff generation processes 

 
It is more difficult to explain the hydrological response in 

the Cannata catchment in terms of either P or I30 for the first 
events with runoff of each hydrological year. These events were 
characterized by a mean value of cumulative P from the preced-
ing event with runoff (generally in April or May) of 290 mm. 
Moreover, the events were characterized by an empirical rela-
tive frequency of about 20% when taking into account the mean 
values of P depth and I30. This frequency rose to 50–80% with 
the mean values of PF, Ru and RC, and to 70–80% with the 
mean values of SSC and SSY. The exceptional event that  
occurred on 13/12/2005 was excluded from this analysis. These 
results corroborated those of Gómez et al. (2014) for an olive 
orchard on a Vertic soil, among others (e. g. Allen et al., 2006). 

Even though, at the event scale, I30 improved its driving 
role of SSC and SSY (only in the dry period), it remained a 
weak driver of PF and poor of RC. Estrany et al. (2010)’s find-
ings were the same. They explained that the negative correla-
tion between I30 and PF was due to the most intense rainfall 
occurring in the summer, when the soil water content was low 
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and there was no flow into the channel. This meant that maxi-
mum PF was lower although rainfall intensities were higher. As 
stated above, this was also true for the Cannata catchment. 
Thus, the results in the Cannata catchment contradicted the 
common opinion that rainfall excess runoff generation process 
prevails in semi-arid areas. In our case, saturation overland 
flow seemed to prevail, as confirmed by the lack of significance 
of correlation coefficients between I30 and RC but also by the 
success of the T-M water balance model for simulating the 
main runoff periods observed in the catchment. Gallart et al. 
(2008) found similar results in a set of Mediterranean headwa-
ter catchments characterized by the temporariness of flow. Ries 
et al. (2017) also found the prevalence of rainfall excess runoff 
generation process only in arid areas, while in semi-arid area 
catchments, characterized also by different rainfall intensities, 
soil water storage and bedrock capacity, excess saturation over-
land flow prevailed. Bracken et al. (2008) found that floods also 
seem to be more highly related to the total rainfall occurring in 
a spell of rain (starting after 12 hours without rain) than to the 
intensity of a storm, although intense bursts of rain control the 
nature and timing of the flood hydrograph. Conclusive consid-
erations concerning the importance of rainfall intensity for 
flood generation are made even more difficult due to the com-
plexity of significant storm rainfall. Reaney et al. (2007) high-
lighted the importance of the temporal fragmentation of high-
intensity rainfall to determine the amount of runoff temporal 
fragmentation of high-intensity rainfall. Storms may have the 
same amount of high-intensity rainfall, but produce very differ-
ent amounts of discharge if they are characterized by different 
degree of high-intensity fragmentation. Consequently, the use 
of constant intensity during the whole event could lead to incor-
rect estimations of hydrological response in modelling exercis-
es applied in semi-arid conditions.  

The recession constants K obtained for the analysed events al-
so support the prevalence of saturation mechanisms over rainfall 
excess ones. Indeed, the K values obtained in this study (0.33–
0.83) are well within the range of those reported by Dunne 
(1978) for the 0.59 km2 Sleepers River watershed W-2 character-
ized by saturation (variable source area) mechanisms (0.42–
0.81), while they are clearly larger (smoother) than those reported 
by the same author for the 0.83 km2 Stillwater Watershed –4 
characterized by rainfall excess overland flow (0.032–0.27). 

Moreover, in catchments with prevalent fine texture, the de-
lay of the hydrological response observed during the transition 
period, which is due to the filling of soil water reserves, may be 
more marked in the event of crack formations (Gómez et al., 
2014). This is a working hypothesis for the case of the Cannata 
catchment where shrinking cracks were observed during the 
transition period, in summer and at the beginning of autumn. 
Afterwards, once the rainy season begins, the soil surface be-
comes moist, the soils swell and the fine cracks close, reducing 
infiltration and allowing the generation of overland flow be-
cause of rainfall-excess generation mechanisms. Arnold and 
Fohrer (2005) found that, in Texas, crack volume and PET have 
similar distributions, but there is about a 3-month lag between 
peak AET and peak crack volume. Based on the similarities of 
PET and AET characteristics found by Arnold and Fohrer 
(2005) and simulated in the Cannata catchment by SWAT 
(Licciardello et al., 2011), crack volume started to increase in 
May, reached its maximum in September and decreased be-
tween October and November. These months were still part of 
the dry period that started in May. 

It may therefore be argued that the T-M model successfully 
mimics the periods of high soil wetness, but runoff in these 
periods may be caused by precipitation over either saturated or 

crack-sealed ground. In other words, the model success shows 
the importance of the wet antecedent conditions on runoff gen-
eration but not necessarily the operating mechanisms. In the 
lack of field surveys on the occurrence of saturated areas in the 
Cannata catchment, the relatively high values of the recession 
constant K suggest that runoff is not only due to overland flow, 
but that there is also some contribution of return flow usually 
associated with high water-table levels, at least in the riparian 
area (Dunne, 1978). Periods of high soil-water content in the 
Cannata catchment are denoted by the occurrence of shallow 
soil slumps.  

The prevalence of saturation overland flow may also be due 
to the limited soil thickness of the Cannata catchment. Land-
scape factors such as soil depth (i.e., available water storage 
capacity), upland watershed area, and local topography are the 
important factors determining whether or not a particular area 
in a watershed will generate runoff (Steenhuis et al., 2005). But 
following the variable source area (VSA) hydrology concept as 
rainfall continues, the extent of saturated areas in a watershed 
expands varying temporally. Thus, both hydrologic and soil 
water (i.e., porous media) concepts are combined to evaluate 
potential runoff areas in the landscape. In this view, the devel-
oping of simple methods to identify the locations more prone to 
generate runoff could help in the interpretation of the hydrolog-
ical of small catchments. 
 
Sediment – discharge relationships 

 
That most events are characterized by a clockwise relation-

ship between SSC and Q is attributable their following a period 
in which, even if some rainfall occurs, there is no runoff, for 
example at the beginning of the runoff season or during the 
early part of a storm. These events are quite intense, so SSC 
rapidly increases in the rising limb of the hydrograph. This is 
particular evident for intermittent river, due to the presence of 
available sediment in the water course (Gentile et al., 2010). In 
fact, the approaching wave can bring quite a lot of stream bed 
sediment, that was settled and immobile during no- or low-flow 
conditions. Then, after reaching the peak, the SSC decreases 
even if the water discharge is still high, which is attributable to 
several reasons, such as sediment depletion, the conclusion or 
decrease in rainfall intensity and the growing contribution of 
return flow. The prevalence of this kind of relationship may 
also be because the Cannata stream is quite small (Heidel, 
1956). A particular kind of clock-wise loop observed at the 
Cannata catchment was the single-line-plus-loop. While clock-
wise, anti-clockwise and mixed loop are well known and very 
common, not a lot of single-line-plus-loop published (Gentile et 
al., 2010). These events are characterized by a linear relation-
ship between SSC and Q at the beginning and end of the hydro-
graph, when the SSC varies directly with discharge. The loop at 
higher discharge indicates that during the middle of the hydro-
graph SSC is not in synchronization with Q, instead peaking 
either before or after the discharge. In most cases, the anti-
clockwise events in the Cannata catchment occurred when the 
flood started on the falling limb of the previous intense event; 
with the water discharge peak occurring before the sediment 
concentration peak because there was still base flow from the 
previous event. These events occurred only between January 
and April, never at the start of the runoff season. Mixed loop 
occurred when there were graded floods, which are character-
ized by a clockwise relationship at the beginning of the event 
and an anti-clockwise one afterwards or vice versa. 

On the whole event scale, the close correlation coefficients 
between PF and SSY found in Cannata are common in small 
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catchments elsewhere and attributable to the role of peak flow 
as a measurement of overall event power (Duvert et al., 2012). 
PF proved to be the best descriptor of SSY as found by Duvert 
et al. (2012) with similar a coefficient and b describing the 
single power law between the two variables (SSY = α Q 

β) for 
events recorded during the wet period. In particular, α was in 
the lower part of the identified range 25–5039 (α = 22.9) and β 
in the upper part (0.9–1.9) (β = 1.9). Even lower values for α 
and higher for β were found analysing events recorded during 
the dry period, supporting the very peculiar response of the 
Cannata watershed during this conditions.  

SSC was also positively related to I30, which is a measure-
ment of event rainfall power, negatively related with the reces-
sion constant K, which measures recession softness, and quite 
independent of Ru, which suggests that neither concentration 
nor dilution was associated with runoff. Although it has been 
suggested above that the main runoff generation mechanism is 
not rainfall excess, the very high correlation coefficient be-
tween I30 and SSC during the dry season suggests that sedi-
ments are mainly produced in small hillslope source areas of 
low vegetation cover and poor soil characteristics, such as 
discontinuous gullies, during intense rainfall events. Even if 
these events were not sufficient to generate runoff at the catch-
ment outlet, they could carry the sediments to the elementary 
drainage net, which would permit the occurrence of positive 
loops in the SSC-Q relationship primarily in the first events of 
the wet season. 

 
CONCLUSION 

 
The research reported in this paper provided an analysis of 

water balance and the main hydrological factors and processes 
controlling runoff and sediment in a small mountainous Medi-
terranean catchment. Some similarities and differences with 
other catchments were highlighted. Seasonal climate forcing in 
Cannata showed a characteristic Mediterranean pattern with 
high temporal and spatial variability of precipitation and high 
concentration of relevant runoff events into a few months. The 
inter-annual and seasonal variability of the hydrological re-
sponse of the catchment was even higher than the variability of 
rainfall, due to the interaction of other factors, among them 
potential evapotranspiration (PET), vegetation cover and the 
role of the soil as a water buffer. Evapotranspiration was the 
main factor driving the succession of wet, dry and transition 
periods in the Cannata catchment. The differences in runoff 
coefficient (RC) values between the different periods were 
higher than those cited in the literature. Vegetation was also 
suggested as a factor affecting the response of reduced sedi-
ment production in the catchment (as against other catchments 
in similar environmental conditions). The refining of the analy-
sis divided the data into two periods and, by taking the event 
scale into account, clarified some behaviour discussed above. 
For example, rainfall intensity (I30) became a driver for peak 
flow (PF) and suspended sediment concentration (SSC) during 
the dry period (really October and November, the only two 
months of the dry period with runoff) when I30 values were 
higher than the rest of the year and the vegetation cover was 
still low. The fact that I30 was generally not a driver of the 
hydrological response was coherent with the results of the 
Thornthwaite-Mather soil saturation model simulations. These 
showed, in contrast with much literature on semi-arid catch-
ments, that runoff generation was dominated by saturation 
processes in the Cannata watershed. The analysis of the hydro-
graph recessions suggested rainfall over saturated areas and 
return flow as the dominant runoff generation processes. The 

role of soil crack formation and closure in the temporal patterns 
of runoff was also hypothesized on the basis of their field  
occurrence, but there is no other evidence to support this. All 
SCC-Q relationships were positive, with different hysteresis 
types, but with a prevalence of the clockwise shape, especially 
at the beginning of the runoff season. This and the clear role of 
I30 on SSC during the dry season suggest that sediments are 
mainly produced during intense storms in small hillslope  
patches with low vegetation cover and poor soil characteristics.  

Analysis of results confirmed the complexity and variability 
of hydrological processes in small Mediterranean catchments. 
These findings have to be taken into account in land and water 
management and planning. In particular, they need to be in-
cluded in modelling exercises at the beginning of the runoff 
generation season.  
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Abstract: Evapotranspiration is often estimated by numerical simulation. However, to produce accurate simulations, 
these models usually require on-site measurements for parameterization or calibration. We have to make sure that the 
model realistically reproduces both, the temporal patterns of soil moisture and evapotranspiration. In this study, we 
combine three sources of information: (i) measurements of sap velocities; (ii) soil moisture; and (iii) expert knowledge 
on local runoff generation and water balance to define constraints for a “behavioral” forest stand water balance model. 
Aiming for a behavioral model, we adjusted soil moisture at saturation, bulk resistance parameters and the parameters of 
the water retention curve (WRC). We found that the shape of the WRC influences substantially the behavior of the 
simulation model. Here, only one model realization could be referred to as “behavioral”. All other realizations failed for 
a least one of our evaluation criteria: Not only transpiration and soil moisture are simulated consistently with our 
observations, but also total water balance and runoff generation processes. The introduction of a multi-criteria evaluation 
scheme for the detection of unrealistic outputs made it possible to identify a well performing parameter set. Our findings 
indicate that measurement of different fluxes and state variables instead of just one and expert knowledge concerning 
runoff generation facilitate the parameterization of a hydrological model. 
 
Keywords: Forest evapotranspiration; Water balance simulation; Soil parameterization; Behavioral model. 
 

INTRODUCTION 
 
Extraction of water from the soil by the root system and re-

turn of water to the atmosphere as plant transpiration are im-
portant processes in the global circulation of water (Kramer and 
Boyer, 1995). Quantitative means of describing transpiration 
are essential for an improved understanding of water and ener-
gy exchange processes between the land surface and the atmos-
phere. Transpiration is controlled by a combination of biotic 
factors (e.g. stomatal functions; leaf area; root depth and distri-
bution, and hydraulic characteristics) and abiotic factors (e.g. 
soil water availability; climate, and depth to groundwater) 
(Durigon et al., 2016).  

There is a variety of techniques to measure transpiration at 
different scales such as direct measurements of sap flow on 
individual trees (Lu et al., 2004), eddy flux gradient analyses 
(Saugier et al., 1997), or gauged watersheds (Wilson et al., 
2001). Alternatively, simulation models are used to estimate 
transpiration. However, to produce accurate simulations, these 
usually require on-site parameterization or calibration (Durigon 
et al., 2016; Vose et al., 2003). Recently, a simple approach 
was developed by Ayyoub et al (2017) relating the normalized 
daily sap velocities and the daily reference evapotranspiration 
(ET0). This method used both, FAO-Penman-Monteith (FAO-
PM) method and Hargreaves-Samani (HARG) method to esti-
mate ET0. The FAO-PM method produced the highest correla-
tions to daily sap velocities (Ayyoub et al., 2017). 

System state (“soil moisture”) and actual evapotranspiration 
are known to be highly correlated. Therefore, all water balance 
models directly couple these two components. Wrong estimates 
of temporal or spatial patterns of soil moisture result in errone-
ous temporal or spatial patterns of transpiration (Casper and 
Vohland, 2008; Koch et al., 2017). Therefore, soil parameteri-

zation, and especially the representation of the Water Retention 
Curve - as one of the most important soil-physical characteris-
tics - strongly influence the simulation of evapotranspiration. A 
similar effect can be observed when canopy resistances are 
wrongly estimated (Bie et al., 2015). In order to find an appro-
priate model parametrization, we have to verify that the model 
realistically reproduces both, the temporal patterns of soil mois-
ture and evapotranspiration. This has been done in a study 
carried out by Holst et al. (2010) where the water balance of two 
beech stands in Southwest Germany was investigated using two 
different forest hydrological models (DNDC and BROOK90). 
They demonstrated that both models were able to reproduce the 
observed dynamics of the soil water content in the uppermost 
30 cm and the transpiration estimates from sap flow measure-
ments (Holst et al., 2010). 

To analyze different assumptions on catchment behavior and 
hydrological processes, it is necessary to evaluate the model 
performance with respect to multiple indicators that evaluate 
the contribution of different sources of data (Gupta et al., 
1998). The value of these additional data sources has been 
demonstrated by Fenicia et al. (2008a). They evaluated the 
accuracy of a hydrological simulation with respect to the ob-
served discharge, groundwater level dynamics, and isotope 
signatures. If appropriate data is lacking, incorporation of ex-
pert knowledge (as an alternative source of information) into 
hydrological modeling and water management issues becomes 
more important (Bromley et al., 2005; Cash et al., 2003; Mo-
hajerani et al., 2017). As recent studies suggest, use of expert 
knowledge in choosing parameter sets and introducing con-
straints by forcing the model to reproduce the processes ob-
served in the real system, can also improve the model perfor-
mance even without traditional calibration (Bahremand, 2016; 
Gharari et al., 2014; Hrachowitz et al., 2014). For instance, 
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having expert knowledge on local runoff generation processes, 
as a potential source of information in every hydrologic unit, 
can considerably improve hydrological simulations (Antonetti 
and Zappa, 2018; Casper et al., 2015; Franks et al., 1998; 
Seibert and McDonnell, 2002). Modelers need to consider a 
proper balance between parameter identifiability and the mod-
el's ability to precisely represent the observed system response. 
This has prompted the development of alternative approaches to 
hydrological modeling including the dominant process concept 
(Fenicia et al., 2008b; Grayson and Blöschl, 2001; Wagener et 
al., 2001). The concept of dominant runoff generation process 
(DRGP) assumes that at a particular location one particular 
runoff generation mechanism is dominant (Blöschl, 2001). In 
most of the studies, however, modelers have evaluated the 
model performance with respect to discharge data alone. This 
may cloud model realism and hamper understanding of catch-
ment behavior. In fact, to accurately evaluate hydrological 
models, one has to carefully look at the hydrological responses 
that a model is challenged to represent rather than just being 
satisfied with a simple calibration. This interestingly takes us 
back to what Fenicia et al. (2008a) call the “Art of Modeling” 
and what Gupta et al. (2005) call the “Behavioral Model”. The 
former says: “…modeling is both an Art and a Science. The 
science lies in the use of fundamental scientific principles and 
the formality of analysis; the art accounts for professional expe-
rience, insight, creativity and intuition. The latter is particularly 
important in developing a perceptual and conceptual model that 
captures the main processes at play, while maintaining mini-
mum levels of complexity…”. A “behavioral”model has the 
following characteristics: (i) the input-state-output behavior of 
the model is consistent with the measurements, (ii) the model 
predictions are accurate (i.e. they have negligible bias) and  
(iii) model structure and behavior are consistent with our hy-
drologic understanding of reality (Fenicia et al., 2008a; Gupta 
et al., 2005). 

The present study combines three sources of information: 
measurements of sap velocities; soil moisture data; and expert 
knowledge of local runoff generation and water balance to 
define constraints for a “behavioral” forest stand water balance 
model. We evaluated the model by defining multi-criteria  
performance measures according to the constraints that data are 
supposed to impose on model behavior. In particular, we inves-
tigated the following research questions: (i) How can we  
combine different sources of information to modify the parame-
terization scheme in order to achieve a “behavioral model”?  
(ii) How does the implementation of expert knowledge of site-
specific dominant runoff generation processes affect the simu-
lation results? (iii) What are the impacts of model setup, i.e. the 
parameterization approach and the parameter allocation strategy 
on the simulated soil moisture and evapotranspiration dynamics 
(e.g. the effect of different parameterizations of the water reten-
tion curve of the soil)?  

To address the research questions listed above, we used a 
one-dimensional (1-D) hydrological model (WaSiM-ETH) to 
simulate the soil water content as well as the actual transpira-
tion at stand level. The basic motivation of 1-D models is often 
to simulate soil water content, and water balance components 
such as evapotranspiration, deep drainage and runoff. In the 1-
D models, no groundwater flow is simulated and the upper and 
lower limits are soil water content at field capacity and perma-
nent wilting point, and upper and lower loss of soil water is 
caused by evapotranspiration and deep percolation, respectively 
(Walker and Zhang, 2002). WaSiM-ETH was selected due to 
its highly differentiated 1-D model structure. The model repre-
sents all relevant hydrological processes at the point scale in a 

physically meaningful way (Schulla, 2017). As all measured 
data including soil moisture and sap velocity are point meas-
urements, setting up a “1-D model” is sufficient for our pur-
pose. A site in the sandstone region of western Luxembourg 
was used as a test case. On sandstone, we expect neither stream 
channels nor surface runoff due to the high hydraulic conduc-
tivities of the sandy soils. The headwaters start at springs on top 
of the less permeable marls underlying the sandstone. While 
this work is not going to provide new insights of the behavior 
of the study catchment, it arguably is going to contribute to 
understanding of the value of different sources of data and 
information for hydrological modeling. The test case is used as 
a “proof-of-concept” location to investigate how different pa-
rameterization with different content of information can affect 
the model behavior. Our investigation is subdivided into four 
scenarios, i.e. different soil parameterizations. For each scenar-
io the simulation results are evaluated by the model perfor-
mance criteria defined in the section 2.4. In scenario A, the soil 
parameterization is taken from Tepee et al. 2003. In the two 
scenarios B1 and B2, we parameterize the water retention curve 
with three different variations of the van Genuchten parameters 
according to (Sauer, 2007). In a last step (scenario C), we eval-
uate the model performance using the soil parameter set pro-
vided by Sprenger et al. (2016). All scenarios are summarized 
in Table 6. 

 
METHODS 
Site description 

 
The study area is the Huewelerbach, a sub-catchment (2.7 

km² in area, ranging from 280 to 400 m in elevation) of the 
Attert River basin located in the west of Luxembourg (for de-
tailed information see Martinez-Carreras et al. (2010)). The 
whole area is part of the "Catchments As Organized Systems" 
(CAOS) observatory investigating landscape-scale structures, 
patterns and interactions in hydrological processes for model 
development (Zehe et al., 2014). The catchment is mainly  
forested, but the alluvial section of the area is dominated by 
grassland. The mean annual precipitation of the area is approx-
imately 850 mm (Pfister et al., 2000). In terms of lithology, the  
Huewelerbach catchment consists of jurassic Luxembourg 
sandstone which is underlain by marls (Martínez-Carreras et al., 
2012, 2010). According to previous studies, the sandstone 
bedrock and the underlying marls produce a very stable base 
flow regime (Juilleret et al., 2012). Rainfall–runoff reaction is 
delayed on the deep sandy soils on hillslopes (deep percolation 
and subsurface flow). Siltation and compaction in the valley 
bottom may cause sporadic surface runoff (Sprenger et al., 2016). 
Measurements at sites Sa_G and Sa_K include meteorological 
variables such as air temperature, humidity and solar radiation 
and soil moisture at three depths in three different profiles. At the 
forested site Sa_G there are also measurements of sap velocity at 
4 trees, two of them European Beech (Fagus sylvatica L.) and 
two hornbeams (Carpinus betulus L.). Figure 1 shows the study 
area and the location of the selected sites. Dominant vegetation at 
site Sa_G is a relatively young beech forest with a basal area of 
16 m²/ha. Within the measurement plot we find 34 stems with a 
mean diameter of 19 cm (median: 14 cm). 

 
Hydrological model 

 
To simulate the actual evapotranspiration (ETa), we applied 

a hydrological model – WaSiM-ETH (Schulla, 1997). This 
model is a distributed, deterministic, mainly physical and grid-
based hydrological model running with variable time steps  
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Fig. 1. Location of the study area Huewelerbach catchment with 
the test sites Sa_G (forest) and Sa_K (grassland). 
 
(Schulla, 2017). The WaSiM-ETH model has performed well in 
sub-alpine and alpine catchments (Cullmann et al., 2006; Gurtz 
et al., 2003; Jasper, 2001; Jasper et al., 2002; Klok et al., 2001; 
Verbunt et al., 2003), also in middle-mountain (Bie et al., 2015; 
Grigoryan et al., 2010; Middelkoop et al., 2001), and lowland 
catchments (Elfert and Bormann, 2010). The model is docu-
mented in both English and German and can be used free of 
cost (http://www.wasim.ch). The model comprises different 
components (e.g. evapotranspiration model, soil model, snow 
model, glacier model, silting up, surface routing, groundwater 
model, discharge routing model, lake model etc.). In our case 
only the modules related to the soil model and evapotranspira-
tion were used and all other components were disregarded. 

 
Calculation of evapotranspiration  

 
There are three main steps to estimate the ETa (plant transpi-

ration as well as evaporation from the soil separately) in 
WaSiM-ETH. First, estimation of potential evapotranspiration 
(ETp) on the basis of the ground-measured meteorological data; 
second, simulation of soil water content in vertical direction via 
Richards equation (Richards, 1931). In the third step, the 
amount of ETa is simulated at every time step by reducing ETp 
according to the actual soil water content. 

There are four different methods available in WaSiM-ETH 
model to calculate the ETp rates: Penman-Monteith approach 
(Monteith, 1981; Monteith et al., 1965); Wendling (Wendling, 
1975); Haude (Haude, 1955) and Hamon (Federer and Lash, 
1978). In this study, we choose Penman-Monteith equation 
(Monteith et al., 1965) (see equation 1). It is the most widely 
used and recommended method for ETp estimation, first devel-
oped for agricultural contexts and later also applied to other 
land covers such as forests (Allen et al., 1998; Droogers and 
Allen, 2002). This method is based on simulated potential tran-
spiration and the available water content. In our case, actual 
plant transpiration is simulated in hourly time steps. However, 
the Penman-Monteith approach has some limitations in practi-
cal terms, as a large number of environmental variables are 
required to determine ETa. This is particularly challenging 
especially when there is a lack of appropriate atmospheric data 
(Allen et. al., 1998). 

 

( ) ( )Δ3.6

Δ 1

p
s i

p p a

s
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Rn G e e t

γ γ  r
λE r

γ r

− + −
=

+ +
      (1) 

where λ is the latent vaporization heat, λ = (2500.8−2.372·T) kJ 
kg−1, with T is the temperature in °C; E is the latent heat flux in 
mm m−2 ≡ kg m−2; Δ is the tangent to the saturated vapor  
pressure curve in hPa K−1; Rn is the net radiation in Wh m−2 and 
G = 0.1·Rn is the soil heat flux in Wh m−2, the factor 3.6 is used 
to convert both fluxes from W h m−2 to kJ m−2; ρ is the density 
of dry air, ρ = p/(RL·T), at 0 °C and 1013.25 hPa, ρ = 1.29 
kg m−3; cp is the specific heat capacity of the dry air at constant 
pressure, cp = 1.005 kJ kg−1 K−1; es is the saturation vapor pres-
sure at temperature T, in hPa; e is the observed actual vapor 
pressure in hPa; ti is the number of seconds within a time step; 
γp is the psychrometric constant in hPa K−1; ra and rs are the 
bulk-aerodynamic resistance and the bulk-surface resistance in 
s m−1, respectively. 

 
Resistances for evapotranspiration  

 
The two resistance parameters in the Penman-Monteith 

equation: the bulk aerodynamic resistance ra and the bulk sur-
face resistance rs play an important role. However, rs (with 
diurnal and seasonal variations) is more important than ra in a 
forested area for ETa estimation (Beven, 1979). The bulk sur-
face resistance rs can be divided into two terms, the soil surface 
resistance rse for evaporation from bare soil; and the canopy 
surface resistance rsc describing the plant resistances in the 
transpiration process. There are default values of bulk surface 
resistance parameters in WaSiM-ETH. The maximum amount 
of canopy surface resistance rsc is in November to February, 
whereas in May to September, it reduces to its annual lowest 
level (Bie et al., 2015; Schulla, 2017). The soil surface re-
sistance rse remains constant for the entire year. Table 1 shows 
the standard values applied for surface resistances parameters in 
the WaSiM-ETH model (Schulla, 2017). 
 
Table 1. Canopy surface resistance rsc (s m−1) and soil surface 
resistance rse (s m−1). 
 

 
Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 

rsc 100 100 95 75 65 65 65 65 65 85 100 100 

rse 230 230 230 230 230 230 230 230 230 230 230 230 

 
Simulation of soil water content  

 
For estimation of actual transpiration, WaSiM-ETH simu-

lates soil moisture in the root zone. The soil module in WaSiM-
ETH uses the van Genuchten method (Van Genuchten, 1980) 
for parameterization of the water retention curve to solve the 
Richard Equation. Water fluxes are simulated vertically in one 
dimension. Soil moisture in the root soil layer can potentially 
limit transpiration (Paço et al., 2014). In WaSiM-ETH, soil 
moisture simulation and ETa are linked, reduction of ETa 
would result in more water availability in the soil whereas 
increase of ETa will decrease the soil moisture. The Penman-
Monteith equation implicitly includes the influence of soil 
moisture on plant transpiration through parameter rsc (canopy 
surface resistance). Water content in soil profiles changes with 
time and values of the rsc also show diurnal and seasonal varia-
tions. In dry periods, rsc is very sensitive to soil moisture. When 
soil moisture content falls below a given point, the plants start 
decreasing transpiration to prevent internal water losses. Below 
that point, soil water availability becomes a key factor in ob-
taining ETa. ETa is gradually reduced until soil moisture reach-
es the wilting point at which water is no longer available for 
transpiration (Allen et al., 1998; Anderson et al., 2007).  
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Soil parameterization  
 
Certain predefined parameters of the WaSiM-ETH model 

are specific for the area where the model was developed. Thus, 
these parameters should be modified for each new study area. 
In the investigated area, the predominant soil type was de-
scribed as “Podzolic Cambisol”. The soil texture is loamy sand. 
It developed on a sandstone bedrock. The maximum rooting 
depth for the soil was observed at approx. 100 cm. The stone 
content is relatively low and the unaltered parent sandstone is 
usually not reached within the first 200 cm below soil surface 
(Sprenger et al., 2016). These quite sandy soils show a high 
permeability resulting in deep percolation as the dominant 
hydrological process.  

In the model, the van Genuchten parameters alpha (m–1) and 
n (–) are empirical constants that determine the shape of the 
WRC, and therefore influence substantially the behavior of the 
simulation model. We chose three different methods to deter-
mine the parameters of the WRC. 

 
(i) Baseline parameterization after Teepe et al. 2003 

We derived the corresponding van Genuchten parameters in 
the different soil horizons based on soil texture and bulk density 
classification obtained by Teepe et al. (2003). This formed our 
baseline parameterization of the soil in our study area (Table 2). 
 
Table 2. Baseline soil parameterization of the WaSiM-ETH soil 
model (based on Teepe et al. (2003)). 
 
PMacroThresh  20 
MacroCapacity  4 
CapacityRedu  0.5 
MacroDepth 1  
Horizon 1 2 3 4 5 6 
Name Ahe Ae Bvs Bsv IIBvs IIBvs 
Ksat 1.01E-4 7.95E-05 1.65E-04 1.29E-04 4.84E-05 4.84E-05 
K_recession 1 1 1 1 1 1 
Theta_sat 0.41 0.41 0.41 0.41 0.41 0.41 
Theta_res 0.11 0.05 0.06 0.06 0.13 0.13 
Alpha 0.3 0.3 0.26 0.41 0.2 0.2 
Par_n 1.17 1.17 1.203 1.191 1.191 1.191 
Par_tau 0.5 0.5 0.5 0.5 0.5 0.5 
Thickness 0.1 0.1 0.1 0.1 0.1 1 
Layers 1 1 1 3 4 7 

 

PMacroThresh (mm/h) is given by the precipitation threshold value and if is 
reached or exceeded, water can infiltrate into the macropore; MacroDepth 
(m) is depth of the macropores; MacroCapacity (mm/h) is capacity of the 
macropores; CapacityRedu (m–1) defines the reduction of the macropore 
capacity per meter soil depth; Ksat (m s–1) is saturated hydraulic conductivity 
that can be given for each soil layer; K_recession (–) is specified for each 
soil type describing the recession of the saturated conductivity with depth; 
theta_sat (m3/m3) is saturated water content; theta_res (–) is the residual 
water content which cannot be extracted by transpiration; alpha (m–1) and 
Par_n (–) are empirical van-Genuchten parameters; Par_tau is Mualem 
parameter; thickness (m) is the thickness of every single numerical layer in 
the given horizon, and layers defines the number of layers in the given 
horizon. 

 
(ii) Parameterization after Sauer (2007) 

Sauer (2007) proposes three different methods to derive the 
van-Genuchten parameters alpha and n: 

Variation 1: Fitting of WRC based on grain size fractions, 
bulk density and water content at pF 2.5 and 4.2 using the soft-
ware “Rosetta Lite” (Schaap et al., 2001). 

Variation 2: Fitting of WRC based on water content at pF 1.8, 
2.5, 4.2 and Theta_sat (= 41%) using the software “RETC” (Van 
Genuchten et al., 1991). 

Variation 3: Fitting of WRC based on water content at pF 1.8, 
2.5, 4.2 using the software “RETC” (Van Genuchten et al., 1991). 
See Table 3 for the three variations of parameters alpha and n.  

Table 3. Variations of van Genuchten parameters alpha (m–1) and n 
(dimensionless) in different soil horizons as re-parameterization of 
the baseline (Table 2). 
 
Horizon                 Ahe Ae Bvs Bsv IIBvs IIBvs 
Variation 1 alpha 0.83 0.83 0.58 0.58 0.88 1.83 

n 1.5653 1.5653 1.6416 1.6416 1.4974 1.4553 
Variation 2
 

alpha 2.86 2.86 3.97 3.97 4.96 1.83 
n 1.3656 1.3656 1.3965 1.3965 1.4598 1.4553 

Variation 3
 

alpha 25.73 25.73 35.87 35.87 29.34 1.83 
n 1.2138 1.2138 1.2506 1.2506 1.3009 1.4553 

 
(iii) Parameterization after Sprenger et al. (2016) 

Sprenger et al. (2016) list soil parameters for the same site 
(Sa_G). These parameters were obtained by fitting the simula-
tion results to observed soil moisture and pore water stable 
isotope data. In this case the soil profile was divided into three 
different horizons (Table 4).  
 
Table 4. Parameterization of WRC for the site Sa_G (Sprenger et 
al., 2016). 
 

Horizon Ah B II_B 
width 11 cm 110 cm > 80 cm 
theta_sat 0.546 0.319 0.470 
alpha 0.033 0.005 0.005 
n 1.228 1.194 1.194 
ksat 6.11E-04 1.53E-04 6.16E-04 

 
Data description  

 
To simulate transpiration and soil water content at the forest 

site Sa_G, climate data from the grassland site Sa_K were used 
as input for the model (Figure 1). These data better represent 
the atmospheric conditions above the trees which mainly drive 
the transpiration of the trees. In contrast, climate data from site 
Sa_G represents the conditions inside the forest and therefore 
this data cannot be used in our simulation study. To run the 
model, climate data between 2013 and 2016 is available. All 
subsequent model evaluation is done for the year 2015. The 
years 2013 and 2014 are used as spin-up period until stabiliza-
tion of the model. Climate data includes air temperature, rela-
tive humidity, wind speed, global radiation as five-minute 
measurements, and precipitation as hourly data. All data were 
checked for errors and the data gaps were filled. Soil moisture 
was measured in three profiles per site at 10 cm, 30 cm and 50 
cm depth. For our analyses we took the average across all 
depths and profiles estimating the average soil moisture in the 
top 60 cm for each site (Hassler et al., 2018). Precipitation data 
(station Useldange) are available as hourly values with annual 
mean value of 791 mm for the year 2015 (Agrarmeteorologie 
Luxemburg: /http://www.agrimeteo.lu). Therefore, all other 
climate variables and the soil moisture measurements are aver-
aged to hourly values.  

Based on the soil moisture and grain size distribution charac-
teristics of the study area, deep percolation is usually observed as 
dominant runoff generation process. Saturation excess flow or 
Hortonian overland flow can be excluded. 

For the year 2015, transpiration of the adult beech overstory 
was analyzed by determining sap velocities using the heat ratio 
method with a central heater needle and two thermistor needles 
located upstream and downstream of the heater (Köstner et al., 
1996). The sap velocity sensors, manufactured by East30Sensors 
in Washington, were installed at breast height on the north-facing 
side of the stem and protected with a reflective cover (Hassler et 
al., 2018). Sap velocities at each of those locations were calculat-
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ed from the temperatures measured at the corresponding thermis-
tor pairs according to Equation (2) (Campbell et al., 1991): 

 

( )
2  ln u
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 (2) 

 

where sapV  is the sap velocity (m s–1),  k is the thermal conduc-

tivity of the sapwood, set to 0.5 W m–1 K–1,  wC  is the specific 
heat of water (J m–3 K–1),  r  is the distance (m) from the heater 
needle to the sensor (in our case 6 mm) and TΔ  is the tempera-
ture difference (K) before heating and 60 seconds after the heat 
pulse. Subscripts u  and d  stand for location upstream and 
downstream of the heater. 

These values were corrected to account for wounding of the 
xylem tissue because of the drilling according to the numerical 
model solutions for the heat pulse velocity method as suggested 
by Burgess et al. (2001): 

 
2 3 c sap sap sapV bV cV dV= + +   (3) 

 
where Vc is the corrected sap velocity (m s–1) and b, c and d are 
correction coefficients; for the 2-mm-wounds we have set b = 
1.8558, c = –0.0018 s m–1, d = 0.0003 s2 m–2 (Burgess et al., 
2001). 

We selected a dataset of continuous sap velocity measure-
ments from four trees. Daily mean values of the sap velocities 
were used for the photosynthetically active period from May to 
October 2015 in which there was a complete time series of sap 
flow measurements available. Simulated daily sums of actual 
transpiration from the model were then compared with the 
average sap velocity of the four trees at the site for the same 
period (growing season). 

For better comparison sap velocities and simulated transpira-
tion were normalized. 

 
Evaluation of model behavior 

 
In our definition, a model is “behavioral”, when it is able to 

simulate runoff generation, water balance and the temporal 
pattern of soil moisture and evapotranspiration consistently 
with the reality. Therefore, we propose a scheme including four 
qualitative performance evaluation criteria to check the simu-
lated output. This scheme allows excluding simulations that are 
not realistic in terms of the four sources of information men-
tioned above (see Table 5). Sap velocity (SV) and soil moisture 
(SM) criteria define the necessity of temporal consistency be-
tween observed and simulated time series of transpiration and 
soil water content (by comparing stand transpiration simula-
tions with sap velocity measurements, and by comparing simu-
lated and observed temporal pattern of soil moisture, re- 
 

spectively). Therefore, all simulated time series that would be 
less consistent with the temporal variability of observations will 
be rejected. Since actual evapotranspiration is usually less than 
precipitation in the water budget (Hasenmueller and Criss, 2013), 
the RETa (“Realistic amount of actual evapotranspiration”) crite-
rion eliminates simulations in which the total amount of evapo-
transpiration exceeds 750 mm/year. According to our knowledge 
of local terrain properties and field surveys, RRGP (“Realistic 
Runoff Generation Process”) criterion was set to deep percolation 
as the most plausible hydrological process at our site.  

In addition to the criteria mentioned above, three widely 
used statistical goodness-of-fit measures complement the quali-
tative evaluation of model performance: Mean absolute error 
(MAE), correlation (R²) and Nash-Sutcliffe efficiency index 
(NSE) provide additional information on the goodness-of-fit 
between normalized simulated transpiration and normalized sap 
velocity (SV) and simulated and observed soil moisture (SM). 
MAE (Eq. 4) is a basic index (McKeen et al., 2005; Savage et 
al., 2013) derived from the mean error (difference) between 
simulated variable and observed variable with the same length 
and dimensions. This measure is recommended for model per-
formance evaluation (Fox, 1981). It is calculated as follows: 
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where N is the number of the cases, ; P is the 
simulation time series, and O is the observation time series. 

While MAE estimates the size of difference, the correlation 
index R² quantitatively estimates the agreement between obser-
vations and simulations. R2 can be expressed as the squared 
ratio between the covariance and the multiplied standard devia-
tions of the predicted and observed values. Higher R2 value 
indicates higher correlation (Legates and McCabe, 1999; Will-
mott, 1982). 

The Nash-Sutcliffe efficiency index (NSE), is dimensionless 
describing the relative error between simulations and measured 
data (Nash and Sutcliffe, 1970). It is calculated as: 
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where the NSE index demonstrates the normalized ratio of re-
sidual variance (noise) to the observation variance ranging 
between –∞ and 1. An NSE value is considered to be acceptable 
when it ranges between 0 and 1. Fewer errors between simula-
tions and observations always lead to a bigger NSE value and a 
better model performance. It is important to mention that a nega-
tive NSE value (NSE < 0) indicates a bad model performance that 
is even worse than the mean of the observed variable.  

 

Table 5. Model performance evaluation criteria. 
 

Evaluation element Description Evaluation criterion 

Sap velocity measurements 
(SV) 

Temporal pattern of sap velocities in terms of 
normalized values 

SV criterion : There should be similar variability and no high devia-
tions between the sap velocities and simulated transpiration amounts 

Soil moisture measurements 
(SM) 

Temporal pattern of soil moisture measure-
ments in terms of mean values (%) for upper-
most 50 cm of soil layer  

SM criterion: There should be similar variability and no high devia-
tions between the soil moisture measurements and simulated soil 
moisture amounts  

Realistic amount of actual 
evapotranspiration (RETa) 

Total amount of evapotranspiration as a com-
ponent of the water budget in terms of mm/year  

RETa criterion: Total evapotranspiration simulated should be be-
tween 450 to 750 mm/year 

Realistic runoff generation 
process (RRGP) 

Derived from runoff component of the water 
balance  

RRGP criterion: The simulated runoff generation process should be 
deep percolation and no direct runoff as saturation or Hortonian 
overland flow  

1, 2,3,i N= …
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Based on the four evaluation criteria from Table 5 and three 
performance measures, unrealistic simulations will be eliminat-
ed from consideration to attain the best parameterization which 
provides an overall agreement among the combined perfor-
mance criteria. Therefore, only under this condition, the simula-
tion will be categorized as “behavioral”. 

Applying three groups of scenarios (Table 6), we investigat-
ed the soil parameterization that reaches to the behavioral mod-
el. The simulation results of each scenario were evaluated by 
the model performance criteria and statistical goodness-of-fit 
measures. The soil parameterization in scenario A was taken 
from Tepee et al. (2003). In the two scenarios B1 and B2, the 
water retention curve was parameterized with three different 
variations of the van-Genuchten parameters according to (Sau-
er, 2007). In scenario C, the model performance was evaluated 
using the soil parameter set provided by Sprenger et al. (2016).  
 
RESULTS  
SCENARIO A: Model parameterization according to Teepe 
et al. (2003) 
 

Since logged air or stone fraction may reduce maximum soil 
moisture at saturation by up to 30% (Mualem, 1974), theta_sat 
(saturated water content) is reduced in scenario A1 in three 
steps from 41% (baseline parameterization according to Teepe 
et al. (2003), see Table 2) to 35% and finally to 30%. Soil mois-
ture simulated with the baseline parameterization of the soil 
Table (theta_sat = 41%) shows much higher values than the 
measurements (Figure 2). As the parameter theta_sat decreases, 
the simulated soil moisture values also decrease. Simulated soil 
water content with theta_sat = 30% shows the highest similarity 
with the measurements. However, the simulated dynamics of the 
soil moisture simulations do not match the measured dynamics.  

Sap velocity rose in the transition from spring to summer 
and it started to decrease again with the end of the summer 
(Figure 3). A rapid drop in the sap velocity was observed in 
June and August 2015 while there was a steep rise in July 2015 
for all measuring points. The simulated transpiration with dif-
ferent theta_sat values and the sap velocity measurements have 
a similar temporal pattern. Changing the theta_sat value has 
only a negligible effect on transpiration (Figure 3). 

Evaluation of the water balance (see Table A in the 
appendix) unveiled that total simulated evapotranspiration (775, 
773 and 762 mm/year for theta_sat = 41, 35 and 30 
respectively) is too high. It is close to the annual precipitation 
amount (791 mm) which is not realistic. The dominant runoff  
 

generation process was saturation excess flow or Hortonian 
overland flow which is not realistic according to landscape 
characteristics. Table 7 illustrates the model performance in 
scenario A1 evaluated by the three statistical efficiency 
measures as well as by four criteria. Meeting or not meeting a 
criterion is expressed in terms of “Yes” or “No” respectively. 
All simulations are highly correlated with the corresponding 
measurements (R² ≥ 0.73 for all simulations). Model 
performances for transpiration show the same values for all 
theta_sat. While for the soil moisture, the simulation with 
theta_sat = 30 Vol% shows the lowest bias (MAE = 0.02) and a 
positive NSE (0.55). This confirms the results obtained from 
visual inspection. 

To investigate the effect of scaling the bulk surface 
resistance parameters (rsc and rse), in scenario A2, the 
parameters rsc and rse are adjusted in the evapotranspiration 
module of the WaSiM-ETH model. The applied percentage 
changes were 25, 50, 75, 150, 200 and 400% according to the 
standard values in the model for deciduous forest (Table 1). 
Parameter theta_sat was set to 30 Vol% due to the relatively 
satisfactory simulation results obtained from scenario A1.  

Changing the bulk surface resistance parameters affects the 
simulated soil water content. The dynamics of the soil moisture 
simulations are now more consistent with measured values 
(Figure 2). The best fit could be obtained by decreasing the rsc 
and rse values to 75% and 50% of their standard values, 
respectively. By lowering the bulk surface resistance 
parameters, the (potential) evapotranspiration increases. This 
extracts more water through plant transpiration and soil 
evaporation. Hence, under these conditions, simulated soil 
moisture was reduced and became closer to the measured 
values. The dynamics of the simulated transpiration also 
corresponds well to the sap velocity measurements (Figure 3).  

However, the amount of evapotranspiration losses (850 mm 
and 867 mm with rsc = 75% and rse = 50%, respectively) 
exceeded precipitation input. The simulated runoff generation 
process was saturation excess flow or Hortonian overland flow 
which was unrealistic with regard to real soil characteristics at 
site Sa_G (Table A in appendix). Evaluation of the results 
obtained from the scenario A2 is shown in Table 8. Here, all 
measures indicate an almost perfect fit after scaling the bulk 
surface resistance (NSE = 0.74 for transpiration, and NSE = 
0.85 or 0.91 for soil moisture). This confirms a substantial 
improvement of simulation accuracy. Nevertheless, runoff 
generation process and water balance are not correctly 
reproduced. 

 
Table 6. Overview of different scenario combinations. 
 

SCENARIO A 
(using soil parameterization after 
Teepe el al. (2003)) 
 

A1 
(Scaling theta_sat) 

 

–41% 
–35% 
–30% 

A2 
Scaling bulk surface resistances 

theta_sat = 30% 
 

A2-1 
(Scaling soil surface 

resistance r
se

)  

25%-50%-75%-100%-
150%-200%-400% 

 
A2-2 

(Scaling canopy surface 
resistance r

sc
) 

25%-50%-75%-100%-
150%-200%-400% 

SCENARIO B 
(using soil parameterization after 
Sauer (2007)) 
 

B1 
Re-parameterization of Water Retention Curve 

with theta_sat = 30% 

-Variation 1 
-Variation 2 
-Variation 3 

B2 
Re-parameterization of Water Retention Curve 

with theta_sat = 41% 

-Variation 1 
-Variation 2 
-Variation 3 

 
SCENARIO C 
 

Soil parameterization after Sprenger et al. 
(2016) 

Comparison to best performing parameter set  
(theta_sat = 41%, Var1) 
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Table 7. Criteria evaluation and efficiency measures in scenario A1. 
 

Scenario A1: scaling theta_sat 
Criterion 30 Vol% 35 Vol% 41 Vol% 
SV Yes Yes Yes 
SM No No No 
RETa No No No 
RRGP No No No 

Efficiency  
measure 

   
Transpiration Soil moisture Transpiration Soil moisture Transpiration Soil moisture 

R² 0.73 0.95 0.73 0.95 0.73 0.93 
MAE 0.42 0.02 0.42 0.08 0.42 0.13 
NSE 0.71 0.55 0.71 –2.66 0.71 –8.92 

 
Table 8. Criteria evaluation and efficiency measures in scenario A2. 
 

Criterion 30 Vol% (baseline) A2-1 (rse = 50%) A2-2 (rsc = 75%) 
SV Yes Yes Yes 
SM No Yes Yes 
RETa No No No 
RRGP No No No 

Efficiency  
measure 

   
Transpiration Soil moisture Transpiration Soil moisture Transpiration Soil moisture 

R² 0.73 0.95 0.73 0.94 0.76 0.94 
MAE 0.42 0.02 0.39 0.01 0.39 0.01 
NSE 0.71 0.55 0.74 0.91 0.74 0.85 

 
Table 9. Criteria evaluation and efficiency measures for model performances in scenarios B1 and B2. 
 

Criterion 
Re-parameterization of the water retention curve – scenario B 

scenario B1 (theta_sat = 30 %) scenario B2 (theta_sat = 41%) 

Baseline Var1 Var2 Var3 Baseline Var1 Var2 Var3 
SV Yes  No No No Yes  Yes No No 
SM No No No No No Yes No No 
RETa No Yes Yes Yes No Yes Yes Yes 
RRGP No Yes Yes Yes No Yes Yes Yes 

Efficiency measure 
        

SM Tr SM Tr SM Tr SM Tr SM Tr SM Tr SM Tr SM Tr 
R² 0.95 0.73 0.75 0.64 0.60 0.37 0.62 0.11 0.93 0.61 0.74 0.73 0.67 0.5 0.62 0.11 
MAE 0.02 0.42 0.05 0.53 0.07 0.75 0.06 0.97 0.13 0.42 0.02 0.43 0.04 0.66 0.06 0.97 
NSE 0.55 0.71 –0.44 0.6 –1.98 0.21 –1.64 –0.34 –8.92 0.71 0.65 0.71 –0.01 0.41 –1.64 –0.34 

 

 
SCENARIO B: Re-parameterization of Water Retention 
Curve 

 
In scenario B1, van Genuchten parameters of the baseline 

parametrization of the soil were re-parameterized according to 
Sauer (2007), where three variations of the parameters “alpha” 
and “n” were proposed for the same soil type “loamy sand”. 
Figure 2 depicts soil moisture of the three variations of van 
Genuchten parameters for a soil with theta_sat = 30%. All 
variants underestimate the measured values. Variation of van 
Genuchten parameters also affects simulated actual transpiration 
rates: In Figure 3, we clearly see that simulated transpiration does 
not match the temporal pattern of sap velocity measurements. 

In all three variations, the soil was significantly dryer than 
the measured value. In variation 2 and 3 the soil water content 
came close to the residual water content. For the simulated 
transpiration, its temporal consistency with sap velocity de-
creased from variation 1 to 3. As all three variations performed 
worse than the best A1 scenario all three variants are rejected. 

In scenario B2 we changed theta_sat from 30 to 41 Vol% 
and then repeated the three variations of alpha and n after Sauer 
(2007) and then checked both soil moisture (Figure 2) and 

transpiration dynamics (Figure 3). Simulation results with 
theta_sat = 41% for the transpiration dynamics are relatively 
consistent with the observed sap velocities over the entire 
vegetation period for variation 1. In scenario B2, variation 1 
provided sufficient soil water during the vegetation period for 
plant transpiration. This corresponds well to temporal patterns 
of sap velocities. Nevertheless, in variation 2 and 3, simulated 
transpiration did not reproduce the temporal patterns of the sap 
velocity data. There is a strong deviation in July and August 
2015 and at some points the simulated transpiration drops to 
zero. This is the result of the low soil water content in summer 
(close to residual water content) for these two variations.  

Table 9 provides all evaluation results related to the scenario 
B. Runoff generation process for all three variations with 
theta_sat = 30% and 41% is now deep percolation (Table A in 
appendix). Furthermore, the total amount of evapotranspiration 
was less than 750 mm for all variations. Variation 1 with 
theta_sat = 41% fulfills all four evaluation criteria. This is 
confirmed by the three statistical efficiency measures. Here, 
variation 1 with theta_sat = 41% clearly performs the best. In 
accordance with our definition we can label this model 
parameterization as “behavioral”.  
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Fig. 2. Simulated and measured 
soil moisture in the root zone 
(Vol%) in 2015 for Scenarios 
A1, A2, B1 and B2. Red verti-
cal lines indicate the growing 
season. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3. Simulated transpiration 
(normalized) and normalized 
mean values of sap velocity 
(measured) for growing season 
2015 (Scenarios A1, A2, B1, 
B2). In Scenario A1 all simula-
tions show the same transpira-
tion (identical lines). 
 

 
 

 
SCENARIO C: Soil parameterization after Sprenger et al. 
(2016) 

 
Sprenger et al. (2016) provided a soil parameter set for the 

Site Sa_G. In the scenario C, this parameter set was determined 
by automatic fitting to soil moisture measurements and stable 
isotope data. We compared this parameterization with our best 
performing model from the previous section (variation 1 from 
scenario B2 with theta_sat = 41%). 

The simulated runoff generation process was deep 
percolation which is plausible (Table A in appendix). Total 

evapotranspiration (602 mm) was estimated to be lower than 
precipitation (791 mm) which is also correct. But it can be seen 
in Figure 4 that soil moisture simulation does not show the 
correct dynamics compared to the measured time series. Here 
again, the parameterization of WRC is the reason that the soil is 
drying out in summer. This causes a significant reduction in 
transpiration during August which does not correspond to our 
sap velocity measurements. Additionally, the statistical 
efficiency measures (Table 10) reveal that the model performs 
very weak in simulating soil moisture (negative value for NSE). 
Simulated transpiration is therefore not consistent with the 
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corresponding sap velocity time series (Figure 5). It shows an 
overestimation in spring and a slight underestimation in 
summer, which is also indicated by lower model performance 
measures compared to the simulation with the optimal 
parameter set (B2, variation 1 with theta_sat = 41%) from the 
previous section. 

 

 
 

Fig. 4. Simulated soil water content for soil parameters according 
to Sprenger et al. 2016 compared to corresponding measured val-
ues and simulated soil moisture from variation 1 (theta_sat = 41%) 
in 2015. Red vertical lines indicate the growing season. 

 

 
 

Fig. 5. Normalized simulated transpiration for soil parameters 
according to Sprenger et al. 2016 compared to normalized mean 
sap velocity (measured) and normalized simulated transpiration for 
variation 1 (theta_sat = 41%) in growing season 2015. 

 
Table 10. Criteria evaluation and efficiency measures for soil 
parameterization according to Sprenger et al. (2016). 
 

Criterion 
Optimal parameter set 

(theta_sat = 41%,  
Variation 1) 

Sprenger et al. 2016 

SV Yes No 
SM Yes No 
REtr Yes Yes 
RRGP Yes Yes 

Efficiency  
measure 

 

Transpiration Soil 
moisture Transpiration Soil 

moisture 
R² 0.73 0.74 0.61 0.89 
MAE 0.43 0.02 0.55 0.04 
NSE 0.71 0.65 0.57 –0.11 

 
 

DISCUSSION  
 
The main objective of this study was to build up a behavioral 

forest stand water balance model to characterize the temporal 
changes in hydrological components of water balance by mak-
ing use of both observed soil moisture and sap velocities as 
well as expert knowledge of local runoff generation processes. A 
behavioral model was defined as a model in which simulation 
results have to be consistent with measurements of soil moisture 
and sap velocity and with our hydrologic understanding of run-
off generation processes in the area of investigation. To accom-
plish the objectives, a multi-criteria evaluation scheme was 
developed. While 24 model realizations were tested, only one 
model realization could be categorized as “behavioral”. 

Results of this study demonstrated that without the use of 
additional information (e.g. using sap velocity measurements 
for transpiration dynamics; different soil parameterizations, and 
expert knowledge), it is not possible to identify a model which 
captures these processes and dynamics adequately. This sheds 
light on the value of the contribution of different forms of data 
in representing the catchment behavior. In a case study in a 
Swiss Pre-Alpine catchment, it was also found that the applica-
tion of expert knowledge and the concept of dominant process-
es can increase the realism of the hydrological models (An-
tonetti and Zappa, 2018). Taking into consideration that model 
evaluation would always be partly subjective, we looked at the 
model behavior from different perspectives through application 
of multi criteria evaluation that integrated this additional infor-
mation. Therefore, we were able to select a behavioral parame-
ter set from a number of equally likely soil parameterizations. 
The development of a multi-criteria approach for model evalua-
tion is based on the consideration that a single measure of per-
formance does not properly extract the information contained in 
the data (Gupta et al., 1998). This approach includes multiple 
performance measures and allows to evaluate if the hydrologi-
cal model is able to represent the behavior of internal catchment 
processes (Fenicia et al., 2008b). Moreover, our results are also 
in line with Livneh (2012). He improved model performance 
significantly by the application of a multi-criteria scheme to 
evaluate multiple model outputs and by adding supplementary 
information in the parameterization process (Livneh, 2012). 
Another study showed that the introduction of constraints was 
efficient in reducing simulation uncertainty, in conditioning 
parameters, and in identifying critical parameters (Senapati et 
al., 2016). 

All functions describing soil water retention imply a specific 
soil hydraulic behavior. Soil parameterization schemes accord-
ing to Teepe et al. (2003) and Sauer (2007) use different 
amounts of soil information to derive pedo-transfer functions to 
translate soil information into van Genuchten parameters. Our 
results revealed that different parameterizations of the corre-
sponding soil led to diverse simulation results. This issue is of 
great significance in all models applying the Richard’s equation 
(e.g. WaSiM-ETH). Therefore, finding a behavioral model for 
evapotranspiration is highly dependent on the identification of 
an appropriate WRC. This is consistent with the results of Gar-
rigues et al. (2018). They compared the performance of two 
water transfer models in simulating evapotranspiration using 
different soil parameterizations. They found an unexpectedly 
high model sensitivity to soil moisture at field capacity, root 
extinction coefficient, and the proportion of homogeneous root 
distribution (Garrigues et al., 2018). In our proof-of-concept 
study based on a 1-D model, we took the measurements of 
sapflow and soil moisture as representative for the “sandstone 
area” where the dominant hydrologic process is deep percola-
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tion. This made it possible to identify a behavioral model. It is 
known that models might work for the wrong reasons (i.e. 
reproducing discharge with incorrect process representations) 
(Beven, 2006; Walker and Zhang, 2002). This makes it advisa-
ble to implement expert knowledge to develop a proper pa-
rameterization to reflect our perceptions of the processes ob-
served. 
 
CONCLUSION 

 
A considerable amount of effort is still being devoted to the 

development of hydrological models, and there is a continuing 
need to advance the techniques for their parameter estimation. 
It is also important to develop a good working knowledge of 
their sensitivity, and strengths and weaknesses. 

This study underlines the importance of correctly setting up 
the 1-D water balance simulation model WaSiM-ETH in order 
to reproduce the dynamics of soil water fluxes and the physio-
logical control of water loss through transpiration at a specific 
site (beech forest in Western Luxembourg). Adjustment of the 
parametrization of the WRC showed a high impact on simula-
tion results. Our main finding was that: even though all parame-
ter sets refer to the same soil (“loamy sand”), a slightly differ-
ent parameterization of soil moisture at saturation (theta_sat), 
bulk surface resistance parameters and WRC may result in 
implausible model behavior. Even if transpiration and soil 
moisture are simulated consistently with our observations, 
runoff generation or total water balance may be wrongly esti-
mated. Therefore, only the introduction of a multi-criteria eval-
uation scheme for exclusion of unrealistic outputs allowed 
finding a well performing parameter set for our test site. These 
findings suggest that using different sources of information such 
as expert knowledge on the dominant hydrological processes 
and the understanding of local controls facilitate parameteriza-
tion and evaluation of a hydrological model. We should question 
the generally accepted procedure to parametrize soils using 
“default” parameter sets based on soil texture description or 
similar. Only if porosity and WRC for all soil horizons are cor-
rectly adjusted, a “physically based” model may simulate runoff 
processes and transpiration consistently with observations. Only 
in this case, we may refer to a model as “behavioral” (Gupta et 
al., 2005). We recommend finding “prototype soils” which are 
in accordance with soil description (e.g. texture) and expert 
knowledge on runoff processes in the area under investigation. 
This in turn implies that model parameterization, evaluation or 
calibration has to incorporate this “soft” knowledge. 

Setups identified as optimal for 1-D simulations will go a 
long way of improving the application of WaSiM-ETH water 
balance model on catchment scale to answer questions about 
watershed characteristics and water resources management. 
Since point measurements are not valid on catchment scale, we 
may try to address the spatiotemporal distribution of evapotran-
spiration, soil moisture and runoff generation processes at 
catchment scale as well as the estimation of overall water bal-
ance at the corresponding gaging station(s) (Koch et al., 2016, 
2015). The current study showed that soil parameterization 
affects not only the temporal distribution of soil moisture and 
transpiration, but also the runoff generation process. This also 
highlights the need to consider the incorporation of several data 
products to increase knowledge about the hydrological process-
es on catchment scale (Casper et al., 2015). Remotely sensed 
data will open up the possibility to analyze spatial patterns of 
actual evapotranspiration (ETa) or soil moisture (Koch et al., 
2017). Together with additional knowledge of the spatial distri-
bution of dominant runoff processes on catchment scale this 

will facilitate the parameterization of the hydrological model 
WaSiM-ETH and its subsequent optimization by extending the 
traditional model evaluation procedure at gaging stations with 
the search for a best fit of spatial patterns of ETa and runoff 
processes on catchment scale. A number of automatic mapping 
approaches for delineation of dominant runoff process exist, 
which can be used to constrain the uncertainty of hydrological 
simulations (Antonetti et al., 2016; Behrens et al., 2010). The 
model RoGeR (Runoff Generation Research) demonstrated its 
ability to quantify runoff process in high spatial and temporal 
resolution without the need of parameter calibration (Steinbrich 
et al., 2016). This approach combines knowledge of runoff 
process gained through long term research with spatially dis-
tributed data sets and can thus be used to extend the here pre-
sented approach to the catchment scale. 
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APPENDIX 
 
Table A. Water balance for all simulation runs, DP = Deep Percolation. SOF = Saturation Overland Flow, HOF = Hortonian Overland Flow. 
 

Scenario A1 A2 B1: B2 C 

 
base-

line 41 
baseline 

35% 
baseline 

30% 
rsc 

75% 
rse 

50% 
Var. 1 
30% 

Var. 2 
30% 

Var. 3 
30% 

Var. 1 
41% 

Var. 2 
41% 

Var. 3 
41% 

Sprenger et 
al. 2016 

Pot. Evaporation 270 270 270 281 471 270 270 270 270 270 270 270 
Real Evaporation 261 259 250 254 372 174 167 179 183 168 179 160 
Interception  
Evaporation 146 146 146 157 146 146 146 146 146 146 146 146 

ETp 851 851 851 978 1051 851 851 851 851 851 851 851 
ETr 776 774 762 850 867 613 536 497 676 569 497 602 
ETr_Layer1 = 
Transpiration 368 368 365 438 348 293 222 172 347 255 172 296 

Baseflow 145 166 107 117 73 212 278 316 251 267 316 196 
Direct Runoff 161 11 82 63 73 0 0 0 0 0 0 0 
Interflow 0 0 0 0 0 0 0 0 0 0 0 0 
Total Runoff 306 177 190 180 146 212 278 316 251 267 316 196 
GW recharge 68 114 94 103 64 190 268 307 130 248 307 156 
Delta Storage –290 –160 –161 –239 –222 –33 –22 –22 –136 –45 –22 –7 
Precipitation 791 791 791 791 791 791 791 791 791 791 791 791 
Total Balance Error 0 0 0 0 0 0 0 0 0 0 0 0 

Runoff Process SOF/H
OF 

SOF/ 
HOF/DP SOF/HOF SOF/ 

HOF 
SOF/
HOF DP DP DP DP DP DP DP 
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Abstract: Mixed evergreen-deciduous broadleaved forest is the transitional type of evergreen broadleaved forest and de-
ciduous broadleaved forest, and plays a unique eco-hydrologic role in terrestrial ecosystem. We investigated the spatio-
temporal patterns of throughfall volume of the forest type in Shennongjia, central China. The results indicated that 
throughfall represented 84.8% of gross rainfall in the forest. The mean CV (coefficient of variation) of throughfall was 
27.27%. Inter-event variability in stand-scale throughfall generation can be substantially altered due to changes in rain-
fall characteristics, throughfall CV decreased with increasing rainfall amount and intensity, and reached a quasi-constant 
level when rainfall amount reached 25 mm or rainfall intensity reached 2 mm h–1. During the leafed period, the spatial 
pattern of throughfall was highly temporal stable, which may result in spatial heterogeneity of soil moisture. 
 
Keywords: Throughfall; Spatial variability; Temporal stability; Mixed evergreen-deciduous broadleaved forest; Shen-
nongjia. 
 

INTRODUCTION 
 
Understory rainfall is composed of throughfall and 

stemflow, throughfall is the proportion of rainwater penetrating 
through canopy gaps (free throughfall) or dripping to the 
ground from the canopy (canopy drip), stemflow is the propor-
tion that reaches the ground by funneling down the stems or 
trunks. In contrast to the former, stemflow is generally a small-
er proportion, typically ranges between 0% and 10% of gross 
rainfall; it is a concentrated point source of water that reaches 
tree base (Van Stan and Gordon, 2018). Relatively speaking, 
the quantification of throughfall is substantial and therefore is 
an indispensable component in the watershed water budget 
(Dohnal et al., 2014; Nanko et al., 2016). At the stand scale, 
throughfall represents the largest volumetric component of 
gross precipitation, and usually constitutes more than 70% of 
incident rainfall (Loustau et al., 1992; Shi et al., 2010). 
Throughfall is directly related to the leaching and flushing 
processes of adsorbate of branches and leaves, and so it is con-
sidered as a critical transfer mechanism in biogeochemical 
cycles of forest ecosystems. Soil nutrient availability is influ-
enced by the magnitude and chemical composition of through-
fall (Rosier et al., 2015), areas where have more throughfall 
tend to have higher root density (Ford and Deans, 1978). As a 
consequence, throughfall is key input parameter in a diverse 
range of applications such as moisture recharging and nutrient 
exchange (Guswa and Spence, 2012). Because of the interme-
diate functions in hydrologic processes, throughfall has the 
potential to determine vegetation productivity through influenc-
ing available water and nutrients availability (Carlyle-Moses et 
al., 2014; Carnol and Bazgir, 2013). Improved knowledge of 
the spatial-temporal patterns of throughfall is, therefore, of 
crucial importance for eco-hydrological problems. 

Interception loss constitutes a large proportion of regional 
evapotranspiration, direct in situ measurement of this rainfall 
fraction is challenging, therefore it is typically indirectly esti-
mated by the difference between gross rainfall and the sum of 

throughfall and stemflow (Carlyle-Moses and Gash, 2011; 
Friesen et al., 2015). The estimation accuracy of interception 
loss in forest ecosystems, in most instances, is largely depend-
ent on the measurement accuracy of gross rainfall and through-
fall. Because of the unnegligible quantitative significance in the 
estimation of interception loss, any imprecision in observing 
throughfall would magnify the estimation error of interception 
loss, and thus in-depth knowledge on distribution patterns of 
throughfall becomes a precondition for studies on interception 
loss. 

Canopy characteristics (phenoseason, canopy cover, stand 
density, leaf area index, crown length) (Park and Cameron, 
2008; Siles et al., 2010; Zabret and Šraj, 2018), meteorological 
conditions (temperature, wind and vapour pressure deficit) 
(David et al., 2006; Dunkerley, 2000) and precipitation charac-
teristics (rainfall amount, intensity and duration) (Levia and 
Frost, 2006; Zabret et al., 2018) usually exhibit considerable 
heterogeneity, which may increase the difficulty of understand-
ing the throughfall distribution patterns in forest ecosystems. Of 
all the biotic and abiotic factors, canopy structure and architec-
ture are deemed as the most important controls on throughfall 
heterogeneity. Certain leaf morphology and higher canopy 
epiphytic load, which can intercept and absorb substantial 
rainwater, results in higher throughfall variability (Park and 
Cameron, 2008; Van Stan and Pypker, 2015). 

The arrangement of throughfall collectors is a strong 
influencing factor of throughfall heterogeneity. Loescher et al., 
(2002) didn’t find any significant correlations between 
throughfall volumes and the distance to the nearest branch and 
leaf above the collector within a tropical rainforest in Costa 
Rica, but observed a weak relation between throughfall 
volumes and canopy cover. Herwitz (1987) and Sato et al. 
(2011) observed that collectors close to trunks were inclined to 
receive more throughfall in Australian tropical rainforest and 
Brazilian eucalyptus plantation, whereas Robson et al. (1994) 
reported an opposite tendency within a beech forest in southern 
England. 
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Fig. 1. Maps showing the location of the study area and throughfall collectors. 

 
The mixed evergreen-deciduous broadleaved forest, a widely 

distributed forest type in the subtropical zone of China, is a 
complexity of evergreen broadleaved trees and deciduous 
broadleaved trees (Su et al., 2016a; 2016b). The stand structure 
is complex, the canopy composition is distinctive. Given its 
high biodiversity and small geographical range of the forest, the 
forest is among the most vulnerable ecosystems to climate 
change (Ge and Xie, 2017). Therefore, a better understanding of 
its rainfall distribution pattern is urgently required to predict the 
hydrological processes of the forest under climate change sce-
narios. Although stemflow and interception loss of the particu-
lar forest type have been described (Su et al., 2016a; 2016b), 
the throughfall patterns of the forest are not well known. 

In the present paper, we investigate the spatio-temporal pat-
tern of throughfall during leafed period in a mixed evergreen-
deciduous broadleaved forest. The objectives of the study are 
(1) to identify the magnitude of throughfall in the forest; (2) to 
investigate the driving factors of variation of throughfall; and 
(3) to estimate the spatial and temporal pattern of throughfall. 

 
MATERIALS AND METHODS 
Study area 

 
Shennongjia is located at Qinba Mountain, belonging to the 

“Daba Mountain evergreen forests” subcategory, which falls 
under the category of “Southwest China Temperate Forests” in 
the Global 200 categorization of world ecoregions (WWF, 
2001). Based on its unique ecological system and intact preser-
vation condition, Shennongjia can be seen as a typical repre-
sentative of Daba Mountain evergreen forests, where the zonal 
vegetation is mixed evergreen-deciduous broadleaved forests. 
Shennongjia has preserved the most intact mixed evergreen-
deciduous broadleaved forests in China and even in the North-
ern Hemisphere, and therefore offers a typical example of the 
biological and ecological processes of the forests (Su et al., 
2016a; 2016b). These forests are the transitional zone between 

warm temperate deciduous broadleaved forests and subtropical 
evergreen broadleaved forests (Zhao et al., 2005). 

Measurements of incident gross precipitation and throughfall 
were carried out during the leafed period of 2014 (May 1 to 
October 31) at the Shennongjia Biodiversity Research Station 
of Chinese Academy of Sciences, which is located in northwest 
Hubei at 110°28′27″E, 31°18′23″N. The study site, located at 
the elevation of 1650 m, is classified as typical subtropical 
monsoon climate. Mean monthly temperature varies from 1.2℃ 
in January to 22.0℃ in July, and mean annual air temperature 
(MAT) is 10.6℃, and mean annual precipitation in the area 
between 2001 and 2010 is 1350 mm (Su et al., 2016b). Accord-
ing to the FAO classification, the soils at the site belong to 
Haplic Alisols.  

The mixed evergreen-deciduous broadleaved forest, an ex-
tensively distributed forest type in Shennongjia, is the transi-
tional type of evergreen broadleaved forest and deciduous 
broadleaved forest, which represents the typical forest types of 
the northern subtropical region of China. The study was com-
pleted in a flat 40 m × 40 m plot whose characteristics are de-
scribed in detail by Su et al. (2016a). The density of trees was 
2407 ha–1, the total basal area was 42.56 m2 ha–1. The mean 
height and diameter at breast height were 8.0±2.2 m and 
10.7±3.0 cm, respectively. The dominant evergreen species 
included Cyclobalanopsis multinervis, Cyclobalanopsis oxyo-
don, Rhododendron hypoglaucum, Ilex pernyi, Lindera fra-
grans, the dominant deciduous species included Fagus engleri-
ana, Quercus serrata var. brevipetiolata, Clethra cavalerei, 
Sorbus folgneri, Betula insignis, Dendrobenthamia japonica 
var. chinensis, and so on (Su et al., 2016b). Exact information 
of main tree species is provided in Table 1. 

 
Experimental design

 
Compared with funnel-type collectors, trough-type collec-

tors could considerably decrease the required sample sizes and  
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Table 1. Exact information of the main tree species in the study plot. 
 

Species 
Functional 

group 

Density 

(tree/ha) 

Relative 

abundance 

(%) 

Relative 

frequency 

 (%) 

Basal 

area 

(m2/ha) 

Relative 

dominance 

(%) 

Importance 

value 

(%) 

Quercus serrata var. brevipetiolata Deciduous 256 10.64 5.48 13.24 31.11 15.74 

Fagus engleriana Deciduous 419 17.41 9.63 5.65 13.28 13.44 

Betula insignis Deciduous 81 3.37 2.95 5.84 13.72 6.68 

Sorbus pohuashanensis Deciduous 269 11.18 1.26 2.44 5.73 6.06 

Dendrobenthamia japonica var. chinensis Deciduous 156 6.48 3.62 3.25 7.64 5.91 

Clethra cavalerei Deciduous 50 2.08 1.18 1.92 4.51 2.59 

Euptelea pleiospermum Deciduous 56 2.33 1.16 0.54 1.27 1.59 

Lindera obtusiloba Deciduous 44 1.83 2.05 0.75 1.76 1.88 

Swida ulotricha Deciduous 25 1.04 1.62 0.10 0.23 0.96 

Cyclobalanopsis multinervis Evergreen 269 11.18 16.75 2.94 6.91 10.61 

Cyclobalanopsis oxyodon Evergreen 225 9.35 10.63 1.99 4.68 8.22 

Rhododendron hypoglaucum Evergreen 213 8.85 5.69 1.44 3.38 5.97 

Ilex pernyi Evergreen 138 5.73 2.56 0.32 0.75 3.02 

Lithocarpus henryi Evergreen 44 1.83 1.42 1.93 4.53 2.59 

Lindera fragrans Evergreen 131 5.44 1.46 0.11 0.26 1.97 

Quercus spinosa Evergreen 31 1.29 1.18 0.10 0.23 0.90 

 
eliminate the sensitivity of the mean to outliers (Carlyle-Moses 
et al., 2014; Kostelnik et al., 1989; Zimmermann et al., 2010), 
so trough-type collectors were employed to measure gross 
precipitation and throughfall in the present study. Gross inci-
dent precipitation was collected in an open area, about 50 m 
away from the study site, using three trough-type collectors (the 
collectors were made of stainless steel with an opening area of 
1 m × 0.2 m), where the collected rainwater would flow into a 
plastic pot through a small opening at the bottom of collectors. 
An automatic weather station (Model MAWS301, HydroMetTM 

system, Vaisala Corp., Finland) was situated approximately 500 
m away from the study site, which could provide estimates of 
the duration and intensity of gross rainfall. The diameter of the 
rain gauge was 20 cm, and the sensitivity of sensor was 0.1 
mm. The rainfall data were automatically collected and record-
ed at 30-min intervals. 

Throughfall was measured with 36 collectors in accordance 
with the type of gross rainfall. These throughfall collectors 
were evenly distributed over the 40 m × 40 m study plot in 
fixed positions (Figure 1), and they were cleaned at a frequency 
of every three days. All samples were immediately quantified 
after the cessation of a rain event or the next morning for events 
that occurred or extended into nighttime hours. To qualify as an 
incident rainfall event, an interval of at least 8 h without rain 
must be separated from adjacent rainfall events (Su et al., 
2016b). In this study, storms less than 1.5 mm were unable to 
generate measurable throughfall, and therefore storms larger 
than 1.5 mm were used to analyze throughfall. Although the 
automatic weather station (installed with a tipping bucket) was 
not very far from the study plot, the rainfall amount may vary 
between these two sites in some rainfall events because the 
mountainous climate may differ in very close distance apart. 
The automatic weather station monitored almost the same value 
with trough collectors in most cases, but the former was more 
accurate in measuring small rainfall events. 

To determine leaf area index (LAI) and canopy cover, LAI-
2000 was taken above each of the 36 collectors under cloudy  
 

sky in the middle of the month from May to October in 2014.  
We evaluated the temporal persistence of spatial patterns of 

throughfall using the methodology of Keim et al. (2005). 
Throughfall was quantified using standardized throughfall for 
each of the sample points using the formula as follows: 

 

i mean
i

TF TFTFS
SD

−=       (1) 

 
where TFSi is normalized throughfall at sampling point i, TFi is 
measured throughfall at sampling point i, TFmean is the mean 
throughfall for the rainfall event over all sampling points, and 
SD is the standard deviation of throughfall for the rainfall event 
over all sampling points (Carlyle-Moses et al., 2014). 

 
RESULTS 
LAI and canopy cover 
 

The variability of LAI was very small during the leafed pe-
riod, LAI and canopy cover were biggest in August, and small-
est in May, the mean LAI and canopy cover of August is 1.07 
and 1.05 times of May, respectively. The shooting period of 
most of trees was April, the trees already had relative mature 
leaves and canopy in May and kept relatively stable during the 
leafed period. 

 
Gross rainfall 

 
During the leafed period from early May to the end of Octo-

ber 2014, a total of 48 events amounting to a cumulative depth 
of 1574.0 mm were recorded and snowfall was not detected. 
Mean incident rainfall event was 32.8 mm and varied from 0.1 
mm to 207.7 mm, mean rainfall intensity was 2.68 mm h–1 and 
ranged from 0.25 mm h–1 to 6.94 mm h–1. Of the 48 rainfall 
events, 8 events (with a total of 3.2 mm) were too small to 
produce measurable throughfall, 40 events produced a total of 
1335.1 mm throughfall, accounting for 84.8% of gross rainfall. 
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Variability of throughfall 
 
Throughfall rate against gross rainfall was showed in Figure 

2 by means of box and whisker plots. 40 plots represented 40 
rainfall events generating throughfall, and these events was 
ranked by rainfall amount. Throughfall rate increased with 
increasing gross rainfall amount, and gradually stabilize at 
larger rainfall events. Throughfall rate values greater than 
100% were commonly monitored in larger rainfall events. 

The coefficients of variation (CV) of throughfall were found 
to be highly variable during the leafed period, averaged 
27.27%, and varied from 6.82% to 72.72% for all rainfall 
events (Figure 3). Throughfall CV displayed a large variability 
for rainfall events <25 mm, and the throughfall CV became 
quasi-constant after reaching a gross rainfall input of 25 mm.  

There was a significant power function relationship between 
throughfall CV which was derived from all 36 collectors and 
rainfall intensity (R2 = 0.51, P < 0.01) (Figure 4). With increas-
ing rainfall intensity, throughfall CV showed a trend of rapid-
decreases and was relatively stable. It appeared that for rainfall 
intensity > 2 mm h–1 in magnitude, there was little variation in 
throughfall CV. 

 
Temporal stability of spatial throughfall 

 
The normalized throughfall values were ranked by mean 

values in Figure 5 and the spatial distribution of throughfall was 
stable during the study period. Some collectors (e.g. 22, 33, 36, 
27) gathered more throughfall than the mean normarlized 
throughfall, which would result in relative wet points on the 
forest floor. At the same time, there were also some collectors 
(e.g. 31, 35, 8, 13) receiving less throughfall than the mean 
normarlized throughfall, which would create dry points on the 
ground surface. 

 
DISCUSSION 
Characteristics of throughfall 

 
The mean throughfall CV of the forest (27.27%) was close 

to reported values in subtropical forests. Shen et al. (2012) 
reported that throughfall CV of secondary succession of ever-
green broadleaved forest ranged from 25% to 39%. However,  
 

the present value was higher than the findings in broadleaved 
forests, which were 18% for a deciduous broadleaved forest 
during leafed period (Staelens et al., 2006), 17% for a broad-
leaved secondary forest (Deguchi et al., 2006), and 
15.9%~20.1% in a deciduous forest (Siegert et al., 2016). The 
higher throughfall CV in our study may be attributed to the 
dense canopy structure, which could provide more sheltered 
areas and drip points. Furthermore, the type and amount of 
throughfall collectors, rainfall and forest characteristics, sam-
pling time scales of the aforementioned studies differed signifi-
cantly with our study, making it difficult to directly compare 
the spatial variation of throughfall.  

As indicated in the results, relationships between storm 
characteristics and both throughfall amount and variability are 
consistent with previous work (Carlyle-Moses et al., 2004; 
Loustau et al., 1992; Shinohara et al., 2010). Most of the rain-
water in small rainfall events is portioned as canopy storage, 
and almost all throughfall is in the form of free throughfall, 
which originates from gross rainfall that passes directly through 
canopy gaps to the forest floor (Zimmermann et al., 2009). 
Throughfall variability responds dramatically to stand variables, 
larger canopy interaction usually result in greater spatial 
throughfall variability. After rainfall saturated canopy water 
storage capacity, throughfall variability remains quasi-constant 
with increasing rainfall. A possible explaination for this phe-
nomenon is that the canopy has established quasi-permanent 
canopy drip zones where throughfall is concentrated, and cano-
py shelter zones where intercepted rainwater is either formed as 
interception loss or funneled to other part of the canopy or to the 
trunk and stem. For gross rainfall input exceeding the threshold 
required for the complete establishment of drip and shelter 
points, the spatial distribution of throughfall will be governed 
by these critical points, therefore the throughfall distribution 
patterns reach a steady state (Carlyle-Moses et al., 2014). 
 
Spatial distribution pattern of throughfall 

 
Previous throughfall studies have showed that throughfall 

patterns displayed a high temporal stability (Fan et al., 2015; 
Keim et al., 2005; Sato et al., 2011; Wullaert et al., 2009), this 
phenomenon was verified in our study (Figure 5), the range and 
variability of throughfall matched previous work. As docu- 
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Fig. 2. Box and whisker plots of throughfall rate against rainfall amount. The center line, bottom and top of the boxes represent the median, 
25th and 75th percentiles, respectively. The whiskers represent the 5th and 95th percentiles. 
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Fig. 3. Coefficient of variation of throughfall against gross rainfall.   Fig. 4. The coefficient of variation of throughfall as a function of 
rainfall intensity. 

 
mented in Figure 5, some collectors gathered significant more 
throughfall volumes than the mean, sometimes exceeded the 
gross rainfall. This could be explained by the fact that these 
collectors were located at the edge of canopy (Figure 1), the 
branches above the collectors were mostly down-facing, which 
seemed to play the role of funnelling and thus had convergence 
effects on throughfall volumes, consequently throughfall was 
concentrated at the canopy edge (Gerits et al., 2010; Fang et al., 
2016; Fathizadeh et al., 2014; Staelens et al., 2006). However, 
inconsistent views on the relationship between the distance to 
the nearest trunk and throughfall volume have also been report-
ed, Keim et al. (2005) found tree age was also a major determi-
nant in throughfall distribution, wet gauges were close to trunks 
in a young conifer stand, while they were not obviously related 
to tree boles in an old conifer stand. The branches of young 
trees are straight and upward, which would transport rainwater 
to areas near the trunk like a funnel, whereas the relatively 
horizontal branches of old trees don’t have this function. Be-
sides tree age, rainfall amount may also lead to inconformity, 
André et al. (2011) observed that throughfall volumes would be 
greater at the crown periphery than adjacent to the trunks at the  
 

early stages of rainfall events (c.a. <5 mm) and presented an 
opposite trend in large rainfall events. Free throughfall takes the 
majority of throughfall in small rainfall events, therefore areas 
under crown periphery could receive more water compared 
with those near the trunk. The funneling effect gradually in-
crease with increasing rainfall amount, more throughfall would 
be gathered to trunks as canopy drips. 

Spatial distribution of throughfall is greatly influenced by 
the spatial heterogeneity of canopy parameters. At the same 
time, we should not neglect the effect of meteorological  
parameters. Figure 3 and 4 showed that rainfall amount and 
intensity played crucial roles in modifying the spatial distribu-
tion of throughfall that reaches the forest floor. With the in-
crease in rainfall amount and intensity, throughfall CV de-
creased by means of a negative power function, which is in 
agreement with the findings of Fan et al. (2015) in an exotic 
pine plantation of subtropical coastal Australia. Kato et al. 
(2013) found that throughfall increased with increasing distance 
to the nearest trunk in windless rainfall events, however, such a 
systematic throughfall pattern was not presented during windy 
conditions. 
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Fig. 5. Time stability plot of normalized throughfall. The upper and lower error whiskers represent the 75th and 25th percentiles, respectively. 
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The location of collectors is a main determinant to obtaining 
a representative throughfall, previous studies have indicated 
that random relocation of collectors after each sampling could 
reduce the necessary collectors and not at the expense of mises-
timating throughfall (Carlyle-Moses et al., 2014; Holwerda et 
al., 2006; Kimmins, 1973; Ritter and Regalado, 2010). He et al. 
(2014) suggested that the locations of collectors should be 
placed at the sites of mean values of plant area index (PAI, the 
sum of all light-blocking elements of vegetation) due to posi-
tion relationship between interception loss and PAI. As a con-
sequence, if we want to reduce the sampling points as much as 
possible, we must identify locations where we have mean val-
ues of these canopy parameters before we arrange the sample. 
Because of the canopy may form stable “canopy drip zones” 
and “canopy shelter zones”, the measured throughfall would be 
greatly influenced by extreme values if the capture area of 
gauges is very small (Zimmermann et al., 2010), therefore, we 
have to increase the capture area of gauges to reduce the impact 
of outliers. 

 
CONCLUSION 

 
In a diverse, structurally complex forest with heterogeneous 

throughfall patterns, the inter-event variability in stand-scale 
throughfall generation was greatly driven by rainfall size and 
intensity. The throughfall CV decreased significantly with 
increasing rainfall amount and intensity, and after rainfall 
amount reached 25 mm or rainfall intensity reached 2 mm h–1, 
when the canopy had formed stable regions of “canopy drip 
zones” and “canopy shelter zones”, throughfall CV presented a 
stable trend. The spatial pattern of throughfall was highly tem-
poral stable during the study period, which may lead to “wet 
zones” and “dry zones” in the forested land.  
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Abstract: Application of compost is known to improve the hydraulic characteristics of soils. The objective of this study 
was to examine the seasonal and short-term effects of solid waste compost amendments on selected hydrophysical prop-
erties of soil during dry and rainy seasons and to explore any negative impacts of municipal solid waste compost 
(MSWC) amendments on soil hydrophysical environment concerning Agriculture in low-country wet zone, Sri Lanka. 
Eight (T1–T8) MSWC and two (T9, T10) agricultural-based waste compost (AWC) samples were separately applied in 
the field in triplicates at 10 and 20 Mg ha–1 rates, with a control (T0). Field measurements (initial infiltration rate, Ii; 
steady state infiltration rate, ISS; unsaturated hydraulic conductivity, k; sorptivity, SW) were conducted and samples were 
collected (0–15 cm depth) for laboratory experiments (water entry value, hwe; potential water repellency: measured with 
water drop penetration time, WDPT) before starting (Measurement I) and in the middle of (Measurement II) the seasonal 
rainfall (respectively 5 and 10 weeks after the application of compost). The difference in the soil organic matter (SOM) 
content was not significant between the dry and rainy periods. All the soils were almost non-repellent (WDPT = <1–5 s). 
The hwe of all the samples were negative. In the Measurement I, the Ii of the T0 was about 40 cm h–1, while most treat-
ments show comparatively lower values. The ISS, SW, and k of compost amended samples were either statistically similar, 
or showed significantly lower values compared with T0. It was clear that all the surface hydraulic properties examined in 
situ (Ii, ISS, SW) were higher in the Measurement I (before rainfall) than those observed in the Measurement II (after rain-
fall). Water potential differences in soils might have affected the surface hydrological properties such as SW. However, 
water potential differences would not be the reason for weakened ISS and k in the Measurement II. Disruption of aggre-
gates, and other subsequent processes that would take place on the soil surface as well as in the soil matrix, such as parti-
cle rearrangements, clogging of pores, might be the reason for the weakened ISS and k in the Measurement II. Consider-
ing the overall results of the present study, compost amendments seemed not to improve or accelerate but tend to sup-
press hydraulic properties of soil. No significant difference was observed between MSWC and AWC considering their 
effects on soil hydraulic properties. Application of composts can be considered helpful to slower the rapid leaching by 
decreasing the water movements into and within the soil. 
 
Keywords: Unsaturated hydraulic conductivity; Infiltration; Solid waste compost; Sorptivity; Water repellency. 
 

INTRODUCTION 
 
Recent developments in the developing countries including 

urbanization and industrialization have led to an accumulation 
of huge amounts of municipal wastes. It is reported that out of 
5.2 million tons of the world daily generation of solid wastes, 
3.8 million tons are generated in developing countries (Coin-
treau, 2007). As the management of municipal solid waste 
(MSW) has become a critical problem in the recent years, nu-
merous activities have been conducted in relation to the recy-
cling of MSW in Sri Lanka. High requirements of energy for 
municipal waste incineration and the limited availability of 
landfills, as well as many other environmental issues, focused 
the attention on waste recycling and compost application to 
agricultural lands. The process of composting MSW reduces 
the waste volume, destroys malodorous compounds, kills the 
existing pathogens, and decreases the germination rate of weeds 
(Jakobsen, 1995). More than 75% of the total MSW generation 
in Sri Lanka are reported to be compostable wastes, confirming 
that the composted MSW in Sri Lanka has a high potential to be 
used as a good-quality soil conditioner (World Health Organi-
zation, 1999). 

Municipal solid waste compost (MSWC) has been success-
fully used for agriculture in many countries (Ex: Grau et al., 
2017; Leogrande et al., 2016). The MSWC have shown compa-

rable physio-chemical characteristics to other composts derived 
from different agro-industrial by-products (Jodar et al., 2017). 
Application of MSWC is known to improve soil C storage 
(Peltre et al., 2017), availability of water and nutrient to the 
crops grown (Martínez-Blanco et al., 2013 and references there-
in), microbial biomass carbon, dehydrogenase activity values 
(Fernandez et al., 2007), and plant growth and fruit production 
characteristics (Leogrande, et al., 2016). However, regardless of 
the attempts that have already been made to popularize the 
application of MSWC to agricultural lands in Sri Lanka, it is 
still in a subordinate level compared with the application of 
chemical fertilizers and other agricultural-based waste com-
posts (AWC). Lack of knowledge and limited research on the 
positive effects of locally available MSWC on soil physico-
chemical environment are considered to be the major reasons 
for such behavior. 

Compost amendments are usually known to improve the 
physical environment of soils including hydrophysical charac-
teristics. Reports are available to show that the amendments of 
MSWC enhance aggregate stability, permeability coefficient 
(Angin et al., 2013), hydraulic conductivity (Yazdanpanah et 
al., 2016), total porosity, water penetration, air circulation, and 
water retention (Karak et al., 2016 and references therein) of 
soils. Pieces of evidence are also available on negative impacts 
of organic amendments such as noticeable increases in water 
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repellency (Głąb et al., 2018) and decreases in hydraulic con-
ductivity (Maule et al., 2000).  

The seasonal changes in Sri Lanka is mainly characterized 
by the dry and rainy conditions, where very high rates of aver-
age annual rainfall (~2500 mm) is common in the wet zone. As 
most Sri Lankan soils show very rapid infiltration rates and 
high hydraulic conductivities (Panabokke, 1996), further en-
hancements of those processes might lead to more rapid leach-
ing of nutrients from the root zone. Considering the currents 
demands for information and importance in making use of 
MSWC, the present study aims to examine the seasonal (dry 
and rainy) and short-term effects of MSWC and AWC on se-
lected hydrophysical properties of soil and to explore any nega-
tive impacts of MSWC amendments on soil hydrophysical 
environment concerning Agriculture in low-country wet zone, 
Sri Lanka. 

 
MATERIALS AND METHODS 
Compost samples and location  

 
Basic analysis was done using 32 MSWC and 3 commonly 

available AWC samples collected from the compost production 
sites scattered throughout the country. After the basic character-
ization, eight MSWC samples (prepared using aerated windrow 
composting technique) and two AWC samples (prepared using 
aerated static pit composting technique) were selected for the 
study. Selection was done to represent composts with similar 
production conditions and maturity, and a wide range of pH and 
electrical conductivity (EC), while avoiding MSWC production 
sites with slaughter house- and clinical-wastes. Selected basic 
properties of the samples are given in Table 1. The pH of the 
compost samples was in a range of 6.5–9.5, the EC was in a 
range of 1–15 mS cm–1, and the organic matter content was in a 
range of about 16–28 g 100 g–1. 

A field experiment was conducted at the Faculty of Agricul-
ture, University of Ruhuna (6°03'29"N 80°34'13"E), located in 
the low country wet zone (WL2) agro-ecological region. The 
soil type is categorized as ‘red-yellow podzolic soils’ under the 
local classification and falls under Rhodudults (Soil Survey 
Staff, 2014). Before starting the field experiment, the soil was 
tested for basic properties. The soil is non-saline, loamy sand in 
texture, and showed fairly high bulk density of 1.37 g cm–3, 
nearly 50% porosity, and moderately acidic soil reaction (Table 
2). A fairly uniform air temperature of about 28°C and a rela-
tive humidity of about 75% are prevailing throughout the year. 
The mean annual rainfall is approximately 2400–2800 mm 
(National Atlas of Sri Lanka, 2007). 
 

Sample treatments in field  
 
The field was cleared and raised beds with drainage channels 

were prepared. Eight MSWC samples (T1–T8) and two AWC 
samples (T9, T10) were added into the planting beds separately 
in three replicates at 10 and 20 Mg ha–1 rates as an initial single 
dose, which is in agreement with the present practice in the 
region. Plots with no compost treatment were used as the con-
trol (T0). Fast growing Bush bean (Phaseolus vulgaris L.) with 
high germination rate were seeded in plots one week after the 
compost application in the inter-monsoonal dry period in 2016, 
before starting of the inter-monsoonal cyclonic rainfall or the 
North-east monsoon rainfall period. Irrigation (pH: 6.7; EC: 1.2 
dS m–1) was done when necessary considering the crop re-
quirements (10–15 mm once in 5 d) before the beginning of the 
seasonal rainfall. 
 
Collection of soil samples  

 
Samples from the field were collected to determine the soil 

properties of the planting beds at 0–15 cm depth (drilled 0–15 
cm samples, composited of 3 points) before starting (5 weeks 
after compost application; Measurement I) and in the middle of 
the seasonal rainfall (10 weeks after compost application; 
Measurement II). During the rainy season (Measurement II), 
the samples were collected after at least two consecutive dry 
days. Undisturbed samples were taken for bulk density meas-
urements. 
 
Laboratory experiments  

 
The basic properties of the compost samples (for initial 

characterization) and the soil samples treated with composts 
were measured in triplicates using standard laboratory tests. 
The pH (1:2.5) and the EC (1:5) were measured using a pH 
meter (sensION 1, HACH Co., USA) and an EC meter (sen-
sION+EC5, HACH Co., USA). The bulk density, particle den-
sity and texture were measured with soil core method, pycnom-
eter method, and hydrometer method, respectively. Organic 
matter contents were measured using the loss on ignition 
(400°C, 6 h) method (Rowell and Coetzee, 2003). 

The water entry value (hwe) was determined using the pres-
sure head method following the procedure reported by Wang et 
al. (2000). A low negative pressure of –10 cm was initially 
applied to prevent the initial instantaneous wetting of the soils 
placed on a porous-based Buchner funnel using a tube connect-
ed to the funnel base. Then the pressure was gradually in- 
 

Table 1. Selected basic properties (mean ± standard deviation) of municipal solid waste composts (T1–T8) and agricultural waste composts 
(T9–T10). 
 

Compost sample pH 
EC 

(mS cm–1) 
Organic matter 

(g 100 g–1) K (mg kg–1) P ( mg kg–1) 
NH4-N 

( mg kg–1) 
NO3-N 

( mg kg–1) 

T1 8.53±0.06 8.40±0.01 15.7±0.8 3270±44 2352±346 171.5±6.4 65.3±18.5 

T2 7.6±0.0 4.41±0.03 32.6±6.7 3463±32 2204±130 76.5±10.3 63.0±5.8 

T3 8.53±0.06 15.0±0.2 25.5±8.0 1110±10 2650±92 82.3±14.9 188±21 

T4 9.47±0.06 13.9±1.4 23.8±9.5 626±6 3533±195 117.2±4.7 234±12 

T5 8.5±0.0 15.2±0.4 22.6±11.0 990±26 2218±357 56.1±1.6 235±28 

T6 8.20±0.52 7.53±0.07 20.5±5.3 2630±52 2918±115 64.8±4.5 261±8 

T7 8.5±0.0 2.69±0.36 27.5±8.2 2293±21 3462±180 64.3±1.8 26.2±9.6 

T8 8.13±0.06 1.05±0.01 26.5±11.4 5326±45 1833±176 55.6±16.2 6.35±2.50 

T9 7.67±0.06 6.55±0.65 18.7±1.4 1696±35 2610±43 69.0±9.7 46.6±7.5 

T10 6.47±0.06 5.78±0.08 29.2±6.0 3606±129 3137±25 67.2±4.9 39.6±3.3 
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Table 2. Selected physical and chemical properties (mean ± stand-
ard deviation) of the field prior to the compost amendments.  
 

Soil parameter            Value 

Bulk density (g cm–3) 1.37±0.05 
Particle density (g cm–3) 2.55±0.03 
Porosity (%) 48.8±0.8 
Sand (%) 83.3±0.5 
Silt (%)   8.9±0.7 
Clay (%)   7.8±0.7 
Soil texture Loamy Sand  
pH   5.7±0.2 
Electrical conductivity (µs cm–1) 58.8±2.5 
SOM (g 100 g–1)   2.4±0.1 

 
creased until the water starts to enter into the soil matrix, which 
is the point of water entry, and the pressure head at the point 
was measured as the hwe (Liyanage and Leelamanie, 2016). 

Water repellency of samples was determined by using water 
drop penetration time (WDPT) test (Doerr et al., 2000, and 
references therein). For the WDPT test, a drop of distilled water 
(50±1 μl) was placed on the surface of soil samples (from a 
height of about 10 mm) using a burette. The time taken for the 
water drop to complete the penetration into the soil was recorded.  
 
Field experiments  

 
The infiltration rates, unsaturated hydraulic conductivity (k), 

and sorptivity (SW) of the soils were determined using Mini disk 
infiltrometer (Decagon devices, Inc.) in the cultivated field, 
before starting (5 weeks after compost application; Measure-
ment I) and in the middle of the seasonal rainfall (10 weeks 
after compost application; Measurement II). In the Measure-
ment II, field was exposed to rainfall for more than 3 weeks, 
and care was taken to conduct the experiments in the field at 
least after two consecutive dry days.  

The k and SW were estimated from the cumulative infiltration 
data obtained in the field at a suction head of 6 cm (for a loamy 
sand texture). The method proposed by Zhang (1997) was used 
to determine the k of the soils (Lichner et al., 2007a, b). The 
method requires measuring cumulative infiltration versus time 
and fitting the results with the function: 

 
I = C1 t + C2 √t  (1) 

 
The parameters C1 (m s–1) and C2 (m s–1/2) are respectively 

related to the k and the soil SW. The k for the soil is then com-
puted from: 
 
k = C1/A    (2) 
 
where C1 is the slope of the curve of the cumulative infiltration 
versus the square root of time, and A is a value that relates the 
van Genuchten parameters for a given soil to the suction rate 
and the radius of the infiltrometer disk. The slope of the curve 
of the cumulative infiltration versus the square root of time and 
the hydraulic conductivity were calculated based on the infiltra-
tion data gathered with the support of Microsoft Excel spread-
sheet published by Decagon (www.decagon.com/macro). The 
linear approximation of the cumulative infiltration versus the 
square root of the time relationship (Eq. 3) was used to estimate 
the slope, which would be the SW. 
 

I = SW √t    (3) 
 

Data analysis 
 
Results from laboratory tests and field experiments were sta-

tistically analyzed with ANOVA and correlation at 5% level of 
significance (P < 0.05) (Microsoft Excel and SAS package).  

 
RESULTS AND DISCUSSION 
Bulk density  

 
The bulk density of the control field (T0) was 1.30 and 1.32 

g cm–3 in the Measurement I and II, respectively. It was slightly 
lower in compost amended samples showing values ranging 
from 1.23–1.28 g cm–3 at 10 Mg ha–1 application rate and 1.20–
1.27 g cm–3 at 20 Mg ha–1 application rate in Measurement I. It 
ranged from 1.26–1.30 g cm–3 and 1.24–1.28 g cm–3, respec-
tively at 10 and 20 Mg ha–1 application rates, in Measurement 
II, without any significant difference among compost treat-
ments. Therefore, it was clear that the type of the compost did 
not affect the bulk density. This might be because all the com-
post samples used in this study were high in maturity levels. 
 
Soil organic matter (SOM) content 

 
The SOM contents of the soils at two application rates for 

both Measurements I and II are presented in Figure 1. The 
SOM content of the untreated soil (T0) was about 1.7 g 100 g–1. 
Results showed that the SOM levels increased with composts  

 

 
 

Fig. 1. Organic matter contents of the soils in (a) Measurement I 
and (b) Measurement II. Error bars indicate ± standard deviation. 
Different lower case letters indicate significant differences between 
treatments, where upper and lower letters on T0 are respectively 
related to the 10 and 20 Mg ha–1 application rates (P ≤ 0.05). 
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treatments showing higher SOM level at high rate of applica-
tion (20 Mg ha–1) than the low rate (10 Mg ha–1) as expected, 
where the SOM content was in a range of 2–4 g 100 g–1. Fur-
thermore, the difference in SOM content was not significant 
between the Measurements I and II. Initial rapid depletion rates 
of SOM after amendments due to prevailing high temperature 
(~28°C) and humidity (~80%) in the area may cause SOM to 
reach almost steady level at the time of Measurement I 
(Leelamanie, 2014). This might be the reason for showing no 
significant differences in SOM between Measurements I and II. 

 
Water repellency 

 
The potential water repellency measurements showed that 

soils with all the treatments were non-repellent or very slightly 
water repellent with WDPTs varying from < 1 s to about 5 s. 
Considerable differences in water repellent levels were not 
observed between almost all the treatments, the two application 
rates and the two measurements periods except for the instant 
penetrations of water drops observed in the control (T0) and 
treatments T4, T6. The reasons for the absence of water repel-
lent condition might be the originally highly wettable nature of 
the soil, low levels of compost application (10–20 Mg ha–1), 
and low SOM levels. 
 
Water-entry value (hwe) 

 
The hwe of samples with all the treatments were negative, 

which is reported to be a commonly found phenomenon in 
readily wettable soils (Wang et al., 2000). The hwe was varying 
from –1.0 to –2.0 cm at 10 Mg ha–1 application rate, from –0.5 
to –1.0 cm at 20 Mg ha–1 rate, and –2.5 cm for the control (T0) 
at both Measurement I and II. The hwe of all the compost treat-
ments at 20 Mg ha–1 rate were significantly higher than those at 
the 10 Mg ha–1 rate (low negative values), whereas no signifi-
cant difference was observed between Measurement I and II. 
The hwe of control (T0) was significantly higher than all the 
other treatments (two rates, two Measurements). Treatments 
T1, T2, T3, and T5 showed significantly high hwe (low negative 
values) only at the 20 Mg ha–1 rate in Measurement I, while 
other compost treatments did not differ significantly. This 
might be due to comparatively high organic matter contents in 
these treatments (Figure 1).  
 
Initial infiltration rate (Ii) 

 
Initial infiltration rates (Ii) of the soils are presented in Fig-

ure 2. In the Measurement I (during the dry season), the Ii of 
untreated soil was about 40 cm h–1, whereas those of compost 
amended soils were in a range of 30–80 cm h–1 at 10 Mg ha–1 
rate, and 15–90 cm h–1 at 20 Mg ha–1 rate (Figure 1a). Soils 
amended with two MSWC samples (T4, T6) showed a signifi-
cant increase (70–80 cm h–1) in Ii at 10 Mg ha–1 application rate. 
This might be because of the comparatively lower organic 
matter contents (Figure 1) and extremely wettable nature 
(showed by instant penetrations). Although the organic matter 
contents of T8, T9, and T10 were also low, they did not show 
highly wettable nature. All other samples did not show signifi-
cant differences in Ii comparing with T0.  

At the doubled application rate (20 Mg ha–1), seven out of 
ten compost amended soils showed lower Ii compared with the 
T0. Compared with the 10 Mg ha–1 application rate, soils 
amended with T8, T9, and T10 showed significantly higher Ii 
than the other treatments at 20 Mg ha–1 rate (Figure 2a). These 
samples showed lower organic matter levels (Figure 1) in both  
 

 

 
 

 
Fig. 2. Initial infiltration rates of the soils in (a) Measurement I and 
(b) Measurement II. Error bars indicate ± standard deviation. Dif-
ferent lower case letters indicate significant differences between 
treatments, where upper and lower letters on T0 are respectively 
related to the 10 and 20 Mg ha–1 application rates (P ≤ 0.05). 

 
application rates and lower bulk densities (1.20 and 1.21  
g cm–3) at 20 Mg ha–1 rate. On the other hand, almost all the 
samples showed lower bulk density at the 20 Mg ha–1 rate than 
that of the 10 Mg ha–1 rate (which would be a result of in-
creased organic matter levels) although the other treatments 
(except T8, T9, and T10) did not show higher Ii levels at 20 Mg 
ha–1 rate. 

The occurrence of high Ii in T8, T9, and T10 treatments at 
20 Mg ha–1 rate might possibly have caused by the development 
of minuscule cracks in soil surface, which would result in lower 
bulk density levels. 

After exposing to the rainfall for period of 3 weeks (Meas-
urement II), the Ii of untreated soil was about 25 cm h–1, where-
as those of compost amended soils were in a range of 14–25 cm 
h–1 at 10 Mg ha–1 rate, and 15–35 cm h–1 at 20 Mg ha–1 rate 
(Figure 1b). The highest Ii was observed in T8 (~35 cm h–1), 
which was in line with the result of Measurement I, and might 
have resulted by similar reason because the bulk density of T8 
was lower than all the other treatments in Measurement II. The 
Ii of soils with most treatments showed decreased values com-
pared with the dry season values, while almost all the treat-
ments did not show any significant differences compared with 
T0.  
 
Sorptivity (SW) 

 
The SW of soils at both Measurements are shown in Figure 3. 

In the Measurement I (Figure 3a), the SW of soils with almost 
all the treatments showed no significant difference with T0 at 
10 Mg ha–1 rate, except T4 and T7 where the SW was signifi-
cantly lower. At the 20 Mg ha–1 application rate, the SW of four 
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treatments (T1, T2, T3, T5) were significantly lower, while all 
the other treatments did not show any significant difference, 
compared with the T0. The treatments T1, T2, T3, and T5 
showed significantly higher organic matter contents than the 
other treatments (Figure 1a). Therefore, the low SW at dry con-
dition might have caused by high organic matter levels, which 
may restrict the sorption of water into soils due to possible 
minor water repellent effects. 

After the rainfall period (Figure 3b), the differences in SW 
among the treatments became extremely minor, showing no 
significant differences among almost all of the compost 
amendments (except T3, T4 at 10 Mg ha–1 rate and T8 at 20 Mg 
ha–1 rate). All the compost treatments showed low SW compared 
with T0, where the most differences were statistically signifi-
cant with few exceptions (T10 at 10 Mg ha–1 rate; T1, T8 at 20 
Mg ha–1 rate). Although the SW is reported to increase as a 
result of organic amendments (Bhattacharyya et al., 2007), 
results of the present study did not show increase in SW with 
compost treatments. As pointed out by Wallis et al. (1991), 
water entry into soils may be reduced by an order of magnitude 
even in the soils that are visually appeared to wet in a normal 
manner, indicating the hydrological significance of water repel-
lency. Accordingly, possible minor changes with compost 
treatments that affect water repellent nature of the soils, alt-
hough could not be quantified with WDPT measurements, can 
be considered as the cause of lowered values of hydraulic prop-
erties with compost applications.  

 

 

 
Fig. 3. Sorptivity of the soils in (a) Measurement I and (b) Meas-
urement II. Error bars indicate ± standard deviation. Different 
lower case letters indicate significant differences between treat-
ments, where upper and lower letters on T0 are respectively related 
to the 10 and 20 Mg ha–1 application rates (P ≤ 0.05). 
 

It was clear that all the surface hydraulic properties exam-
ined in situ (Ii, ISS, SW) were higher in the Measurement I than 
those observed in the Measurement II. As the organic matter 
contents in soils did not show any significant differences before 

and after rainfall, it can be considered that lowered values of 
hydraulic processes in the Measurement II were not caused by 
an increase in organic matter contents and subsequent impacts 
related to wetting properties of soil. Another possible reason for 
higher rates of water movement into soils in dry state would be 
the water potential differences of soils in dry and comparatively 
moist conditions. Theoretically, the wetting of soil with water 
would be accelerated when the particular soil is in more dry 
condition. The moisture content of the field soils (top 0–1 cm) 
at the Measurement I was lower (about 1–2%) than that at the 
Measurement II (4–6%). The ability of a soil to rapidly capture 
water is measured through the SW, which is considered to be the 
dominant parameter governing the early stages of infiltration 
(Shaver et al., 2003). It is possible that the difference in mois-
ture content in soils of the present study affected the surface 
hydrological properties such as SW (Figure 3) and Ii (Figure 2), 
showing higher values in Measurement I. 

 

 
 
Fig. 4. Relation between sorptivity and the water entry values of 
the soils amended with different compost treatments. 

 
The SW explains the ability of a soil to rapidly capture water, 

or to uptake water without gravitational effects (Philip, 1969), 
whereas water-entry value explains a critical pressure at a point 
of achieving instantaneous water entry. As both hwe and SW 
explains entering of water into the soil at different conditions, 
hwe was plotted against SW to observe their interrelation. A 
moderate negative linear correlation (R2 = 0.50) was observed 
between hwe and SW (Figure 4), which was statistically signifi-
cant at 0.05 probability level. 
 
Steady-state infiltration rate (ISS) 

 
As shown in Figure 5, ISS did not follow the same results as 

Ii. In the Measurement I taken in the dry season, the ISS of un-
treated soil was about 24 cm h–1, whereas those of compost 
amended soils were in a range of 13–25 cm h–1 at 10 Mg ha–1 
rate, and 8–25 cm h–1 at 20 Mg ha–1 rate (Figure 5a). It was 
clear that ISS of all the compost amended samples were either 
statistically similar to, or significantly lower than, that of the T0 
at both application rates.  

At the 20 Mg ha–1 application rate, eight out of ten compost 
amended soils showed low ISS values compared with those at 
the 10 Mg ha–1 application rate (Figure 5a). This might have 
caused by the differences in organic matter content of the com-
post amended soils as ISS showed a negative linear correlation 
(R2 = 0.43) with the SOM content. In the Measurement II, the 
ISS did not show any significant difference among the treat-
ments and application rates, showing low values about 8 cm h–1 
(Figure 5b). Possible physical changes occur with breaking  
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Fig. 5. Steady-state infiltration rates of the soils in (a) Measurement 
I and (b) Measurement II. Error bars indicate ± standard deviation. 
Different lower case letters indicate significant differences between 
treatments, where upper and lower letters on T0 are respectively 
related to the 10 and 20 Mg ha–1 application rates (P ≤ 0.05).  

 
down of aggregates, and other subsequent processes would take 
place on the soil surface as well as in the soil matrix might be 
the reason for the weakened ISS in the Measurement II. 
 
Unsaturated hydraulic conductivity (k) 

 
The k of soils in both dry and wet periods is shown in Figure 

6. During the dry period (Figure 6a), the k of the control (T0) 
was 18 cm h–1. At 10 Mg ha–1 rate, the k under compost treat-
ments were either statistically similar, or significantly lower, 
compared with T0.  

The k of compost treatments (except T6 and T8) decreased 
at the higher application rate (20 Mg ha–1). All the compost 
treatments at the 20 Mg ha–1 rate showed lower k values com-
pared with T0, where most of the differences were statistically 
significant (except T3, T8). Soils treated with T8 showed high 
values for most tested hydraulic properties (Ex. Ii, SW) that 
might have resulted from the development of minuscule cracks 
not only on the soil surface, but also in the matrix, which is 
shown by lower bulk density. As soils with T3 did not show 
low bulk density levels, low organic matter levels, or low val-
ues in any other tested surface hydraulic property, possible 
reasons for showing k values that are statistically similar to T0 
is not clearly understood. However, there might be a possibility 
of macro-pore development in the soil matrix, which could not 
be confirmed in the present study. 

After the rainfall (Measurement II), plots with all the treat-
ments showed lowered k values (Figure 6b). All the compost 
treatments showed significantly lower k values compared with 
the T0 at both 10 and 20 Mg ha–1 application rates, where the k 
was higher at 10 Mg ha–1 than that of 20 Mg ha–1 for all the 
treatments. As similar cultivation practices conducted in all the  
 

 

 
Fig. 6. Unsaturated hydraulic conductivity of the soils in (a) Meas-
urement I and (b) Measurement II. Error bars indicate ± standard 
deviation. Different lower case letters indicate significant differ-
ences between treatments, where upper and lower letters on T0 are 
respectively related to the 10 and 20 Mg ha–1 application rates  
(P ≤ 0.05). 

 
plots including control (T0), the decreased values of k are con-
sidered to be caused by compost treatments, showing lower 
values at higher rates. Application of organic manure, including 
MSWC, is known to enhance porosity, water retention charac-
teristics and saturated hydraulic conductivity (Głąb, 2014; 
Karak et al., 2016 and references therein; Yazdanpanah et al., 
2016) of soils. In contrast to those reports, k in the present study 
showed decreasing trend with compost treatments. 

To examine the relation of SOM levels to the unsaturated 
water movement in the soil matrix, the k was plotted against 
SOM content. The k showed moderate negative linear correla-
tion with the log SOM content for the Measurements I (R2 = 
0.50) and II (R2 = 0.51) periods (Figure 7). Comparing the 
Measurements I and II, k showed higher sensitivity to the in-
creasing SOM contents at the Measurement I conducted in the 
dry period, indicating higher slope in the linear regression line 
compared with the Measurement II conducted during the rainy 
period (standard errors of the slopes are 6.11 and 2.02 for dry 
and rainy periods, respectively). 

Compost treatments made to the top soil (1–10 cm) seem to 
affect most of the investigated hydraulic properties (hwe, Ii, ISS, 
SW) on the soil surface as well as in the soil matrix (k). In case 
of k, this effect was more explicit in both Measurements show-
ing lower values in all the compost amended soils compared 
with T0, and higher rate of application compared with the lower 
rate. This effect can be confirmed considering the negative 
linear relationship between log organic matter content and the k 
(Figure 7). 

Altogether, the in situ investigated hydraulic properties 
(such as Ii, ISS, SW, k) showed greater values before the start of 
the rainy season than afterwards. As the differences in SOM  
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Fig. 7. Relation between logarithmic organic matter content meas-
ured as g 100 g–1, and the unsaturated hydraulic conductivity of the 
soils amended with different compost treatments at Measurement I 
(M -I) and Measurement II (M -II). 
 
contents were not significant before and after rainfall, it can be 
considered that lowered values of hydraulic properties in the 
Measurement II were not caused by an increase of organic 
matter contents and subsequent impacts related to wetting prop-
erties of soil. Although water potential difference is a potential 
factor, it seemed not a possible reason here because ISS also 
decreased in the Measurement II (Figure 5). The ISS should be 
remain similar in Measurements I and II, because it represents a 
situation near saturation, where the initial levels of moisture in 
soils would not have any effective impact. Furthermore, when 
the moisture content is high in a soil, water movement through 
the pores would be easier than that in a comparatively dry soil, 
improving hydraulic water movement. In contrast, k showed 
significant decrease in the Measurement II. Accordingly, it can 
be considered that although the water potential differences 
might have important effects, it would not be the solitary reason 
for weakened hydraulic movements in the Measurement II, 
where the soils were exposed to rainfall for a period of more 
than 3 weeks.  

Dry soils that face rainfall would be subjected to different 
kinds of physical changes. Aggregates that have been produced 
in the dry soil would be dissipated producing sludge due to 
precipitation, and other subsequent processes would take place 
on the soil surface as well as in the soil matrix, such as particle 
rearrangements, clogging of pores, and formation crusts. These 
kinds of changes in soil physical environment might be the 
reason for the weakened ISS in the Measurement II. Moreover, 
these effects can be considered as the reasons for the linear 
regression line between log organic matter content and the k to 
demonstrate a high slope in the Measurement I compared with 
that in the Measurement II. 

 
CONCLUSIONS 

 
Data obtained through direct field and laboratory measure-

ments with soils of cultivated plots amended with ten types of 
composts samples at two rates (10 and 20 Mg ha–1) with control 
(T0) showed that the processes such as water entry, infiltration 
rates, k, and SW are affected by the compost amendments. Con-
sidering the overall results of the present study, compost 
amendments seemed not to improve or accelerate but tend to 
suppress hydraulic properties of soil, especially at the higher 
rate of application. 

Results revealed that there is a significant difference be-
tween measurements made in dry and rainy seasons, which 

might have caused mainly by physical changes incurred due to 
the impacts of rainfall. No improvement in hydraulic properties 
were observed with AWC treatments compared with MSWC. 
However, the SOM contents seemed lower in AWC treatments 
(T9, T10) than most of the MSWC. 

Providing high organic matter content to the soil is also im-
portant as the original organic matter levels in the soil is very 
low. Considering the results, T1, T2, T3, and T5 are the treat-
ments that result in high SOM contents. On the other hand, the 
tested soil was a coarse-textured loamy sand soil where the 
soils are facing very high average annual rainfall (2400–2800 
mm). Water drains through very easily making the soil more 
prone to leaching, removing plant available nutrients from the 
root zone with the possibility of contaminating groundwater. 
Therefore, considering the importance of lowering the hydrau-
lic water movements as well, T3 and T5 might be considered as 
best suited for the tested soil conditions. 
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Abstract: In the present study, experiments were conducted in a large-scale flume to investigate the issue of local scour 
around side-by-side bridge piers under both ice-covered and open flow conditions. Three non-uniform sediments were 
used in this experimental study. Analysis of armour layer in the scour holes around bridge piers was performed to inspect 
the grain size distribution curves and to study the impact of armour layer on scour depth. Assessments of grain size of 
deposition ridges at the downstream side of bridge piers have been conducted. Based on data collected in 108 experi-
ments, the independent variables associated with maximum scour depth were assessed. Results indicate that the densi-
metric Froude number was the most influential parameter on the maximum scour depth. With the increase in grain size 
of the armour layer, ice cover roughness and the densimetric Froude number, the maximum scour depth around bridge 
piers increases correspondingly. Equations have been developed to determine the maximum scour depth around bridge 
piers under both open flow and ice covered conditions. 
 
Keywords: Armour layer; Local scour; Bridge pier; Ice cover; Non-uniform sand; Erosion of river-bed. 
 

INTRODUCTION 
 
Bed scour may be a natural occurrence or due to manmade 

changes to a river. Depending on the intensity of approaching 
flow for sediment transport, local scour process around bridge 
piers is classified as either clear-water scour or live bed scour. 
Local scour around bridge pier is a process of scouring as the 
result of installation of artificial obstacles such as weirs, abut-
ments and piers in rivers (Richardson et al., 1993). More specif-
ically, flow contraction in rivers caused by installation of  
hydraulic constructions such as bridge piers and abutments can 
lead to substantial local alteration of the flow patterns and 
significant increase of shear stress. As the result of increased 
shear stress around the hydraulic structures which is itself direct 
consequence of increased turbulence, flow velocities and the 
complex flow structures (downwelling, upwelling, horseshoe 
vortices) causes increased sediment entrainment at the river bed 
which eventually results in development of local scour holes 
(Török et al., 2014). The main feature of the flow around a pier 
is the system of vortices which develop around the pier. These 
vortex systems have been discussed by many researchers (Ko-
thyari et al., 1992; Melville and Raudkivi, 1977; Melville and 
Sutherland, 1988; Raudkivi and Ettema, 1983, to mention only 
a few). One of the phenomena associated with characteristics of 
flow in the vicinity of bridge piers is the development of ar-
mour layer. Bed armouring process typically occurs in streams 
with non-uniform bed materials. This phenomenon occurs 
mainly due to selective erosion process in which the bed shear 
stress of finer sediment particles exceeds the associated critical 
shear stress for movement. As a consequence, finer sediment 
particles are transported and leave coarser grains behind. 
Through this process, the coarser grains get more exposed to 
the flow while the remaining finer grains get hidden among 
larger ones (Mao et al., 2011). Armour layer is also partially 
due to the reduced exposure of the flow with those sediments 
inside the scour hole zone (Sui et al., 2010). For the same bed 
sediments, Dey and Raika (2007) found that the scour depth 
around bridge piers with an armour layer is less than that with-
out armour layer. Froehlich (1995) stated that the thickness of 

the natural armour-layer is up to one to three times the particle 
grain size of armour-layer. Raudkivil and Ettema (1985) found 
that due to the local flow structure around a pier, local scour 
may either develop through the armour layer and into the finer, 
more erodible sediment, or it may trigger a more extensive 
localized type of scour caused by the erosion of the armour 
layer itself. Sui et al. (2010) studied clear-water scour around 
semi-elliptical abutments with armoured beds. The results 
showed that for any bed material having the same grain size, 
with the increase in the particle size of armour-layer, scour 
depth will decrease. Török et al. (2014) investigated armour 
layer development in a scour hole around a single groin in 
laboratory. The main goal of their research was to study bed 
morphology, sediment transport, bed composition and hydro-
dynamics under conditions when bed armour development is 
expected. Guo (2012) studied the relevant scour mechanism of 
clear water scour around piers and proposed a scour depth 
equation. Zhang et al. (2012) studied bed morphology and grain 
size characteristics around a spur dyke. It was found that the 
mean grain size and the geometric standard deviation of the bed 
sediment are two important parameters in characterizing the 
changes of the bed morphologies and the bed compositions 
around the spur dyke. Kothyari et al. (1992) concluded that an 
increase in the geometric standard deviation of sediment grada-
tion (σg) would lead to a decrease in scour depth because of the 
armouring effect on the bed.  

The presence of ice cover imposes a solid boundary to flow. 
The velocity profile under ice-covered condition is totally dif-
ferent compared to open channel flow. Under ice-covered con-
dition, the maximum velocity occurs between channel bed and 
the bottom of the ice cover and is dependent on the relative 
roughness of these two boundaries (Sui et al., 2010). The veloc-
ity drops to zero at each boundary due to the no-slip boundary 
condition, resulting in a parabola-shaped profile (Zabilansky et 
al., 2006). The presence of ice cover has been found to increase 
local scour depth around bridge piers by 10%–~35% (Hains 
and Zabilansky, 2004). Also, as pointed out by Wang et al. 
(2015, 2016), the appearance of bridge piers and abutments in 
channel has different impacts on ice accumulation under ice 
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cover. Based on experiments in laboratory, Wu et al. (2014) 
claimed that with the increase in ice cover roughness, scour 
depth bridge around bridge abutments increased, correspond-
ingly. The impact of ice on sediment transport in a stream is 
typically most significant during ice formation and breakup 
(Ettema and Kempema, 2012; Sui et al., 2000). Ice cover can 
either increase or decrease bed load and suspended sediment 
transport depending on the type of ice cover (Ettema and 
Kempema, 2012; Sui et al., 2000). Ettema et al. (2000) pro-
posed a method for estimating sediment transport rate in ice-
covered alluvial channels. Wu et al. (2014) investigated the 
impact of ice cover on local scour around bridge abutment. 
Results show that with increase in densimetric Froude number, 
there is a corresponding increase in the scour depth. Results 
also showed that with increase in grain size of the armour layer, 
the maximum scour depth decreases and with increase in ice 
cover roughness, the maximum scour depth increases corre-
spondingly (Wu et al., 2014). 

Up to date, research work regarding the impact of ice cover 
on local scour in the vicinity of bridge piers is limited. In pre-
sent study, three non-uniform sediments and two types of ice 
cover are used to study the development of armour layer in the 
scour hole around four pairs of bridge piers as well as to inves-
tigate the impact of ice cover and armour layer on the maxi-
mum scour depth under ice covered conditions. 

 

EXPERIMENT SETUP 
 
Experiments were carried out in a large-scale flume at the 

Quesnel River Research Centre of the University of Northern 
British Columbia. The flume is 38.2 m long, 2 m wide and  
1.3 m deep, as showed in Figure 1a. The longitudinal slope of 
the channel bed was 0.2 percent. A holding tank with a volume 
of 90 m3 was located at the upstream of the flume to keep a 
constant discharge during each experimental run. To create 
different velocities, three valves were connected to adjust the 
amount of water into the flume. Two sand boxes were filled 
with natural non-uniform sediment. Theses sand boxes were 
spaced 10.2 m away from each other and were 30 cm deep and 
5.6 m and 5.8 m in length, respectively. Three types of non-
uniform sediments with different gain sizes were used in this 
experimental study. The natural non-uniform sediments had 
median grain sizes of 0.50 mm, 0.47 mm and 0.58 mm and the 
geometric standard deviation (σg) of 2.61, 2.53 and 1.89, re-
spectively. According to Dey and Barbhuiya (2004), sediments 
used in this study can be treated as non-uniform since σg is 
larger than 1.84. Four pairs of bridge piers with different di-
ameters of 6 cm, 9 cm, 11cm and 17 cm were used. Inside each 
sand box, a pair of bridge piers was placed symmetrically to the 
centre line of flume. The distance from the centre line of each 
pier to the flume centre is 25 cm, as illustrated in Figure 1b.  
 

 
Fig. 1. Experimental setup. (a) Plan view and vertical view of experiment flume. 

 

 
Fig. 1. Experimental setup. (b) The spacing ratio and measuring points around the circular bridge piers.  
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Water level in the flume was controlled by adjusting the tail-
gate. In front of the first sand box, a SonTek incorporated 2D 
Flow Meter was installed to measure flow velocities and water 
depth during experiment runs. A staff gauge was also installed 
in the middle of each sand box to manually verify water depth. 
Velocity fields in scour holes were measured using a 10-MHZ 
Acoustic Doppler Velocimeter (ADV). The ADV is a high-
precision instrument that can be used to measure 3D flow ve-
locity in a wide range of environments including laboratories, 
rivers, estuaries, and the ocean (Cea et al., 2007). Styrofoam 
panels which were used to model ice cover, had covered the 
entire surface of flume. In present study, two types of model ice 
cover were used, namely smooth cover and rough cover. As 
showed in Figure 2, the smooth cover was the surface of the 
original Styrofoam panels while the rough cover was made by 
attaching small Styrofoam cubes to the bottom of the smooth 
cover. The dimensions of Styrofoam cubes were 2.5 cm × 2.5 
cm × 2.5 cm and were spaced 3.5 cm apart. A total of 108 
flume experiments were completed under both open channel 
and ice-covered flow conditions. In terms of different boundary 
conditions (open channel, smooth covered and rough covered 
flow conditions), for each sediment type and each boundary 
condition, 12 experiments were done. Experimental runs were 
taken under clear-water scour conditions. After 24 hours, the 
flume was gradually drained, and the scour and deposition 
pattern around the piers was measured. To accurately read the 
scour depth at different locations and to draw scour hole con-
tours, the outside perimeter of each bridge pier was equally 
divided and labeled as the reference points. The measurement 
of scour hole was subject to an error of +/–0.03 cm. 

 

 
 

Fig. 2. Rough model ice cover on water surface. 
 
After each experiment, sand samples within the scour hole 

which represent armour layer were collected. The samples were 
taken from the top layer of 5 mm of the armour layer in each 
scour hole. The sampling process is based on the sampling 
methodology for collecting armour samples proposed by Bunte 
and Abt (2001). The collected sand samples were eventually 
sieved and the mediums grain size of armour layer (D50) was 
calculated. The scour contours were also plotted by using Surf-
er 13, Golden Software. In present study, 108 Experiments (36 
experiments for each sediment type) were conducted under 
open channel, smooth covered and rough covered conditions. 
For each sediment type, 12 experiments were done for open flow 
condition, 12 experiments for smooth ice-covered flow condition 
and 12 experiments for rough ice-covered flow condition, respec-
tively. Flow depth in the flume was controlled by adjusting 
downstream tailgate. The flow depth ranges from 9 cm to 28 cm. 
The flow velocity ranges between 7.0 cm/s and 27.09 cm/s.  

RESULTS 
Scour patterns and bed morphology 

 
Figure 3 shows the scour morphology and developed armour 

layer around the 17-cm-pier. Results indicate that the geometry 
of the scour holes under open flow condition is approximately 
similar to that under ice-covered flow condition. As shown in 
Figure 3, the armour layer covers the scour holes around bridge 
pier. At the downstream of bridge pier, a deposition ridge was 
developed. Figure 4 shows the scour contours and bed mor-
phology around the 11-cm-pier under smooth covered flow 
condition for three different sediments. Under the same flow 
condition and ice-covered condition, the maximum scour depth 
occurs in channel bed with the finest sediment (D50 = 0.47 mm). 
Due to the horseshoe vortex system, the maximum depth of 
sour hole is located at the upstream face of the piers, and the 
scour hole extends along the sides of the piers towards the 
downstream face of the pier where the wake vortex exists. This 
scouring process around bridge piers is substantially due to the 
merging of the locally enhanced flow at the sides of the pier 
with the turbulent horseshoe vortices in front of the piers. Be-
sides, sediment deposition ridge which is developed at the 
downstream of the piers, travels further downstream as vortex 
shedding occurs. Under the same flow condition and ice-
covered condition, as the sediment gets coarser, the turbulence 
of flow between the piers slightly decreases. Thus, with respect 
to Figure 4, a slight deposition which is caused by the jet-like 
flow has developed between piers, especially for channel bed 
with sediment of D50 = 0.47 mm. Figure 5a shows the variation 
in scour depth elevation for 3 different sediments under smooth 
ice-covered flow condition, while Figure 5b shows the variation 
in scour depth elevation for sediment of D50 = 0.58 mm under 
conditions of open channel, smooth ice-covered and rough ice-
covered flows. The following results are obtained from the 
Figure 5a and Figure 5b: 

Under the same boundary condition (either covered flow or 
open flow), the maximum scour depth is located at the up-
stream nose of the pier (at point 9 of the 11-cm-pier as showed 
in Figure 1b). The primary horseshoe vortex which is stronger 
at the front face of pier is responsible for this. As confirmed by 
Muzzammil and Gangadhariah (2003), the primary horseshoe 
vortex which generates in front of a pier is the main reason for 
scour over the entire scouring process. Results showed that the 
interaction between the primary horseshoe vortex and the finer 
sediment is more intense than that of coarser sediment. Also, 
the lowest scour hole is located at point 4 which is behind the 
pier as showed in Figure 5a.  

 

 
 
Fig. 3. Armour layer developed around the 17-cm-pier. 

Bereitgestellt von  University Library Bratislava | Heruntergeladen  06.09.19 07:02   UTC



Impact of armour layer on the depth of scour hole around side-by-side bridge piers under ice-covered flow condition 

243 

 
 

Fig. 4a. Scour morphology and the deposition ridge around the  
11-cm-pier under smooth ice-covered condition for D50 = 0.50 mm. 
 

 
 

Fig. 4b. Scour morphology and the deposition ridge around the  
11-cm-pier under smooth ice-covered condition for D50 = 0.47 mm. 
 

 
 

Fig. 4c. Scour morphology and the deposition ridge around the  
11-cm-pier under smooth ice-covered condition for D50 = 0.58 mm. 

 
Figure 5b shows that, for the same sediment (such as D50 = 0.47 

mm), the deepest scour hole has occurred under rough ice-covered 
flow condition. Besides, regardless of flow cover, the maximum 
scour depth is located at the upstream face, namely, location point 
7 for the 9-cm-pier, similar to that of the 11-cm-pier. According to 
Sui et al. (2010), the existence of an ice cover on water surface 
doubles the wetted perimeter compared to that under open flow 
condition, and alters the hydraulics of an open channel by imposing 
an extra boundary to the flow. As a consequence, the maximum 
flow velocity is shifted towards the channel bed. The velocity 
profile is significant changed (comparing to that under open flow 
condition). Thus, the strength of primary horseshoe vortexes under 
ice-covered flow condition is amplified, this leads to more intense 
scour depths. Under covered flow condition, the roughness of ice 
cover has significant impacts on velocity field and flow character-
istics, namely, the rougher the ice cover, the more effects on veloc-
ity field and flow characteristics. For channel bed with the  
 

 
 

Fig. 5a. Scour profiles around the 11-cm-pier under smooth ice-
covered flow condition.  
 

 
 

Fig. 5b. Scour profiles around the 9-cm-pier under ice-covered and 
open channel flow condition for D50 = 0.47 mm. 

 
 

 
same sediment, the rough ice cover will lead to a deeper scour hole 
comparing to that of smooth ice-cover.  

Figure 6a shows the pattern of scour hole and deposition ridge 
around the 11-cm pier under rough covered flow condition (D50 = 
0.58 mm), while Figure 6b shows scour depths around the 9-cm-
pier under different boundary conditions for D50 = 0.47 mm. Re-
sults indicate that, regardless of the roughness of ice cover and 
grain size of sediment, the maximum scour depths always occur at 
the upstream front face of bridge piers. It has been observed from 
experiments that the horseshoe vortex shifts the maximum down-
flow velocity closer to the pier in the scour hole. Besides, under 
covered condition, the strength of this downflow jet is intensified. 
The eroded sand particles are carried around the pier by the com-
bined action of accelerating flow and the spiral motion of the 
horseshoe vortex. As clearly showed in Figure 6a, the deposition 
ridge has been formed downstream of the pier. Melville and Cole-
man (2000) stated that the wake-vortex system acts like a vacuum 
cleaner sucking up stream bed material and carrying the sediment 
moved by the horseshoe vortex system and by the downward flow 
to the downstream of the pier. However, wake vortices are normal-
ly not as strong as the horseshoe vortices and therefore, they are 
not able to carry the same amount of sediment load as that 
carried by the horseshoe vortex. Hereby, sediment deposition 
occurs downstream of bridge piers in the form of deposition 
mound as shown in Figure 6a. 

 
Scour area and scour volume 

 
Accurate determination of scour volume and scour area is 

important in practical decision-making for the control of local 
scour and safe design of countermeasures. However, there is 
very limited research work for examining the scour volume and 
scour area under ice-covered flow condition. Wu et al. (2014)  
 

Bereitgestellt von  University Library Bratislava | Heruntergeladen  06.09.19 07:02   UTC



Mohammad Reza Namaee, Jueyi Sui 

244 

  

    
 
Fig. 6a. a view of the scour pattern and deposition ridge around 
the 11-cm pier under rough ice-covered condition (D50 = 0.58 
mm). 

 
 

Fig. 6b. Cross sections of scour and deposition ridge around the 
9-cm-piers under open channel, smooth and rough covered flow 
conditions (D50 = 0.47 mm). 

 

 

 
 

 

Fig. 7. Relationship between scour volume and scour area.  

 
found that there was a linear correlation between scour depth 
and volume of scour hole around bridge abutments under ice 
covered condition. Khwairakpam et al. (2012) developed two 
formulae to estimate scour volume and scour area around a 
vertical pier under clear water condition in terms of approach 
flow depth and pier diameter. Figure 7 gives the relationship 
between scour volume (V) and scour area (A) in terms of grain 
size of sediment. These relationships can be described as fol-
lows: 

Under open flow condition: 
 

1.2560.229V A=   (1) 
 
Under ice-covered flow condition: 

 
1.1580.465V A=  (2) 

In which V is volume of scour hole (cm3) and A is surface 
area of scour hole. The following results are obtained from the 
scour volume and scour area analysis. 

(a)  In terms of grain size of sediment, under the same 
flow condition, the finest sediment (D50 = 0.47 mm) yielded the 
largest scour volume and scour area and the impact of ice cover 
on scour volume and scour area is more significant for finer 
sediment type. On the other hand, under the same flow condi-
tions, the coarsest sediment (namely, D50 = 0.58 mm) yielded 
the smallest scour volume and scour area.  

(b) In terms of flow cover, results indicated that the flow 
under ice-covered condition led to larger amount of scour vol-
ume and scour area. It was found that, the maximum amount of 
scour volume and scour area occurred under rough covered 
flow condition. Also, under the same flow condition, intense 
scouring process around bridge piers with smaller pier spacing 
has been observed, especially in channel bed with the finest 
sediment. 
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Grain size analysis of armour layer 
 
Sieve analyses (ASTM D422-63) were performed to obtain 

the grain size distribution of the three non-uniform sediments. 
The grain size distribution curves for these three non-uniform 
sediments used in this experimental study are displayed in 
Figure 8. Sieve analyses revealed that the material collected 
was almost exclusively coarser than 0.075 mm (#200 sieve). 
The sediments were classified according to the unified soil 
classification system (ASTM D2487-11). All three sediments 
were classed as poorly-graded sands (SP). 

As the experiments initiated, the armour layer evolution 
gradually started to develop inside the scour hole. The first sign 
of armour layer development was inside the scour hole at the 
upstream face of the pier where the downflow and horseshoe 
vortex exists and in which the armour layer was denser. The 
armour layer then extended to the sides and downstream of the 
pier, where the armour layer particles were more separated 
from each other and it eventually disintegrates at the end of the 
deposition ridge. Results showed that the armour layer which 
was formed on the deposition ridges was composed of finer 
sediment particles compared to those of armour layer formed 
inside the scour holes. The maximum depth of scour hole re-
mained quite constant once the armour layer was formed which 
is due to the slope stability caused by formation of the armour 
layer. The samples of armour layer developed within the scour  
 

hole were collected for each experimental run and the D50 of the 
armour layers were extracted from armour layer grain size 
distribution graphs (described as D50A). Figure 9 displays the 
distribution curves of grain sizes of armour layer in scour hole 
around the 11-cm-pier for D50 = 0.50 mm compared to those of 
the original sands and deposition ridge under rough covered 
flow condition. Table 1 also shows the grain size characteristics 
of samples of armour layers in scour holes around the 11-cm-
pier compared to those of correspondingly deposition ridges for 
three sands under rough covered flow condition. One can see 
from Table 1, the armour layer generated in sand bed of D50 = 
0.58 mm is coarser than that in sand beds of D50 = 0.47 mm and 
D50 = 0.50 mm. To better distinguish the difference in grain size 
distributions between the samples of armour layers in scour 
holes and the samples of the associate deposition ridges, the 
grain size distributions are separately displayed in Figures 
10(a–b). Results indicate that the armour layer generated in 
sand bed of D50 = 0.58 mm is the coarsest comparing to those of 
D50 = 0.47 mm and D50 = 0.50 mm. Regarding the deposition 
ridge in sand bed of D50 = 0.58 mm, the deposition ridge is 
covered by coarsest sand particles comparing to those of D50 = 
0.47 mm and D50 = 0.50 mm. With decrease in D50 of the origi-
nal sand, the grain size of the armour layer decreases corre-
spondingly. These results are in good agreement with findings 
of Wu et al (2015) who investigated the armour layer in scour 
holes around square and semi-circular abutments.  

 

 

 
 
Fig. 8. Grain size distribution curves of three non-uniform sands used in this study. 
 

 
 
Fig. 9. Grain size distribution curves of the armour layer in scour hole around the 11-cm-pier, original sand and deposition ridge for sand 
bed of D50 = 0.50 mm under rough covered condition. 
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Fig. 10a. Grain size distributions of armour layer samples in scour hole generated from three sands around the 11-cm-pier.  
 

 
 

Fig. 10b. Grain size distributions of samples of deposition ridge generated from three sands downstream of the 11-cm-pier.  
 
 
 
 

 
Table 1. Grain size characteristics of samples of armour layer in scour hole around the 11-cm-pier under rough covered flow condition 
compared to those of associated deposition ridge. 
  

  

D10 
(mm) 

D16 
(mm) 

D30 
(mm) 

D50 
(mm) 

D60 
(mm) 

D84 
(mm) 

D90 
(mm) 

Geometric 
standard 
deviation 

(σg) 

Uniformity 
coefficient 

(CU) 

Coefficient of 
curvature (Cc) 

Composition of armour layer (DXA) 
Sample 1, for 
D50 = 0.50 mm 0.22 0.28 0.40 0.70 1.10 3.30 3.80 3.43 5.00 0.66 

Sample 2, for 
D50 = 0.47 mm 0.21 0.26 0.38 0.55 0.62 1.40 2.10 2.32 2.95 1.11 

Sample 3, for 
D50 = 0.58 mm 0.23 0.28 0.39 1.40 2.10 3.80 4.00 3.68 9.13 0.31 

Composition of deposition ridge (DXR) 
Sample 1, for 
D50 = 0.50 mm 0.18 0.21 0.27 0.40 0.48 0.75 0.88 1.89 2.67 0.84 

Sample 2, for 
D50 = 0.47 mm 0.17 0.19 0.24 0.34 0.40 0.63 0.72 1.82 2.35 0.85 

Sample 3, for 
D50 = 0.58 mm 0.18 0.21 0.30 0.47 0.53 0.90 1.30 2.07 2.94 0.94 

 
Determination of scour depth with influence of armour 
layer 

 
Considering a bridge pier in a river whose flow is assumed 

to be steady and uniform, Breusers et al. (1977) pointed out that 

following parameters may influence the scouring phenomenon 
as follows: 1) variables characterizing the fluid such as acceler-
ation due to gravity (g) and density of fluid (ρw); 2) variables 
characterizing the bed material such as sediment density (ρs), 
median grain size of the bed material (D50B) and median grain 
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size of sediment particles of the armor layer; 3) variables char-
acterizing the flow such as depth of approaching flow (y0) and 
the mean velocity of approaching flow (U); 4) variables charac-
terizing the bridge pier and channel geometry such as pier 
shape and size and channel width. In addition to above-
mentioned parameters, in the present study, the effect of ice 
cover roughness is an important parameter which must be con-
sidered. Therefore, conceptually at least, with influence of 
armour layer in scour hole around bridge pier, the maximum 
scour depth of scour hole may be evaluated by means of a 
general formula for computation: 

 
( )max 50 50 0, , , , , , , , , ,A B b i w sy f U g D D n n D B y ρ ρ=   (3) 

 
In which,  ymax  is the maximum depth of scour hole around 

bridge pier;  D50A  is the median grain size of armour layer;  nb  
is the Manning roughness coefficient of channel bed;  ni  is 
Manning roughness coefficient of ice cover;  D  is the diameter 
of bridge pier;  B  is the channel width;  ρw  and  ρs  are the 
density of water and sediment, respectively, with  Δρ = ρs–ρw. 
Through dimensional analysis by means of Buckingham π 
theories, the maximum depth of scour hole can be expressed as 
follows 

 

( )
max 50 50 50 50

50 50 050

, , , , ,A i A A A

A B bW A

y U D n D D Df
D D n y B DgDρ ρ

 =   Δ 
  (4) 

 

The term 
( )0

50W A

UFr
gDρ ρ

=
Δ

 is called densimetric 

Froude number and is a criterion of hydraulic conditions for 
assessment of the incipient motion of bed material (Aguirre-Pe 
et al., 2003). It is a term that describes the incipient motion of 
the sediment articles. The larger the densiometric Froude num-
ber, the larger shear stress is needed to transport the sediment 
particles. Eq. (4) can be also expressed as follows: 
 

( )max 50 50 50 50
0

50 50 0

b c d e f
a A i A A A

A B b

y D n D D DA Fr
D D n y B D

         =                  
(5) 

 
Since the value of D50A/B is truly tiny, the term D50A/B can be 

neglected from Eq. (5). Besides, the term (D50A/y0) can be also 
ignored from Eq. (5) due to its weak correlation with 
(ymax/D50A). Therefore, the following parameters have been used 
to assess the relative maximum scour depth (MSD) of scour 
hole (ymax/D50A) around bridge pier.  

 

( )max 50 50
0

50 50

a b c
dA A i

A B b

y D D nA Fr
D D D n

     =         
 (6) 

 
In the case of open channel flow condition, the ratio of 

roughness coefficient of ice cover to roughness coefficient of 
channel bed would be omitted from Eq. (6). Each of the inde-
pendent dimensionless variables of Eq. (6) were assessed sepa-
rately to study their impact on the local scour around bridge 
piers.  

 
a) Variation of relative MSD (ymax/D50A) with densimetric 
Froude number (Fr0) 

Figure 11 illustrates the variation of relative MSD with den-
simetric Froude number (Fr0). With increase in Fr0, the relative 
MSD increases correspondingly. Besides, under the same Fr0, 
the values of the relative MSD under ice-covered conditions are 

larger than those under open flow condition. On the other hand, 
with the same values of relative MSD, the larger value of den-
simetric Froude number is needed to initiate sediment transpor-
tation for the open channel flow condition which means that a 
lower values of shear stress is needed to initiate motion for 
sediment transportation under ice-covered flow conditions.  

 
b) Variation of relative MSD (ymax/D50A) with the grain size of 
armour layer (D50A/D50B) 

Figure 12a illustrates the variation of relative MSD 
(ymax/D50A) against ratio of grain size of armour layer 
(D50A/D50B) distinguished by different pier sizes. Regardless of 
size of bridge pier, as the grain size of armour layer (D50A/D50B) 
increases, the relative MSD of scour hole decreases and vice 
versa. From Figure 12b, one can see that the variation of rela-
tive MSD (ymax/D50A) against ratio of (D50A/D50B) distinguished 
by different covered conditions. Regardless of flow cover, the 
relative MSD (ymax/D50A) decreases as the grain size of armour 
layer (D50A/D50B) increases. Under rough covered condition, the 
relative MSD (ymax/D50A) showed a sharper descending trend 
with the grain size of armour layer (D50A/D50B) compared to 
those of under both smooth covered and open flow conditions. 
Also, under smooth covered flow condition, the relative MSD 
(ymax/D50A) showed a sharper descending trend with the grain 
size of armour layer (D50A/D50B) compared to those of under 
open flow condition. The reason for this is due to strong turbu-
lent flows and different velocity fields close to channel bed 
which are caused by ice cover, and it get more intensified under 
rough covered flow condition. Similar results were also report-
ed by Dey and Raikar (2007). 

 
c) Variation of relative MSD (ymax/D50A) with the pier spacing 
(D50A/D) 

Figure 13 illustrates the variation of relative MSD 
(ymax/D50A) with ratio of the pier spacing (D50A/D) distinguished 
by different covered conditions. Regardless of flow cover, the 
relative MSD (ymax/D50A) decreases with increase in ratio of the 
pier spacing (D50A/D). Under rough covered condition, the 
relative MSD (ymax/D50A) showed a sharper descending trend 
with the pier spacing (D50A/D) compared to those of under both 
smooth covered and open flow conditions. Besides, under the 
same values of (D50A/D), the rough ice-covered flow has result-
ed in largest relative MSD. 

 
d) Variation of relative MSD (ymax/D50A) with roughness of ice 
cover (ni/nb) 

As pointed out by Mays (1999), due to a relatively smooth 
concrete-like surface of the Styrofoam panel, the roughness of 
the model smooth ice-cover was assumed to be 0.013. In terms 
of model rough ice-cover, Li (2012) reviewed several methods 
for calculating the Manning’s coefficient for ice cover, the 
following equation can be used depending on the size of the 
small cubes: 

 

( ) ( )
( )

1 61 2

1 6
8

0.867 ln 12
Si

SS

g R K
R Kk

n −

=   (7) 

 
In which, Ks is the average roughness height of the ice cover 

underside and R is the hydraulic radius. By using Eq. (7), a 
Manning’s coefficient of 0.021 was determined as the rough-
ness coefficient of model rough ice cover. This value also 
agrees with result of Hains et al. (2004). To calculate channel 
bed roughness coefficient for non-uniform sand bed, the fol-
lowing equation proposed by Hager (1999) was used: 
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1/6
500.039bn D=   (8) 

 
Therefore, the roughness coefficient of sand bed nb is deter-

mined as 0.0109 for sand bed of D50 = 0.47 mm, 0.0110 for 
sand bed of D50 = 0.050 mm, and 0.0113 for sand bed of D50 = 
0.58 mm, respectively. Results indicate that with increase in 
ni/nb, the relative MSD (ymax/D50A) increases correspondingly. 
Following Equations (9) and (10) are developed to predict the 
relative MSD (ymax/D50A) under ice-covered condition and open 
flow condition, respectively.  

Open flow condition: 
 

( )
0.190 0.488

1.289max 50 50
0

50 50
1.433 A A

A B

y D DFr
D D D

− −
   =      

  R2
 = 0.85  (9) 

 
Ice-covered flow condition: 
 

( )
0.652 0.367 0.484

0.892max 50 50
0

50 50
47.190 A A i

A B b

y D D nFr
D D D n

− −
     =         

, 

 

 

R2 = 0.88   (10) 
 

According to Equation (9) and Equation (10), the most sig-
nificant variable is the densimetric Froude number since this 
variable has the largest power comparing to all other variables. 
Figure 14 showed the comparison of calculated relative MSD 
(ymax/D50A) to those observed under open flow condition, and 
Figure 15 show the comparison of calculated relative MSD 
(ymax/D50A) to those observed under ice-covered flow condition. 
As showed in Figures 14 and 15, the calculated relative MSD 
(ymax/D50A) agreed well with those observed under both open 
flow condition and ice-covered condition. 

To better specify the correlation of different dimensionless 
variables of Equation (10) with each other and their impact on 
the relative MSD (ymax/D50A), different combination of those 
dimensionless variables are generated in Table 2. As one can 
see from Table 2 the densimetric Froude number is the most 
dominant parameter since its individual R2 coefficient is 0.784. 
The next dominant term is ratio of grain size of armour layer 
(D50A/D50B) with R2 coefficient of 0.694. With respect to combi-
nation of two terms, the combination of (D50A/D50B) and (Fr0) is 
the most accurate one with R2 equal to 0.787. With respect to 
combination of three terms, the combination of (ni/nb); 
(D50A/D); (Fr0) is the most accurate with R2 equal to 0.857. 

 

 
Fig. 11. Relation between the relative MSD (ymax/D50A) with densimetric Froude number (Fr0).  
 

 
Fig. 12a. Variation of relative MSD (ymax/D50A) with (D50A/D50B) distinguished by pier size. 
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Fig. 12b. Variation of relative MSD (ymax/D50A) with (D50A/D50B) distinguished by different covered conditions. 

 

 
 
Fig. 13. Variation of relative MSD (ymax/D50A) with the ratio of pier spacing (D50A/D) distinguished by different covered conditions. 

 

 
 
Fig. 14. Comparison of calculated relative MSD (ymax/D50A) to those observed under open flow condition. 
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Fig. 15. Comparison of calculated relative MSD (ymax/D50A) to those observed under ice-covered flow condition. 
 

Table 2. Different combinations of dimensionless variables. 
   

ymax/D50A = f () R2 Equation 
(D50A/D50B); (ni/nb); (D50A/D); (Fr0) 0.890 47.190(D50A/D50B)–0.652(ni/nb)0.484(D50A/D)–0.367(Fr0)0.892 
(ni/nb); (D50A/D); (Fr0) 0.857 21.573(ni/nb)0.613(D50A/D)–0.555(Fr0)1.13 
(D50A/D50B); (D50A/D); (Fr0) 0.856 7.948(D50A/D50B)–0.772(D50A/D)–0.32(Fr0)0.889 
(D50A/D50B); (ni/nb); (Fr0) 0.806 47.215(D50A/D50B)–1.132(ni/nb)0.008(Fr0)0.859 
(D50A/D50B); (Fr0) 0.787 45.658(D50A/D50B)–1.132(Fr0)0.859 
(D50A/D50B); (ni/nb); (D50A/D) 0.756 7.948(D50A/D50B)–1.329(ni/nb)0.313(D50A/D)–0.370 
(D50A/D50B); (D50/D) 0.748 26.245(D50A/D50B)–1.577(D50A/D)–0.252 
(D50A/D50B); (ni/nb) 0.742 841.012(D50A/D50B)–1.776(ni/nb)0.533 
(Fr0) 0.784 19.345(Fr0)1.6851 
(D50A/D50B) 0.694 110.9(D50A/D50B)–1.83 
(D50/D) 0.568 0.4123(D50A/D)–0.992 
(ni/nb) 0.137 5617.1(ni/nb)1.1492 

 
CONCLUSIONS 

 
In present study, to investigate the impact of armour layer 

and ice cover on scour depth around bridge piers, three non-
uniform sediments and four pairs of model piers were used to 
conduct 108 experiments in a large-scale flume under both 
open flow condition and ice-covered flow condition. Following 
conclusions can be drawn from the present study.  

1)  Although the scour depth under ice-covered flow 
condition was larger comparing to that under open flow condi-
tion, the geometry of the scour holes under open flow condition 
is similar to that under ice-covered flow condition. Results 
showed that, regardless of flow cover, the maximum scour 
depth decreases with increase in the grain size of armour layer. 
Also, although the maximum depth of scour hole around largest 
pier was deepest, the grain size distribution of armor layer in 
scour hole around larger piers did not show a significant differ-
ence from those around smaller piers. 

2) Under the same flow condition and same covered 
condition, the maximum scour depth occurs in channel bed with 
the finest sediment. Due to the horseshoe vortex system, maxi-
mum scour depth is located at the upstream face of the piers 
and extends along the sides of the piers towards the rear side of 
the pier where wake vortex exists. Due to effect of ice cover, 
the horseshoe vortex shifts the maximum downflow velocity 
closer to the pier in the scour hole. Thus, the strength of down-

flow gets more intensified which lead to a larger and wider 
deposition ridge downstream of the pier.  

3) Under the same flow condition, both scour volume 
and scour area of scour hole in the finest sand bed are largest 
comparing to those in channel bed with coarser sands. With 
respect to the impact of ice cover, it was found that both scour 
volume and scour area of scour hole under rough covered flow 
condition are largest comparing to those under both smooth 
covered condition and open flow condition.  

4) Based on data collected in laboratory, two formulae 
have been developed to predict the relative MSD (ymax/D50A) 
under both open flow condition and ice-covered condition. 
Following dimensionless variables are considered in the pro-
posed formulae for determining the relative MSD (ymax/D50A): 
densimetric Froude number (Fr0), grain size of armour layer 
(D50A/D50B), pier spacing (D50A/D), and roughness of ice cover 
(ni/nb). Results showed that the calculated relative MSD 
(ymax/D50A) agreed well with those observed under both open 
flow condition and ice-covered condition. 

5) Results showed with increase in densimetric Froude 
number (Fr0), the relative MSD increases correspondingly. 
Besides, under the same Fr0, the values of the relative MSD 
under ice-covered conditions are larger than those under open 
flow condition. Results also indicate that, under ice-covered 
flow condition, a smaller value of densimetric Froude number 
is needed to initiate movement of sediment comparing to that 
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under open flow condition which can be justified by the higher 
flow velocity near channel bed under ice-covered flow condi-
tions and its impact on the threshold of sediment motion.  
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Abstract: A 2D hydrodynamic (labeled as CAR) model has been proposed in a rectangular Cartesian coordinate system 
with two axes within the horizontal plane and one axis along the vertical direction (global coordinates), considering the 
effects of bed slope on both pressure distribution and bed shear stresses. The CAR model satisfactorily reproduces the 
analytical solutions of dam-break flow over a steep slope, while the traditional Saint-Venant Equations (labeled as SVE) 
significantly overestimate the flow velocity. For flood events with long duration and large mean slope, the CAR and the 
SVE models present distinguishable discrepancies. Therefore, the proposed CAR model is recommended for applications 
to real floods for its facility of extending from 1D to 2D version and ability to model shallow-water flows on steep 
slopes. 
 
Keywords: 2D shallow-water equations; Steep slopes; Dam-break flows; Rectangular Cartesian coordinate system; 
Global coordinates. 
 

INTRODUCTION 
 
Shallow-water hydrodynamic models and their extensions 

involving sediment transport have been widely used in hydrau-
lic engineering and geomorphological studies over the past few 
decades (Cao et al., 2017; Huang et al., 2014; Li et al., 2017, 
2018a, 2018b; Qian et al., 2015). The prototype is the tradition-
al Saint-Venant equations (Barré de Saint-Venant, 1871), which 
can be obtained by assuming a vertical hydrostatic pressure 
distribution and integrating three-dimensional Reynolds-
averaged Navier-Stokes equations over the flow depth (Toro, 
2001; Wu, 2007). Yet the assumption of small slope is invalid 
for cases with realistic steep terrain (Denlinger and O’Connell, 
2008; Juez et al., 2017). 

The governing equations of granular flows described by the 
continuum theory bear a superficial resemblance to the shallow-
water equations (Mangeney-Castelnau et al., 2005). Since the 
granular flows often take place on steep slopes, it is inevitable 
to incorporate the steep slope effects in the mathematical mod-
els. Savage and Hutter (1989) introduced the presence of steep 
slope by adopting local coordinates with one axis along the bed 
and the other axis perpendicular to the bed. Then Savage and 
Hutter (1991) derived 1D governing equations in a curvilinear 
coordinate system (local coordinates) aligned with the curved 
bed, which were later extended by Greve et al. (1994) to study 
3D granular flows along a bottom profile that was weakly 
curved downward and plane laterally. Gray et al. (1999) mod-
eled the realistic complex basal topography by defining an 
orthogonal curvilinear reference surface and then superposing 
shallow basal topography on it. Since the topographic data for 
natural spaces is mainly based on digital elevation models 
(DEMs), which are referenced to global coordinates, the afore-
mentioned models have to map the original data to local coor-
dinates. In this connection, Denlinger and Iverson (2004) de-
veloped a nonhydrostatic model in global coordinates, account-
ing for the effects of nonzero vertical accelerations. Juez et al. 
(2013) simulated granular flows using both global and local 
coordinates, assuming hydrostatic pressure distribution normal 
to the bed. Castro-Orgaz et al. (2015) further modified the 
nonhydrostatic model, including the effects of vertical motion 

without the ad hoc assumptions adopted by Denlinger and 
Iverson (2004). 

As for shallow-water flows, Bouchut et al. (2003) and Keller 
(2003) introduced a new 1D shallow-water model in a curvilin-
ear coordinate system aligned with the bottom topography, 
which relaxed the restriction of small slopes of the Saint-
Venant equations and was valid for arbitrary slopes. Ancey et 
al. (2008), Cao et al. (2015) and Fernandez-Feria (2006) ap-
plied the modified version of the Saint-Venant equations in 
local coordinates to model shallow water flows on uniform 
slopes. As establishing models in global coordinates can simpli-
fy the mathematical expressions of governing equations and the 
process of data handling, Denlinger and O’Connell (2008) 
followed the nonhydrostatic model proposed by Denlinger and 
Iverson (2004), which was then further developed by Cantero-
Chinchilla et al. (2017) and Castro-Orgaz and Hager (2017). On 
the other hand, Juez et al. (2017), Van Emelen (2014) and Van 
Emelen et al. (2014) built hydrodynamic models in global 
coordinates following Juez et al. (2013). Van Emelen (2014) 
and Van Emelen et al. (2014) concluded that for rapid flows 
such as dam-break flows, no difference appears between tradi-
tional and modified models; however, differences are detectable 
for uniform flows on slope with bed angles higher than 10°. 
Juez et al. (2017) investigated the influence of gravity effects 
on bed load transport over steep slopes. 

In the present work, a shallow-water hydrodynamic model is 
established in global coordinates, based on the assumption of 
hydrostatic pressure distribution normal to the bed. In addition, 
the bed slope is incorporated in the calculation of bed shear 
stresses. This paper aims to shed new insights on the bed slope 
effects by comparing the performance of the traditional Saint-
Venant equations and the proposed model in applications to 
four dam-break flood events. 

 
MATHEMATICAL MODEL 
Governing equations 

 
The effects of bed slope on both pressure distribution and 

bed shear stresses are considered in the governing equations 
here, which is different from the traditional Saint-Venant equa- 
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Fig. 1. Sketch for local and global coordinates. 
 

tions valid for small slopes. Figure 1 illustrates the comparison of local 
and global coordinates. In local coordinates ( ' ' ')x o z , the pressure 
distribution normal to the bed is 

 
cos ( ' ')sp g z zρ θ= ⋅ −  (1) 

 
where ρ  is the density of water; g  is gravitational acceleration; θ  is 
the slope angle of the bed; 'sz  is the free surface in local coordinates. 
According to geometric relation, the vertical pressure distribution in 
global coordinates ( )xoz  is 
 

2cos ( )sp g z zρ θ= ⋅ ⋅ −  (2) 
 
Note that in the traditional Saint-Venant equations (with the as-

sumption of small slopes so there is cos 1θ ≈ ), the vertical pressure 
distribution in global coordinates ( xoz ) is  

 
( )sp g z zρ= ⋅ −  (3) 

 
Substitutions of Equations (1)–(3) into time-averaged 3D momen-

tum equations of incompressible flow in corresponding Cartesian coor-
dinate systems, together with integrations along flow depth, yield three 
sets of depth-averaged equations, respectively (Wu, 2007). 

The 1D governing equations derived with Equation (1) in local co-
ordinates are given as follows 

 

2 2

' ( ' ') 0
'

( ' ') 1SWE: ( ' ' cos ' )
' 2

' 1'sin cos ' '
'

b
b

h h u
t x
h u h u g h

t x
z

gh g h
x

θ

θ θ τ
ρ

∂ ∂+ = ∂ ∂
∂ ∂ + + ⋅ = ∂ ∂

∂
− ⋅ − ∂

 (4) 

 
where t  is time; 'x  is the downstream coordinate; 'h  is the flow 
depth perpendicular to the bed; 'u  is the depth-averaged stream-wise 
flow velocity; 'bz  is the bed elevation in local coordinates; 'bτ  is the 
bed shear stress. This model is referred to as SWE (modified shallow 
water equations) in this paper. Since its 2D version is complex, only 
1D version is presented here. 

As for Equations (2) and (3), the corresponding gov-
erning equations are built in global coordinates and 
therefore the 2D versions can be readily derived 

 
( ) ( ) 0h hu hv

t x y
∂ ∂ ∂+ + =
∂ ∂ ∂

 (5a) 

 
2

2( ) ( ) ( ) 1 1( ' ) '
2

b
bx

hu hu huv zg h g h
t x y x x

τ
ρ

∂ ∂ ∂ ∂ ∂+ + = − − −
∂ ∂ ∂ ∂ ∂

  
 

 (5b) 
 

2
2( ) ( ) ( ) 1 1( ' ) '

2
b

by
hv huv hv zg h g h
t x y y y

τ
ρ

∂ ∂ ∂ ∂ ∂+ + = − − −
∂ ∂ ∂ ∂ ∂

  

 (5c) 
 

where x  and y  are the horizontal Cartesian coordi-
nates; h  is the vertical flow depth; u  and v  are the 
depth-averaged velocity components in the x- and y- 
directions; bz  is the vertical bed elevation; bxτ  and byτ  
are the bed shear stresses in the x- and y- directions, 
respectively. According to Equation (2), there is 
 

2 2 2cos if 0'
0 else
g u vg θ ⋅ + >= 


 (6) 

 
The model with Equations (5) and (6) is referred to 

as the CAR (the first three letters of “Cartesian”) model 
in this paper. On the other hand, the traditional Saint-
Venant equations with 'g g=  are labeled as the SVE 
(Saint-Venant Equations) model. 

 
Model closure 

 
To close the governing equations above, the Man-

ning formula is employed here to evaluate the bed shear 
stresses 

 
2 2 2

1/3 cos( cos )bx
n g u u v

h
τ ρ

θθ
⋅ += ⋅  (7a) 

 
2 2 2

1/3 cos( cos )by
n g v u v

h
τ ρ

θθ
⋅ += ⋅  (7b) 

 
where n  is the Manning roughness coefficient. As 
mentioned above, there is cos 1θ ≈  in the SVE model. 
For the SWE model, the angle-related terms would not 
be included in Equation (7) due to the consistency be-
tween the axis and the flow direction. 

The cosine value of the bed angle of the computa-
tional grid ( , )i j  in the CAR model is given by 

 

1, 1, , 1 , 12 2cos ( , ) 1 / 1 ( ) ( )
2 2

bi j bi j b i j bi jz z z z
i j

x y
θ + − + −− −

= + +
⋅ Δ ⋅ Δ

 (8) 
 

where xΔ  and yΔ  are the spatial steps; the subscripts i  
and j  denote the spatial node indexes in the x- and y- 
directions, respectively. 
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Numerical algorithm 
 
Equation (5) constitutes a hyperbolic system which can be 

written in a quasi-linear form as 
 

t x y
∂ ∂ ∂+ + =
∂ ∂ ∂
U F G S  (9) 

 

h
hu
hv

 
 =  
  

U  (10a) 

 

2 20.5 '
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hu g h
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 
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F  (10b) 
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huv

hv g h
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 =  
 + 

G  (10c) 

 

0 0
1'

1'

b
b f bx

b
by

z
g h

x
z

g h
y

τ
ρ

τ
ρ

   
   ∂   = + = − + −
 ∂  
   ∂   − −∂      

S S S  (10d) 

 
where U  is the vector of conserved variables; F  and U  are 
the convective flux vectors of the flow in the x- and y- direc-
tions, respectively; bS  is the source term related to the pressure 
force at the bed; fS  is the source term involving bed shear 
stresses. Under the framework of finite volume method, an 
explicit discretization of Equation (9) gives (Hou et al., 2013a, 
2013b; Huang et al., 2015) 

 
* 1
, , ,

n n
i j i j f i jt += + Δ ⋅U U S  (11) 
 

( ) ( )
1

,

* * * *
1/2, 1/2, , 1/2 , 1/2* *

, ,

n
i j

i j i j i j i j
i j bi jt t

x y

+

+ − + −

=

 − −
 − Δ ⋅ + + Δ ⋅
 Δ Δ
 

U

F F G G
U S

 

 (12) 
 

where the superscript n  denotes the time step index; tΔ  is the 
time step; *

1 2,i j+F , *
-1 2,i jF , *

, 1/2i j+G , and *
, -1/2i jG  represent the 

inter-cell fluxes. 
The friction source term in Equation (11) is evaluated by the 

splitting point-implicit method (Bussing and Murmant, 1988; 
Huang et al., 2015). The Monotone Upstream-centered 
Schemes for Conservation Laws (MUSCL) method is used in 
data reconstruction to achieve second-order accuracy in space 
and a second-order Runge-Kutta method is employed to solve 
Equation (12) to obtain second-order accuracy in time (Hou et 
al., 2013b; Liang and Marche, 2009). A robust approach de-
signed by Hou et al. (2013a) is utilized, preserving non-
negative water depth in data reconstruction and transforming 
the slope source term into fluxes so that the whole scheme 
satisfies the C-property and can deal with the wet-dry interfaces 
properly. Given that neighboring grids might possess different 

values of 'g , a centered method, i.e., the FORCE scheme, is 
utilized to calculate the inter-cell fluxes (Toro, 2009). The 
corresponding numerical stability is controlled by a decreasing 
function of the dimension parameter α  (Qian et al., 2017; 
Toro, 2009) 

 

, , , , 1max( , )i j i j i j i ju gh v gh
t Cr

x y
−+ +

Δ = ⋅
Δ Δ

 (13) 

 

0 2 1 /Cr α α< ≤ −  (14) 
 

where Cr  represents the Courant number. For present 2D mod-
eling, there is 2α = . A value of 0.5Cr =  is adopted through-
out the paper. 

 
RESULTS AND DISCUSSION 
 

Four flood events are employed to compare the aforemen-
tioned models. To quantify the differences between solutions, 
the dimensionless discrepancy is defined with the L1-norm 

 

1 OBJ REF

REF

h h
L

h
−

= 


 (15) 

 
where the subscript REF denotes results chosen as the refer-
ence; and the subscript OBJ denotes results to be compared. 

 
Idealized dam-break flow on a steep slope 

 
Fernandez-Feria (2006) provided analytical solutions for 

frictionless dam-break flows upon non-horizontal beds. Here 
the methodology introduced in Fernandez-Feria (2006) has 
been adopted to derive analytical solutions for case with a bed 
inclining angle of 30° . Following Fernandez-Feria (2006), the 
results are given in local coordinates and are expressed in terms 
of dimensionless variables, with the initial water depth 0H  at 

the dam wall and 0gH  as the length scale and the velocity 
scale, respectively. The dimensionless spatial step is set to 

0.01xΔ = , satisfying the criteria of mesh independence. 
Figure 2 shows the analytical and the numerical solutions for 

the advancing flow fronts with time. Apparently, the results 
calculated by the traditional SVE model deviate greatly from 
the analytical solutions while those computed by the other two 
models match rather well with the analytical solutions. Figure 3 
illustrates the flow depth and the velocity profiles at four in-
stants of time. The SWE and the CAR predictions agree well 
with the analytical solutions. However, the SVE model overes-
timates the flow velocity, demonstrating that the SVE model 
does not apply to cases with steep slopes. 
 
Experimental dam-break flow in cascade reservoirs with 
steep slope 

 
The experiment was carried out at State Key Laboratory of 

Hydraulic and Mountain River Engineering of Sichuan Univer-
sity (Xue et al., 2011). As shown in Figure 4, ten probes were 
placed along the bottom to record the flow depth. Two flat 
plates were vertically set as dams in the flume. Once the force 
acting on the plate exceeded the ultimate bearing capacity 
equaling to the hydrostatic pressure in the water depth of 0.53 
m., the plate would fall down in less than 0.35 s, simulating an 
instantly filled dam break. Initial water depths of reservoirs were 
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Fig. 2. Analytical and numerical solutions of the locations of the 
advancing flow fronts with time: (a) left front; (b) right front. 
 

 
 

Fig. 3. Analytical and numerical solutions of the flow at four in-
stants of time: (a) depth profiles; and (b) velocity profiles. The 
black dash lines in (b) are plotted outside the flow region to deline-
ate more clearly the analytical solutions obtained for the velocity of 
the flow fronts. 
 
0.494 m and 0.496 m for the upstream and the downstream 
dams, respectively. In line with the mesh independence analy-
sis, a mesh of Δ x = 0.005 m is adopted here. 
 
 
 
 

Table 1. Calibrated values of Manning roughness for two models. 
 

Model Manning Roughness n Dam-break time (s) 

SVE 
0.0170 2.38 
0.0177 2.40 
0.0180 2.41 

CAR 
0.0150 2.38 
0.0155 2.40 
0.0160 2.41 

 
According to Xue et al. (2011), the downstream dam broke 

due to the overloading, 2.4 s after the collapse of the upstream 
dam. This is used to calibrate the Manning roughness for the 
SVE and the CAR models, with the aforementioned capacity 
being the criterion of dam break. The calibration results are 
listed in Table 1, with values of 0.0177 and 0.0155 for the SVE 
and the CAR models respectively. This is in accordance with 
the fact that the traditional SVE model neglects the effects of 
bed slope so that a larger value of Manning roughness is de-
manded to prevent the flood from propagating too fast, as com-
pared to the CAR model. 

Figure 5 shows the computed depth hydrographs by the 
CAR and the SVE models at ten gauging points as compared 
against the measured data (Xue et al., 2011). Although different 
values of Manning roughness have been adopted in the two 
models, the results are qualitatively and quantitatively similar, 
both reproducing the measured data satisfactorily. Given the 
short duration of about 6 s, the difference between the two 
models is minor and can only be manifested by the calibrated 
Manning roughness even though the bottom slope is 12° . 
 
Presumed glacier-lake outburst flooding 

 
A sudden outburst of a glacier-lake in Pengqu Basin, Tibet, 

China has been presumed for numerical studies in several pre-
vious works (Cao et al., 2007; Wang et al., 2010; Yue et al., 
2008). The topography provided in DEM is shown in Figure 6a, 
with the initial condition the same as that in Wang et al. (2010). 
The Manning roughness of the whole domain is set to 0.05n = . 
The hydrographs of flow depth of four points have been record-
ed, located at P1 (15561 m, 5928 m), P2 (13053 m, 6954 m), 
P3 (10659 m, 8550 m), and P4 (5472 m, 18240 m). 

Figure 6 illustrates the evolution of the free surface of the 
GLOF simulated by the CAR model, which is qualitatively 
similar to that of Wang et al. (2010). Figure 7 shows the depth 
hydrographs of four selected points. Note that P1 and P2 are 
located within the glacial-lake. The fictitious vibration of flow 
depth in Figure 7b dictates that the model employed by Wang et  
 

 
 

Fig. 4. Sketch of the flume and the layout of gauging points (unit: m). 
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Fig. 5. Computed depth hydrographs compared against measured data. 

 
 
 
 
 
 
 
 
 
 
 
 

 
 

Fig. 6. Top view: (a) the study area and the initial state of the glacier-lake; and (b)–(d) distributions of flow depth. 
 
 
 
 
 
 
 
 
 

al. (2010) was not well-balanced. On the contrary, the results 
given by the CAR and the SVE models feature a period of static 
state for both P1 and P2, demonstrating the enhanced perfor-
mance of the numerical models used in the present work. On the 
other hand, the curves given by the two models are almost indis-
tinguishable in Figure 7. Table 2 presents the quantitative differ-
ences between those two results and both the L1-norm and the 

relative error of arriving time at Point P4 are larger than those at 
Point P3, in line with the fact that P4 is downstream of P3. 

Although the simulation has been carried out for 25 min, the 
discrimination between the two models remains minor. This is 
because the average slope of the main channel is 8.3% (Wang et 
al., 2010), still within the range of small slope. Hence, the SVE 
model holds its validity in application to cases with small slopes.  
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Fig. 7. Hydrographs of flow depth at P1–P4. 

 

 
Table 2. Comparison of the results calculated by two models at 
Points P3 and P4. 
 

Point Model L1 (%) Arriving time 
(s) 

Relative error 
(%) 

P3 SVE / 44.71 / 
CAR 0.08 44.78 0.15 

P4 SVE / 1100.58 / 
CAR 2.31 1108.09 0.68 

 
Hypothetical dam-break flood induced by the sudden  
release of a barrier lake 
 

Since the SVE and the CAR models exhibit minor difference 
in flood events with short duration or small bed slope, a rela-
tively large-scaled catchment is designated here, covering an 
area of 10 km 8 km× . A barrier lake with a volume of more 
than 160000 m3, is presumed to collapse completely. The max-
imum water depth before the dam is 20 m. The average channel 
slope along the thalweg is approximately 21.9%, with the 
piecewise linear expression given below  
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0.54 0.9 k m
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0.24 4.9 k m
0.12 4.9 k m
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The lateral cross sections are designed to be parabolic and 

symmetric for simplicity, with eight points P1–P8 selected 
along the thalweg, which are located at 0.2 km, 1.4 km, 2.6 km, 
3.8 km, 5.0 km, 6.2 km, 7.4 km, and 8.6 km downstream of the 
dam (Figure 8). The Manning roughness is supposed to be 

0.025n =  throughout the whole region. The spatial steps are 
20 mx yΔ = Δ = . 

 
 

Fig. 8. Top view of the study area. 
 

Figure 9 illustrates the distributions of flow depth at four in-
stants of time. The flood computed by the CAR model propa-
gates slower than that simulated by the SVE model. Corre-
spondingly, the flow depth from the CAR modeling is deeper 
than that predicted by the SVE model at the same location. 

A set of increased Manning roughness has been chosen for 
the SVE model to test if an increased drag force, which can 
slow down the propagation of flood, would make up for the 
neglect of bed slope effects in the SVE model. The arriving 
times computed by the SVE model with 0.025n =  are set as 
references, and those calculated by the SVE models with tuned 
Manning roughness and the CAR model minus the references 
are the lag times. Figure 10 illustrates that an increased rough-
ness coefficient adopted by the SVE model does slow down the 
propagation of flood, but the corresponding upward concave 
curves deviate remarkably from that of the CAR model, which 
features a downward concavity. Essentially, the influence of an 
increased drag force accumulates downstream while the dis-
crepancy of the CAR and the SVE model is in line with the bed 
slope. Since an increased drag force cannot compromise the 
neglect of bed slope effects in the SVE model, the CAR model 
is recommended for flood events, especially those featuring 
both long durations and steep bed slopes. 
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Fig. 9. Distributions of flow depth at four instants of time. 
 
 

 
 

Fig. 10. Lag times of flood arriving at eight points predicted by 
different model or values of Manning roughness. The results com-
puted by SVE model with the Manning roughness set to 0.025 are 
chosen as references. 
 
CONCLUSIONS 

 
A 2D hydrodynamic (labeled as CAR) model has been pro-

posed for shallow water flows over steep slopes in a Cartesian 
coordinate system with two axes within the horizontal plane 
and one axis along the vertical direction, taking into account the 
bed slope when calculating pressure distribution and bed shear 

stresses. A well-balanced finite volume method, which achieves 
second-order accuracy in time and space, has been adopted to 
solve the governing equations. 

The CAR model is tested against the analytical solutions of 
an idealized dam-break flow over a steep slope, along with the 
traditional SVE model and the modified SWE model. Both the 
CAR and the SWE models satisfactorily reproduce the analyti-
cal solutions, while the SVE model overestimates the flow 
velocity so it does not apply to cases with steep slopes. Alt-
hough the CAR and the SVE models give results with minor 
differences for cases with short duration or small mean slope, 
the SVE model keeps predicting a faster propagation of flood. 
In this connection, a flood event has been designed with longer 
duration and larger average slope, and the two models present 
distinguishable discrepancies. Extensively, an increased drag 
force cannot compromise the neglect of bed slope effects in the 
SVE model. Hence, the proposed CAR model is advocated for 
applications for its facility of extending from 1D to 2D version 
and simple data handling as opposed to the SWE model. 

Extensions of the present work can focus on the fully cou-
pled shallow water hydro-sediment-morphodynamic models 
incorporating rainfall and infiltration and their practical appli-
cations, such as rainfall-induced flash floods in watersheds. 
 
Acknowledgements. The work reported in this paper is funded 
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Abstract: Subtropical regions have clay-rich, weathered soils, and long dry periods followed by intense rainfall that pro-
duces large fluctuations in soil water content (SWC) and hydrological behavior. This complicates predictions of spatio-
temporal dynamics, as datasets are typically collected at too coarse resolution and observations often represent a duration 
that is too short to capture temporal stability. The aim of the present study was to gain further insights into the role of 
temporal sampling scale on the observed temporal stability features of SWC order to aid the design of optimal SWC 
sampling strategies. This focused on both sampling frequency and total monitoring duration, as previous analyses have 
not considered both of these sampling aspects simultaneously. We collected relatively high resolution data of SWC (fort-
nightly over 3.5 years) for various soil depths and under contrasting crops (peanuts and citrus) at the red soil region of 
southeast China. The dataset was split into a three-year training period and a six-month evaluation period. Altogether 13 
sampling frequencies (intervals ranging from 15 to 240 days) and eight monitoring duration periods (between three and 
36 months) were derived from the training period to identify temporal stability features and the most time stable location 
(MTSL). The prediction accuracies of these MTSLs were tested using the independent evaluation data. Results showed 
that vegetation type did affect the spatio-temporal patterns of SWC, whereby the citrus site exhibited a stronger temporal 
variation and weaker temporal stability than the peanut site. However, the effects of both sampling frequency and obser-
vation duration were more pronounced, irrespective of the role of vegetation type or soil depth. With increasing sampling 
interval or decreasing monitoring duration, temporal stability of SWC was generally overestimated; by less than 10% 
when sampling interval increased from every 15 to 240 days and by up to 40% with duration decreasing from 36 to 3 
months. Our results suggest that sampling strategies and trade-offs between sampling interval and duration should focus 
on capturing the main variability in hydro-climatological conditions. For subtropical conditions, we found that sampling 
once every 45 days over 24 months to be the minimum sampling strategy to ensure errors in SWC temporal stability of 
less than 10%. 
 
Keywords: Sampling strategy; Subtropical climate; Temporal stability; Vegetation type; Soil moisture prediction. 
 

Abbreviations: ARE: Absolute value of relative error; CVT: Coefficient of variation over time; MRD: Mean relative  
difference; MTSL: Most time stable location; RD: Relative difference; RE: Relative error; SDRD: Standard deviation of 
relative difference; SWC: Soil water content. 
 

INTRODUCTION 
 
Soil water content (SWC) exerts important controls on 

evapotranspiration and runoff generation processes (e.g. Boulet 
et al., 2015). It is a key state variable to many eco-hydrological 
models (Brandyk et al., 2016). In turn, SWC is a function of 
many factors, including soil texture, land use (including vegeta-
tion), soil depth, topography and climate (Canton et al., 2016), 
which leads to strong and nonlinear spatio-temporal variations 
in SWC dynamics (Buttafuoco et al., 2005). 

Capturing such SWC patterns is therefore complex and chal-
lenging (Gao et al., 2016a), hence many studies seek to replace 
extensive SWC measurements with less labor-intensive ap-
proaches (e.g. Burns et al., 2016; Korres et al., 2015; Martini et 
al., 2015; Stockinger et al., 2014). Some efforts involve explor-
ing novel sensing methodologies (e.g. via remote sensing or 
cosmic ray sensors (e.g. Zreda et al., 2012)) which integrate 
small scale heterogeneity and offer new insights into larger 
scale moisture dynamics. On the other hand, there is a need to 
increase efficiency of traditional point scale measurements, 
which still provide more accurate measurements locally than 

novel sensing methodologies. One common methodology to 
reduce those monitoring efforts is referred to as temporal stabil-
ity, first put forward by Vachaud et al. (1985). It reflects the 
persistence of a spatial pattern of soil moisture in an area over 
time, which has been applied in many environments, ranging 
from humid (Gao et al., 2015b) to arid areas (Shen et al., 2016), 
and from forest (Korres et al., 2015) to agriculture ecosystems 
(Rivera et al., 2014). 

The concept of temporal stability of SWC is widely used for 
various research and application purposes, for example to vali-
date remotely sensed data (Cosh et al., 2006), optimize moni-
toring schemes (Brocca et al., 2010), fill in missing values 
(Dumedah and Coulibaly, 2011), assimilate data (Pan et al., 
2012), estimate spatial mean SWCs (Biswas, 2014), predict 
spatial distribution (Hu and Si, 2016), upscale from surface to 
profile scale (Gao et al., 2016b), downscale from field to plot 
scale (Nasta et al., 2018), and improve the space-time resolu-
tion of data (Zhu et al., 2017). The performance of these appli-
cations typically depends on the strength of temporal stability. 
It has been recognized that the sampling frequency (or interval) 
and the duration of the monitoring period are important compo-
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nents that affect the “apparent” features of temporal stability 
(Martínez et al., 2014; Vanderlinden et al., 2012). 

Owing to variations in study aims and objectives, studies on 
temporal stability of SWC have used data which were collected 
at different sampling intervals, e.g. ranging from every 10 min 
(Guber et al., 2008), to daily (Heathman et al., 2009) to more 
than monthly (Wang et al., 2015b) and over different length of 
monitoring periods, e.g. ranging from approximately one month 
(Cosh et al., 2004) to one year (Li et al., 2016) to 10 years (Liu 
and Shao, 2014). This is a limiting factor to the generalization 
of the temporal stability application (Wang et al., 2015a), e.g. 
as it inhibits wider interpretations from individual studies. So 
far, those studies that considered the impact of sampling fre-
quency did not find significant differences in temporal stability 
characteristics derived from data with sampling interval differ-
ences in the order of a few hours (Cosh et al., 2006), a few days 
(Guber et al., 2008) or one month (Martínez et al., 2014). How-
ever, the temporal stability index of each investigated frequen-
cy used in these studies was generally presented as the mean of 
all sub-datasets (e.g. Rivera et al., 2014), which mainly reflects 
the errors related to scale effects and ignores the uncertainties 
from a single sampling. Though the study of Cosh et al. (2006) 
compared the differences of temporal stability characteristics of 
different sampling intervals using single sampling strategy, the 
ranges of frequencies invested were limited, i.e. within 24 
hours. In practice, however, single sampling at a specific inter-
val, monthly or longer, is typically applied as a most cost-
effective strategy, and these results may be more affected by 
temporal sampling frequency than considering the mean of all 
sub-datasets (Hu et al., 2012). 

Although the spatial pattern of SWC is generally time-stable, 
the “apparent” temporal stability strength could be affected by 
the span of the sampling period, as suggested by Vanderlinden 
et al. (2012). A few studies explored this issue but found incon-
sistent or even contradictory results. For example, Cosh et al. 
(2006) reported that the temporal stability of SWC was similar 
among four seasons and a whole year in the Washita watershed, 
southwestern Oklahoma. However, for an area in central Sas-
katchewan, Canada, Biswas and Si (2011) found that temporal 
stability with the same season was much stronger than between 
different seasons. Furthermore, for a site on the Loess Plateau, 
China, Liu and Shao (2014) found that the relationships be-
tween temporal stability and the duration of sampling period 
depended on the type of the vegetation based on a 10-year 
study period. These inconsistent results could be associated 
with different strengths of seasonal hydro-climatological varia-
bility mainly caused by the differences in climate, soil proper-
ties as well as vegetation type, as suggested by Martínez et al. 
(2014) and Wang et al. (2015a). It appears that such differences 
would be particularly evident in hydroclimatic regions where 
seasonal variability is extreme, such as tropical climates where 
long dry periods are followed by intense periods of rainfall. 

Vegetation type and soil depth have been proven to be im-
portant factors that influence the temporal stability of SWC. 
Generally, vegetation activity appears to weaken the temporal 
stability of SWC (e.g. Cassel et al., 2000; Wang et al., 2015a), 
while the temporal stability typically increases with soil depth 
(e.g. Choi and Jacobs, 2007). Nevertheless, whether the influ-
ences of sampling strategy on temporal stability of SWC vary 
with vegetation types and soil depth in such areas with strong 
seasonal hydro-climatological variability is still unclear. 

This study aims to gain further insights into the role of tem-
poral sampling scales on the observed temporal stability of soil 
moisture. More specifically, the temporal sampling scales refers 
to the balance of how often in time and for how long a monitor-

ing period in total. To explore these impacts under relatively 
extreme hydroclimatic conditions of the tropics, we investigate 
these at agricultural sites of the Chinese red soil region where 
strong climatic variability drives a highly dynamic soil moisture 
regime. Red soil is also an important resource of China and 
covers an area of 2.18 million km2. Seasonal drought from July 
to September is a big challenge faced in this region with regard 
to the productivity of crops (Zhao et al., 2012). In addition, the 
temporal stability concept has been proven to be an effective 
tool to improve agricultural water management in this region by 
providing precise SWC information (Gao et al., 2015b and 
2016a). Optimizing sampling strategies is important so that 
temporal stability can be effectively characterized in this region. 

The specific objectives were to 1) identify spatio-temporal 
patterns of SWC for two contrasting cropping practices at four 
soil layers in an agricultural landscape of the Chinese Red soil 
region; 2) for these different sites, evaluate the role of sampling 
frequency (i.e. the interval between sampling occasions) and 
the duration of the monitoring period on temporal stability 
features and mean SWC prediction and 3) based on the out-
comes of (1) and (2), explore potential applications to inform 
temporal sampling strategies for similar temporal stability 
studies. 
 
MATERIALS AND METHODS   
Study area 

 
SWC data were collected in the Sunjia agricultural catch-

ment (116°53′58″ – 116°54′28″E, 28°13′45″ – 28°14′12″N), a 
recognized Critical Zone Observatory located in Yingtan, 
Jiangxi province, China (Fig. 1). The area has a typically warm 
and humid subtropical monsoon climate. Mean annual precipi-
tation is ~1800 mm and annual potential evapotranspiration is 
~1200 mm. There is a strong climatic seasonality with a distinct 
dry (July to September) and wet (April to June) season. The dry 
season receives less than 20% of annual rainfall, while potential 
evapotranspiration rates amount to more than 45% of the annu-
al total. In contrast, more than 50% of the annual precipitation 
occurs during the wet season (Zhao et al., 2012). 

The dominant crop types for upland at Sunjia are peanut 
(Arachis hypogaea) and citrus (Citrus reticulata), which have 
distinctly different patterns in root water absorption (Tahir et 
al., 2016). Cultivation histories of the two vegetation types are 
approximately 25 years, both of which replaced tea plantations 
(Camellia sinensis) in the early 1990s. The growing seasons for 
peanut is from April to August and for citrus from April to 
October. Unlike rice fields in the region, both peanut and citrus 
do not receive any irrigation water. 

Soils at the study site were derived from Quaternary red 
clays and are classified as Ultisols based on the USDA Soil 
Taxonomy classification system (Soil Survey Staff, 2010). 
Although the overall soil classification is similar, there are 
differences in the soil physical properties associated with the 
two vegetation types. Key differences include a higher clay 
content and soil organic carbon content for soils at the citrus 
site than those at the peanut site (Table 1). In addition, the 
saturated hydraulic conductivity of soils under peanut is up to 
an order of magnitude higher than under citrus at surface 20 cm 
soil layer (Table 1). This can be associated with the different 
soil management practices (i.e. tillage) for peanut and citrus. 
 
Data collection                                            

 
Nine monitoring locations with an approximate spacing of 

15 m in a transect along the slope were chosen for each vegeta-  
 

 
 

Bereitgestellt von  University Library Bratislava | Heruntergeladen  06.09.19 07:02   UTC



Lei Gao, Yaji Wang, Josie Geris, Paul D. Hallett, Xinhua Peng 

262 

  

Table 1. Soil properties of different soil layers within 0–100 cm for peanut and citrus sites. 
 

Vegetation 
type 

depth 
cm 

Sand 
      % 

Silt 
% 

Clay 
 % 

BD* 
g/cm3 

SOC* 
g/kg 

KS* 
cm/day

 
 
Peanut 

0–20 38.4±9.3 27.5±4.3 34.1±5.4 1.34±0.12 10.7±3.0 162.7±104.1 
20–40 35.1±10.0 28.6±4.1 36.3±7.4 1.41±0.09 5.3±1.4 16.2±27.6 
40–60 36.3±7.8 27.1±3.2 36.7±5.9 1.40±0.11 4.0±0.7 16.4±15.6 
60–80 34.7±7.8 27.3±3.1 38.0±6.2 1.38±0.12 3.7±0.9 13.8±18.1 

80–100 33.6±7.0 27.2±3.6 39.2±5.5 1.42±0.09 3.2±0.7 9.6±9.1 
    
 
 
Citrus 

0–20 41.3±4.3 24.9±2.1 33.8±3.1 1.38±0.08 13.6±2.6 18.8±12.5 
20–40 35.9±6.0 25.1±2.2 39.0±4.7 1.42±0.06 5.7±1.4 4.0±2.9 
40–60 33.5±2.9 24.4±1.6 42.1±4.0 1.45±0.11 3.6±0.5 5.7±8.0 
60–80 33.8±5.0 26.0±4.8 40.2±5.7 1.41±0.06 3.2±0.6 8.8±7.2 

80–100 34.7±4.1 24.5±5.5 40.8±8.2 1.45±0.08 2.7±0.4 10.4±12.8 
 

*BD = bulk density; SOC = soil organic carbon; KS = soil saturated hydraulic conductivity. All the values were the mean values of nine locations by arithme-
tic method. 
 

 
 
Fig. 1. Location of the studied slope (a) and spatial distribution of monitoring locations across the slope (b) for peanut (c) and citrus (d) sites. 

 
tion type to measure SWC (see Fig. 1). To eliminate possible 
influences from topography and climate, the two transects were 
nearly parallel along the same slope with peanut and citrus, 
respectively. The topography of the two transects was similar, 
with a slope length of approximately 150 m and the elevation 
ranging from 44 to 50 m (Fig. 1). Soil layer thickness for both 
transects varied between approximately 5.0 m and 6.5 m de-
pending on slope position. A 2-m polyvinyl chloride access 
tube with a diameter of 5 cm was installed at each location in 
early 2013. Each tube was capped at the bottom with a water-
tight seal, and a removable cap was placed on top to prevent 
water entering the tube. 

The volumetric SWC was measured using a size-matched 
portable TDR TRIME-PICO-IPH probe, with the length of 18 
cm, measuring accuracy of 2% and repeat accuracy 0.3%  

(IMKO, Ettlingen, Germany). Since properties of the studied 
soil were within those ranges tested and calibrated by the manu-
facturer, we initially used the factory-set calibration curve to 
translate the dielectric constant of the soil into SWC. In addi-
tion, to avoid drifts in the data of this portable probe, its  
consistency was checked via a calibration in dry and water-
covered glass beads (the depth of water film lower than 2mm) 
every two months (see also Zhu et al., 2017). This involved the 
standard procedure recommended in the user manual. From 
July 2013 to December 2016, with an approximate time interval 
of 15 days, SWC was collected at 20 cm intervals to a depth of 
160 cm on 79 occasions. For the purpose of this study, at each 
sampling date, the collected SWCs were transferred to mean 
values for layers of 0–40, 40–80, 80–120, and 120–160 cm soil 
depth. 
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Data analysis 
 

First, the 3.5-year dataset was used to identify general tem-
poral variations and temporal stability of SWC in the study 
area. Next, to test the impacts of the sampling strategy on the 
behavior of temporal stability, the full dataset was split into a 
training period (from July, 2013 to June, 2016) and evaluation 
period (from July to December, 2016). A range of sampling 
frequencies (varying intervals between sampling occasions) and 
periods (varying total duration of the monitoring period) were 
obtained from the training period by re-sampling analysis. For 
each sampling strategy, temporal stability analysis was per-
formed to obtain the temporal stability index and identify the 
MTSL. The evaluation period was used to evaluate the predic-
tion accuracy based on the identified MTSLs. 
 
Re-sampling analysis 

 
The dataset of the 36 months training period was re-sampled 

for 13 sampling intervals (once every 15, 30, 45, 60, 75, 90, 
105, 120, 135, 150, 180, 210 and 240 days) and eight sampling 
duration periods (36, 30, 24, 18, 12, 9, 6, and 3 months). All of 
the possible sub-datasets for each sampling strategy were ob-
tained to cover the whole training period. The aim of getting all 
the possible sub-datasets was to separate the changes of tem-
poral stability caused by the temporal uncertainty of SWC and 
by temporal sampling scale itself. 

The number of sub-datasets for each sampling interval was 
determined by its value divided by the shortest sampling inter-
val (i.e. 15 days). For example, for the sampling strategy with 
120-day sampling interval, the number of the sub-dataset was 
eight (i.e. 120 by 15). The approach to obtain the eight sub-
datasets is that beginning from eight different dates (from the 
first, second and until the eighth date) with the same sampling 
interval of 120 days (see Fig. 2a). 

Similarly, the number of the sub-datasets for each sampling 
period duration was calculated based on the longest period (i.e. 
36 months) and the period of the sub-dataset. For example, the 
number of the sub-datasets for a 6-month sampling period is 
calculated from 36 months by six months. The six sub-datasets 
were obtained beginning from the first, seventh, 13th until 31st 
month with 6-month duration (see Fig. 2b). 
 
Temporal stability analysis 

 
Relative difference analysis was used to evaluate the tem-

poral stability of SWC with the mean relative difference  
 

(MRD) and standard deviation of relative difference (SDRD) 
indices. Relative difference (RD) is the difference between an 
individual measurement of SWC at location i time j,  

( )jSWC i , and the mean SWC, jSWC  of the same time. It 
provides an estimation of the unbiased difference between 
them: 
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N is the number of measurement locations (N = 9 in the present 
study). 

Temporal mean RD and its standard deviation at location i, 
( )MRD i  and ( )SDRD i  are defined as: 
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for which m is the number of measurement occasions, totaling 
67 for the training period and 79 for the whole study period. 
The MRD and SDRD represent the bias and the precision of the 
location when used for predicting the mean SWC, respectively. 
In this study, the location with the lowest SDRD values was 
chosen as the MTSL, which can be used to predict the mean 
SWC with an offset by the corresponding MRD value (Starks et 
al., 2006): 
 

( )
1 ( )

j
j

SWC i
SWC

MRD i
=

+
         (5) 

 

Here, we could not obtain the true value of the temporal sta-
bility index from the field data. One alternative to overcome 
this is to employ the dataset with the longest sampling period 
and the shortest sampling interval for temporal stability analy-
sis. As such, the temporal stability index (i.e. SDRD) of the full 
dataset (i.e. 15-day sampling interval over 36 months) was here 
considered as the “true value”, while the SDRD of any of the  
 

 
 

Fig. 2 Example diagrams of sampling strategies explored in the present study, showing the structure of 120 days as an example for sam-
pling intervals (a) and 6 months for sampling periods (b). For (a): the sampling occasions with the same number belong to the same sub-
dataset; numbers 1–8 represent the eight sub-datasets and x are occasions for which no data were available. For (b): numbers 1–6 represent 
the six sub-datasets with the same sampling interval of 15 days (not shown in the schematic). 

2013 2016 2014 2015 
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sub-sets was the “apparent” value (cf., Rivera et al., 2014; 
Western and Blöschl, 1999). The scale effect on temporal sta-
bility was reflected by the deviation of mean SDRD values of 
all sub-datasets to the “true value” for each sampling strategy.  

The error introduced by a single sampling related to neglect-
ing of inner variations, considered as the “uncertainty” here, 
was reflected by the maximum deviation in all the sub-datasets. 
Using the dataset of the evaluation period, the prediction accu-
racy was assessed by the deviation between the observed and 
predicted mean SWCs. The deviations between “apparent” 
SDRD and its “true value” and between the predicted mean 
SWC and observed SWC were expressed by the index of rela-
tive error (RE) and the related maximum RE (Max-RE), abso-
lute value of relative error (ARE) and its mean and maximum, 
Mean-ARE and Max-ARE. 

 
RESULTS 
Spatio-temporal patterns in soil water content (SWC) 

 
Dynamics of spatial mean SWC (nine locations along the 

slope for each vegetation type) during the full study period 
(from July 2013 to December 2016) suggested that both vegeta-
tion type and soil depth affected the temporal variation of SWC 
(Fig. 3). Overall, temporal variations of SWC for citrus were 
stronger than for peanut. This is evident across the full depth 
range, where the coefficients of variation over time (CVT) were 
consistently higher for citrus than for peanut (Table 2). It was 
also found that the differences of the variation between the two 
vegetation types were larger for deeper soil depths than shallow 
ones (Table 2). 

The temporal stability of SWC, denoted by SDRD, was 
stronger for peanut than citrus at all four soil layers (Table 2). 
The location of the MTSLs, identified by the lowest SDRD 
values, varied with depth for both peanut and citrus. For exam-
ple, the MTSLs for peanut were at P6 for the 0–40 cm depth, 
while at P3 for the other three depth ranges. For citrus, these 
locations were P7 and P1, respectively (Table 2). 
 
Influences of temporal sampling strategies on temporal 
stability of SWC 

 
In general, sampling frequency affected the averaged SDRD 

values only slightly (Fig. 4). Compared to the “true value”, the 
relative errors (REs) of 91 out of 104 cases (13 sampling inter-
vals at four soil layers for two vegetation types in total) were 
lower than 5% (RE values not shown in Figure 4). This was the 
case for all sampling interval increases from every 15 days up 
to 150 days. However, when the sampling interval was longer 
than once every 150 days, the SDRD was increasingly underes-
timated. Accordingly, the largest ARE (12.7%) was derived for 
the longest sampling interval (i.e. 240-days). 

The maximum REs (Max-REs) of sampling strategies in-
creased largely with longer sampling intervals. This was inde- 
 

 
 

Fig. 3. Temporal dynamics of rainfall (a) and spatial mean soil 
water content (SWC) from July, 2013 to December, 2016 for pea-
nut (b) and citrus sites (c) at 0–40, 40–80, 80–120, and 120–160 
cm soil layers. 
 
pendent of depth where all the errors over 50% occurred for the 
longest sampling interval (i.e. once every 240 days) for all the 
four soil depth ranges (Fig. 4). When the sampling interval was 
shorter than 60 days (i.e. every 15, 30, and 45 days), correspond-
ing Max-REs were less than 10% (Fig. 4). However, for some 
cases, such as 40–80 and 80–120 cm for the peanut site, the 
Max-REs were even less than 10% when sampling intervals 
were 90 days or less (Fig. 4). Significant differences were found 
for the peanut site among four soil depths except for the 40–80 
vs. 80–120 cm soil layer (p < 0.05, t-test). For the citrus site, 
however, only the error of the 0–40 cm soil layer was signifi-
cantly less than those of the 80–120 and 120–160 cm soil layers. 

Changes of averaged SDRD values with the sampling period 
increasing from 3 months to 36 months could be divided into 
two stages: slight fluctuations for a sampling duration >12 
month, but a fast increase when duration changed from 3 to 12 
months. For durations >12 months, the AREs for SDRD were 
generally less than 10% for both peanut and citrus (Fig. 5). 
However, AREs rose sharply to more than 30% for sampling 
durations <12 months (Fig. 5). The generally negative errors  
 

Table 2. Statistics of soil water content (SWC) from July, 2013 to December, 2016 of temporal mean values, temporal coefficient of varia-
tion (CVT), mean standard deviation of relative difference (SDRD), most temporal stability location (MTSL) based on the method with the 
lowest SDRD values at 0–40, 40–80, 80–120, and 120–160 cm soil layers for peanut and citrus sites. 
 

Soil depth (cm) 
 Peanut  Citrus 
 0–40 40–80 80–120 120–160  0–40 40–80 80–120 120–160 

Mean SWC  27.6a 27.8a 28.9a 28.6a  29.2a 32.9b 31.3a 32.1b 
CVT  15.0 9.5 7.1 6.1  15.9 10.6 10.3 8.2 
Mean SDRD  3.9 3.3 5.0 6.7  5.8 5.6 6.1 6.8 
MTSL  P6 P1 P1 P1  P7 P3 P3 P3 
SDRD of MTSL  2.6 1.6 2.6 4.0  3.0 3.3 3.2 3.4 

 

Mean SWCs flowed by different letters indicating significantly different between peanut and citrus sites (p < 0.05, paired samples t-test). 
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Fig. 4. Changes of temporal stability of soil water content (SWC) 
with 13 sampling intervals for peanut (a) and citrus (b) sites at  
0–40, 40–80, 80–120, and 120–160 cm soil layers during the train-
ing period (from July, 2013 to June, 2016), represented by the 
standard deviation of relative difference (SDRD) and its maximum 
relative error (Max-RE) of sub-datasets. 

 
 

Fig. 5. Changes of temporal stability of soil water content (SWC) 
with eight sampling periods for peanut (a) and citrus (b) sites at  
0–40, 40–80, 80–120, and 120–160 cm soil layers during the train-
ing period (from July, 2013 to June, 2016), represented by the 
standard deviation of relative difference (SDRD) and its maximum 
relative error (Max-RE) of sub-datasets. 
 

 
 
 
 

 

Table 3. Criterion of sampling interval and period to meet standard deviation of relative difference (SDRD) and soil water content (SWC) 
prediction with mean absolute value of relative error (Mean-ARE) over all sub-datasets lower than 10% for peanut and citrus sites at 0–40, 
40–80, 80–120, and 120–160 cm soil layers. 
 

Vegetation type Soil depth 
cm 

     Sampling interval        Sampling period 
SDRD Mean SWC  SDRD Mean SWC 

       
 
 
Peanut 

0–40 240 (4) 240 (4)  12 (23) 3 (5) 
40–80 240 (4) 240 (4)  18 (34) 3 (5) 
80–120 240 (4) 240 (4)  9 (17) 3 (5) 

120–160 210 (5) 240 (4)  12 (23) 3 (5) 
       
 
Citrus 

0–40 240 (4) 240 (4)  12 (23) 3 (5) 
40–80 240 (4) 240 (4)  18 (34) 3 (5) 
80–120 240 (4) 240 (4)  9 (17) 3 (5) 

120–160 240 (4) 240 (4)  9 (17) 3 (5) 
               

  Number in the brackets stands for the occasions of sampling required. 
 
Table 4. Criterion of sampling interval and period to meet standard deviation of relative difference (SDRD) and soil water content (SWC) 
prediction with maximum absolute value of relative error (Max-ARE) over all sub-datasets lower than 10% for peanut and citrus sites at  
0–40, 40–80, 80–120, and 120–160 cm soil layers. 
 

Vegetation type Soil depth 
cm 

     Sampling interval            Sampling period 
SDRD Mean SWC  SDRD Mean SWC 

       
 
 
Peanut 

0–40 60 (17) 45 (22)  — 24 (46) 
40–80 90 (12) 105 (10)  — 12 (23) 
80–120 90 (12) 180 (6)  24 (46) 6 (11) 

120–160 45 (22) 105 (10)  — 12 (23) 
       
 
Citrus 

0–40 75 (14) 75 (14)  24 (46) 18 (34) 
40–80 45 (22) 60 (17)  24 (46) 24 (46) 
80–120 45 (22) 90 (12)  24 (46) 18(34) 

120–160 45 (22) 90 (12)  24 (46) 9 (17) 
 

   “—” means that no investigated sampling frequency or sampling period meeting the requirement. 
 
 

 
suggest that the temporal stability of SWC was overestimated 
for short sampling periods. For the shortest sampling period 
duration (i.e. 3 months), the mean errors of sub-datasets were 
highest. 

 
The differences in Max-AREs among soil layers for peanut 

site were significant except for 0–40 vs. 40–80 cm and 0–40 vs. 
120–160 cm soil layers (p < 0.05, t-test) while no significant 
differences were observed among any of the soil layers for the 
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citrus site. Significant differences between the two vegetation 
types were observed at deeper soil layers (i.e. 80–120 and 120–
160 cm). Nevertheless, changing sampling frequency and dura-
tion did not change the ranks of relative magnitude for mean 
SDRD for both peanut and citrus sites, which were identical to 
that under the full dataset. 

The errors of temporal stability with changing sampling in-
tervals from scale effects (Mean-RE) and from the uncertainties 
(Max-REs) varied greatly. Taking the longest sampling interval 
(i.e. every 240 days) for the 36-month period as an example, the 
two sources of errors were –6.7% vs. –53.7%, –7.9% vs.  
–41.3%, –3.5% vs. –30.6%, and –12.7% vs. –46.3% for peanut 
and –3.7% vs. –21.8%, –7.9% vs. –55.1%, –7.8% vs. –47.6%, 
and –9.1% vs. –49.4% for the citrus site. The ratios between the 
scale effect and uncertainties from the temporal variation of 
inner scale ranged from 0.1 to 0.4. However, the differences of 
the errors from the two sources become more comparable when 
the sampling period decreased from 36 months to 3 months, 
with the ratio changing from 0.8–1.5. 

Requirements for sampling intervals and period duration to 
meet the criterion of ARE less than 10% for the mean and 
maximum SDRD of all sub-datasets are shown in Tables 3 and 
4, respectively. Long sampling periods appeared to be required 
to meet the criterion. For example, around 5 sampling occa-
sions were sufficient to ensure the AREs of mean SDRD were 
less than 10% for a total sampling duration of 36 months. How-
ever, corresponding sampling occasions need to be increased to 
17-34 sampling occasions for shorter monitoring periods (Table 
3). Both sampling interval and period duration required should 
improve largely to meet the maximum errors of all the sub-
datasets lower than 10% (Table 4). For example, the sampling 
interval should not be longer than 60 days for peanut at 0–40 
cm to obtain Max-ARE of all the sub-datasets around 10% 
(Table 4). For some extreme cases, i.e. citrus site at 0–40,  
40–80, and 120–160 cm, Max-AREs were consistently higher 
than 10% for all the investigated sampling periods. 
 
Influences of temporal sampling strategy on mean SWC 
prediction 

 
Prediction accuracy was generally high for most sampling 

strategies. Figures 6 and 7 show that Mean-ARE is always less 
than 5% except for citrus with a short sampling period, e.g. 3 or 
6 months (Fig. 7). These high prediction accuracies suggested 
that the temporal stability technique would generally be an 
appropriate tool for mean SWC prediction, even for a long 
sampling interval (e.g. once every 240 days) or for short sam-
pling periods (e.g. 3 months). 

Mean-AREs were more constant with changing sampling 
frequencies than sampling periods. Taking the citrus site as an 
example, when the sampling interval increased from 15 days 
(67 occasions) to 210 days (5 occasions), the Mean-AREs 
remained more or less the same for the four soil layers (Fig. 6), 
but with decreasing sampling period from 36 months (67 occa-
sions) to 3 months (5 occasions), they increased consistently 
(Fig. 7). Max-AREs, however, increased much more with in-
creasing sampling intervals and decreasing periods compared to 
mean errors. For example, the Max-AREs increased from 4.2% 
to 16.1% for peanut and from 5.7% to 21.7% for citrus at 0–40 
cm when sampling intervals increased from 15 days to 240 days 
(Fig. 6). 

Generally, the prediction accuracy of mean SWC was better 
for the peanut than the citrus site. The Mean-AREs of the dif-
ferent sampling frequencies for peanut were lower than for 
citrus at all four soil layers (p < 0.05, t-test), with the mean 

values of 2.5% vs. 3.6%, 1.7% vs. 3.1%, 1.7% vs. 4.2% and 
2.2% vs. 2.6%, respectively (Fig. 6). Relative to the differences 
between the two vegetation types, the differences among soil 
layers were smaller. No significant differences were observed 
in the Mean-AREs between 0–40 and 120–160 cm and between 
40–80 and 80–120 cm soil layers (p > 0.05, t-test). 
 
DISCUSSION 
Influence of vegetation on spatio-temporal patterns in SWC 

 
Soil water content of peanut and citrus sites exhibited differ-

ent spatio-temporal patterns: stronger temporal variations, 
weaker temporal stability and lower mean SWC prediction 
accuracies were found under citrus than for peanut. Such differ-
ences may be related to (a combination of) the differences in 
soils and vegetation characteristics between them. 

Firstly, soils at the citrus site have generally more clay com-
pared to those at the peanut site (Table 1). These differences in 
clay can be mainly related to a different degree of soil erosion 
(Jarasiunas and Kinderiene, 2016) which is higher for peanut 
than for citrus. In general, agriculture has shown to exacerbate 
soil erosion in this region. Zhao et al. (2012) reported that soil 
loss under crop production was three times higher than under 
forest land use. By preferentially removing clay, soil erosion 
can increase sand and decrease clay contents for agricultural 
soils (Lai, 1998). Higher clay content is generally associated 
with relatively weaker temporal variation of SWC (Wang et al., 
2017). This was inconsistent with observations in the present 
study, which showed that citrus had a larger clay content and 
stronger temporal variation in SWC. 

In addition, relative differences in soil hydraulic properties 
between the two vegetation types do not directly support the 
stronger temporal variation of SWC for the citrus site. Due to 
the traditional tillage at the peanut site (generally in late 
March), the KS of soils under this land use was 6-9 times higher 
than that at the citrus site at 0-20 cm soil at the time of sam-
pling (early May, 2014). However, there is also a strong tem-
poral variability in the soil hydraulic properties, which might 
not fully reflect the differences between sites as presented in 
Table 1. For example, for the same hillslope and based on ten-
sion infiltrometer data, Zhang et al. (2016) found that the tem-
poral variation in soil effective porosity and site contribution to 
water flux for a tilled crop (watermelon) was much stronger 
than for citrus. 

As such, the diverse temporal dynamics in soil moisture un-
der citrus may be related to the characteristics of vegetation. In 
addition to the preferential flow in root channels, root water 
uptake could also explain the differences observed between the 
moisture dynamics. Citrus trees generally use more water with 
uptake from over a larger range of depth (>100 cm) than a 
peanut crop (within 20 cm). Therefore, citrus trees could be 
associated with stronger temporal SWC dynamics by decreas-
ing the SWC in the dry season and allowing for more water 
storage in soils during the rainy and winter seasons (Fader et 
al., 2015). This may be exemplified by the sharp drop in the 
SWC in September 2014, which was more pronounced for 
citrus than for the peanut site (Fig. 3). 

 
Responses of “apparent” temporal stability to temporal 
sampling strategies 

 
Results showed that the temporal stability of SWC has a 

tendency to be overestimated with increasing sampling inter-
vals (only when >150 days) and decreasing the total duration of 
the sampling period. The extent of the overestimation was  
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Fig. 6. Changes of prediction accuracy of soil water content (SWC) 
with 13 sampling intervals for peanut (a) and citrus (b) sites at  
0–40, 40–80, 80–120, and 120–160 cm soil layers during the vali-
dation period (from July, 2016 to December, 2016), represented by 
the mean value and maximum of absolute value of relative error, 
Mean-ARE and Max-ARE, respectively. 
 
much lower with increasing sampling intervals than for de-
creasing the duration of the monitoring period. 

In the present study area, seasonal dynamics of SWC were 
strong (see Fig. 3), which appears to affect the temporal 
stability of SWC due to the seasonal controlling factors such as 
meteorological effects (Cho et al., 2016) and vegetation 
characteristics (Wang et al., 2015a). The overestimation could 
be due to the neglect of the variation within or between seasons 
when sampling frequency is low (e.g. less than one season) or 
when the total sampling period is short (e.g. shorter than one 
whole season cycle). Such under-sampled variation would have 
a general tendency to lead to an overestimation of temporal 
stability, as suggested previously by Biswas (2014) and Gao et 
al. (2015a). In addition, large study extent generally leads to 
high similarity of the spatial patterns, which decreases the 
requirements of the temporal sampling strategy (Zhang et al., 
2015). As such, the temporal sampling strategy may play a less 
important role in affecting the “apparent” temporal stability 
features in areas with weak seasonal patterns or at a relatively 
large spatial scale. SDRD values were much more constant with 
changing sampling intervals (Fig. 4) than sampling duration 
periods (Fig. 5). These diverse influences are probably related 
to the “aliasing” effect, which refers to the effect of spatial or 
temporal inner information partly “folded back” from low 
frequency to high frequency in sampling theory (Jenkins and 
 

 
 

Fig. 7. Changes of prediction accuracy of soil water content (SWC) 
with eight total sampling durations for peanut (a) and citrus (b) 
sites at 0–40, 40–80, 80–120, and 120–160 cm soil layers during 
the validation period (from July, 2016 to December, 2016), repre-
sented by the mean value and maximum of absolute value of rela-
tive error, Mean-ARE and Max-ARE, respectively. 
 
Watts, 1968). In other words, a stronger “aliasing” effect was 
always detected with changing spatial or temporal sampling 
spacing or interval, than for changes in the sampling duration or 
monitoring period. This “aliasing” effect has previously been 
reported for studies in groundwater (Gelhar, 1993), soil mois-
ture (Western and Blöschl, 1999), and soil saturated hydraulic 
conductivity (Gao et al., 2012). In this study, temporal stability 
information of SWC which “folded back” from low sampling 
frequency to high frequency might be responsible for the 
stronger influences of sampling period than sampling frequency 
on temporal stability of SWC. This is supported by earlier 
findings by Western and Blöschl (1999), who found that sample 
spacing had no effect on the apparent variance of SWC, which 
was ascribed to the “aliasing” effect. Relatively small impacts 
of sampling frequency on temporal stability of SWC extended 
previous reports by Rivera et al. (2014) who found that the 
temporal stability did not change with sampling intervals in a 
limited range from 7 to 28 days in the Central Valley of Chile. 
However, Gao et al. (2012) predicted that this “folded back” 
phenomenon would diminish or even disappear with increasing 
sampling intervals. This might explain that larger differences 
were eventually observed when sampling intervals were very 
high (e.g. 210 days or 240 days). 
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Wider implications for sampling strategy design 
 
The temporal stability index (i.e. SDRD) was more sensitive 

to the duration of the sampling period than the sampling inter-
val. Therefore, it is reasonable to suggest that for a given num-
ber of sampling occasions, it would be best to target occasions 
that capture the longer term natural variability in moisture 
conditions. In other words, it would be recommended to focus 
on long term monitoring rather than high frequency (short 
intervals) monitoring. In comparison to decreasing sampling 
intervals, a good distribution of limited sampling occasions 
within a long sampling period was more efficient to decrease 
the uncertainty in the temporal stability. For example, this can 
be demonstrated clearly by comparing results from two cases 
(C1 and C2) with similar sampling occasions but diverse sam-
pling strategies: e.g. C1 with a 45-day sampling interval over a 
36-month period (22 occasions) and C2 with a 15-day sampling 
interval over a 12-month period (23 occasions). Significant 
differences in the errors (p < 0.01, t-test) between the two strat-
egies indicated that it was reasonable to spend more effort 
extending the sampling period than improving frequency, when 
balancing between cost and accuracy. 

The required sampling strategy differed when only consider-
ing the scale effect and considering errors both from sampling 
scale and uncertainties. By evaluating the mean over all the 
sub-datasets, the errors of such values were caused only by 
temporal scale effects. For similar study sites, any sampling 
strategy with a sampling interval shorter than 240 days and a 
sampling period no shorter than 12 months with measurement 
occasions more than 5 may be recommended. However, it 
should be noted that here we employed a single sampling and 
did not collect all possible sub-datasets within the actual sam-
pling strategy, which has inevitably introduced uncertainties by 
ignoring variations between sites. It would therefore be neces-
sary to extend the temporal sampling scales to decrease the 
uncertainties.  

Considering the error both from sampling scale and uncer-
tainties, sampling once every 45 days over 24 months could 
result in errors less than 10% in most cases (Table 4). Since we 
intentionally explored sampling strategies for a case study with 
high variability in hydroclimatologic and related SWC, we 
assume that these recommendations would be appropriate for a 
large range of sites, and certainly for those sites exposed to less 
variability. To be safe in practice, a 45-day sampling interval is 
suggested to minimize potential impacts from more variable 
years or crops that may alter SWC dynamics even more than 
citrus. Clearly, there is a need for more data from (sub)tropical 
climates to explore a broader range of vegetation, soil manage-
ment and soil characteristics. 

Similar sampling frequencies were also recommended by 
Martínez-Fernández and Ceballos (2005) who suggested to 
sample monthly for a temporal stability study in the central 
sector of the Duero basin, Spain. The importance of keeping a 
suitable sampling frequency to get insights of seasonal process-
es was previously emphasized by Guber et al. (2008) and Rive-
ra et al. (2014). A complete seasonal cycle was important to 
capture seasonal dynamics of temporal stability caused by 
season-variable hydro-climatological conditions and vegetation 
phenology (Wang et al., 2015a). Nevertheless, the sampling 
period proposed in this study is also longer than reported previ-
ously, such as a one-year sampling period suggested by Mar-
tínez-Fernández and Ceballos (2005). A longer sampling period 
may be needed to account for the strong inter-annual variation 
of meteorological factors among the three-year study period, 
e.g. with rainfall of 1351, 1939 and 2193 mm, in consecutive 

years respectively (Fig. 3). Different rainfall total between 
years would affect the relationships between temporal stability 
and related factors. For example, Wang et al. (2015a) reported a 
significant decrease in the effects of vegetation on temporal 
stability when rainfall increased from 566 mm to 604 mm in a 
semi-arid grassland. 

There were no consistent differences observed in the identi-
fied most efficient sampling strategies for the different vegeta-
tion types and soil depths, as noted above. With regards to the 
Max-AREs of SDRD, the recommended sampling frequency 
for peanut was greater at 0–40 cm, smaller at 40–80 and 80–
120 cm, and comparable at 120–160 cm than citrus site (Table 
5). This suggests that the critical requirements could not be 
explained only by detected differences in spatio-temporal pat-
terns between vegetation types and among soil depths. Other 
factors, such as extreme weather conditions, preferential flow 
pathways and “hotspots” of subsurface flow might play an 
important role in determining such requirements. Dynamics of 
preferential flow or subsurface flow can result in varying rela-
tionships between SWC at different spatial locations (Zhu et al., 
2017). 

Finally, dynamics in rainfall result in another important  
factor that can affect the temporal stability behavior of SWC 
(Lee and Kim, 2017). While the exact influences of rainfall 
event dynamics on key hydrological processes also depend on 
local conditions (e.g. soils, slope position and microtopogra-
phy), it is known that during and directly after rainfall events, 
these can be different from before. There is additional work 
needed to evaluate if and how such effects translate into chang-
es of temporal stability behavior. Such information is critical to 
arrange sampling dates (e.g. with respect to occurrence of the 
rainfall events) that allow for capturing accurate temporal sta-
bility information of SWC. To our knowledge, previous studies 
have not taken this into account and mainly focused on year- or 
season-scale. Instead, those and the study employed a middle 
way to eliminate immediate rainfall event effects, i.e. all the 
sampling occurred at least two days after a rainfall event. As 
such, by excluding rainfall event conditions, we recognize that 
this may still result in a departure of observed data from “real 
world” situations to some extent, yet we focused here on the 
key longer term patterns. The effect of short term rainfall  
dynamics on temporal stability behavior should receive more 
attention in the future. This would require higher temporal 
resolution data collection than employed here. 
 
CONCLUSIONS 

 
Impacts of temporal sampling strategy on temporal stability 

behaviors of SWC were analyzed for peanut and citrus sites at 
four soil layers from a 3.5-year dataset (from July, 2013, to 
December, 2016) in the subtropical Chinese red soil region. 
The following conclusions were drawn: 

(1)  Vegetation type played an important role in affecting 
spatio-temporal SWC patterns. In the present study, SWC at the 
peanut site exhibited less temporal variation, stronger temporal 
stability and greater prediction accuracy of mean SWC com-
pared to the citrus site (p < 0.05, paired samples t-test). These 
differences were mainly caused by the diverse characteristics of 
the vegetation itself, e.g. root water uptake. 

(2)  With increasing sampling interval or decreasing moni-
toring duration, temporal stability of SWC was generally over-
estimated and affected more by the duration of the total sam-
pling period than the interval between sampling occasions. 
With increasing intervals between sampling occasions, errors of 
temporal stability were mainly caused by the increasing uncer-
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tainties and with decreasing sampling periods, however, the 
errors caused by scale effect and uncertainties were comparable. 

(3) Sampling design strategies in future studies on temporal 
stability of SWC should consider distributing limited sampling 
occasions over a long sampling period, rather than focusing on 
high frequency sampling. More specifically, balancing cost and 
accuracy, a sampling strategy with 45-day sampling interval 
over 24 months is recommended in study areas similar to our 
site. If only mean SWC prediction is desired, the sampling 
interval and period duration could be further decreased. No 
significant differences between recommended sampling strate-
gies were observed for peanut and citrus sites among four dif-
ferent soil layers. Therefore, employing uniform sampling 
strategies for different vegetation types and soil layer depths 
was reasonable here. 

Although precise recommended sampling strategies are ref-
erential to areas with the same or similar climates, vegetation 
types and soils, the need for long-term rather than high fre-
quency monitoring has wider applications. Nevertheless, for 
areas where differences in spatial patterns for SWC inter- or 
intra-seasons is weak, it is reasonable to infer that required 
sampling intervals and sampling periods could be less. Since 
previous studies have speculated that the effects of sampling 
strategies might be more variable under climates with strong 
seasonality, we consider that the results here represent an ex-
treme scenario that allows for widespread adoption. 
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Abstract: Tree transpiration plays a determining role in the water balance of forest stands and in seepage water yields 
from forested catchments, especially in arid and semiarid regions where climatic conditions are dry with severe water 
shortage, forestry development is limited by water availability. To clarify the response of water use to climatic condi-
tions, sap flow was monitored by heat pulse velocity method from May to September, 2014, in a 40–year–old Pinus tab-
ulaeformis Carr. plantation forest stands in the semiarid Loess Plateau region of Northwest China. We extrapolated the 
measurements of water use by individual plants to determine the area–averaged transpiration of the woodlands. The 
method used for the extrapolation assumes that the transpiration of a tree was proportional to its sapwood area. Stand 
transpiration was mainly controlled by photosynthetically active radiation and vapor pressure deficit, whereas soil mois-
ture had more influence on monthly change in stand transpiration. The mean sap flow rates for individual P. tabu-
laeformis trees ranged from 9 to 54 L d−1. During the study period, the mean daily stand transpiration was 1.9 mm day–1 
(maximum 2.9 and minimum 0.8 mm day–1) and total stand transpiration from May to September was 294.1 mm, repre-
senting 76% of the incoming precipitation over this period. Similar results were found when comparing transpiration es-
timated with sap flow measurements to the Penman–Monteith method (relative error: 16%), indicating that the scaling 
procedure can be used to provide reliable estimates of stand transpiration. These results suggested that P. tabulaeformis 
is highly effective at utilizing scarce water resources in semiarid environments. 
 
Keywords: Sap flow; Transpiration; Scaling up; Pinus tabulaeformis; Loess Plateau. 
 

INTRODUCTION 
 

Land degradation is one of the most serious ecological prob-
lems in the world and is concerned by most countries (Liu et 
al., 2010; Moran et al., 2009). Desertification is a type of land 
degradation, which occurred in arid, semi–arid and part of 
semi–humid areas (Huang et al., 2011). It is induced by the un–
coordination between population and land development, which 
results in soil erosion by water and wind (Duniway et al., 2010; 
Zuo, 2014). The vegetation restoration using woody species has 
been encouraged worldwide for gaining the multiple benefits 
(Malagnoux, 2007) such as soil erosion control (Huang et al., 
2011), sediment reduction (Moran et al., 2009), hydrological 
regime regulation (Yaseef et al., 2009) and carbon sequestration 
(Zhao et al., 2011). However, woody species can consume 
more water by evapotranspiration than other vegetation types, 
such as natural grassland (Cao et al., 2009). Soils can also 
strongly dry out in both deeper and shallow soils after applying 
vegetation restoration (e.g., Cao et al., 2011; Wang et al., 2010; 
Yaseef et al., 2009). More extreme soil desiccation due to the 
initially promoted afforestation has led to negative impacts such 
as decreasing restoration effort (Liu et al., 2010; Rodrίguez–
Caballero et al., 2012; Wang et al., 2011), vegetation deterioration 
and difficulties in renewal and reforestation (Chen et al., 2008), 
unstable agriculture crop production (Wang et al., 2008), and 
decreasing ecosystem services (Chazdon, 2008; Liu et al., 2008). 

To control the serious soil erosion and restore the degraded 
ecosystems of the Loess Plateau, large scale vegetation restora-
tion programs have been implemented by the government since 
the 1950s (Fu et al., 2012; Issa et al., 2011). Fast–growing trees 
with wood of practical utility were selected historically in the 
vegetation restoration practice of the region. Pinus tabu-
laeformis Carr. have been regarded as a prominent reforestation 
species because of its advantages of drought tolerance, fast 

growth, and wood utilization (Chen et al., 2008). However, 
there is a concern about the sustainability of these plantations 
with regard to their potentially high water consumption and a 
shortage of water resources in the region. Du et al. (2011) vapor 
pressure deficit, solar radiation and soil moisture had varying 
influences on sap flux density in Robinia pseudoacacia, Quer-
cus liaotungensis and Armeniaca sibirica, the sap flow of these 
species was not very sensitive to changes in soil water condi-
tions. The results suggested that typical indigenous species can 
manage the water consumption conservatively under both 
drought and wet conditions. Zhang et al. (2015) used Granier–
type thermal dissipation probes in a black locust (Robinia pseu-
doacacia) plantation and up scaled stand transpiration from 
individual measurements of stem sap flow. they found that 
although the stand transpiration is controlled by multiple fac-
tors, those contributing to a significant difference vary with 
time scales. Some factors (e.g. soil moisture) may only be de-
tected upon long–term observations. Similarly, Jiao et al. 
(2016) suggested that the black locust plantation has adapted to 
local soil water condition by reducing transpiration, and the 
major water loss from the plantation was not transpiration. 
There are no studies reporting stand–scale water use for P. 
tabulaeformis. There is thus an urgent need to quantitatively 
investigate the water use of these plantations for comprehensive 
understanding of their ecological properties and for water re-
source management on the region (Derak and Cortina, 2014; 
Zhang et al., 2009).  

Plant water use can be quantified by several methods, for 
example the lysimeter method, the large–tree photometer meth-
od, the ventilated chamber method, the chemical tracer method, 
the isotopes tracer method, and thermally based sap–flow 
methods (Jiao et al., 2011). Among these methods, the sap flow 
methods make it feasible to estimate plant water use in situ with 
relatively high temporal resolution and very little disturbance to 
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the site. Moreover, the sap flow technique is the only method 
for investigating forest water use in some conditions, for exam-
ple in forests on steep slopes or in very small forest stands. 
Four sap flow methods are currently available for quantification 
of plant water use in the field, including heat–pulse (Cortina et 
al., 2011), heat balance (Wang et al., 2013), thermal dissipation 
probe (TDP) (Granier, 1987) methods and heat field defor-
mation (Han et al., 2012). All four sap flow methods are based 
on using the thermal dissipation properties of the water flow 
through the plant stem to estimate sap flux density. The TDP 
method, which was originally developed by Granier (1987), is 
now widely used in many studies of tree water use owing to the 
advantages of easy installation, simple sensor outputs record-
ing, simple sap flow calculations, high accuracy and reliability, 
and relatively low cost. In homogeneous forests, estimates of 
water use by the TDP method agree well with estimates ob-
tained by use of other sap flow methods or micrometeorological 
methods (Xiao et al., 2011). The TDP method is a reliable 
approach to measure forest tree water use, but which often 
influenced by environment factors; so it was necessary to inves-
tigate how sap flow varies with environmental factors, which 
would improve our general understanding of the water balance 
analysis for revegetation activities in the Loess Plateau, and 
provide a practical water management measure in such areas. 

In current study, the TDP method was used to estimate water 
use of middle-aged P. tabulaeformis plantation in the semiarid 
region of Loess Plateau, China. We hypothesized that the TDP 
method would measure forest tree water use accurately. The 
main objective of the study was to estimate the stand-scale 
transpiration of plantations in the region. Additionally, for 
characterizing the stand-scale transpiration at this site, the 
among-tree variation and diurnal and seasonal patterns of the 
transpiration were analyzed for the growing season. The study 
would enrich the database to assess forest stand water balance 
and further provide valuable information for forest management 
in the region. 
 
MATERIALS AND METHODS 
Study area description  

 
The study was conducted in the Anjiapo catchment, Dingxi 

County (35°35′N, 104°39′E) of Gansu province in western 
Chinese Loess Plateau (Fig.1). The annual precipitation (from 
1956 to 2010) is 421 mm with great seasonal variations. Over  
 

 
 

 

Fig. 1. Location of Anjiagou Catchment and the P. tabulaeformis 
plantation plot. 

60% of the precipitation falls between July and September and 
over 50% occurs in form of storms. According to more than 50 
years (1954–2004) of monitored data, the precipitation showed a 
decreased trend while the temperature continued to increase dur-
ing the past decades, which means that the local climate has be-
come drier and warmer. The mean annual pan evaporation is 
about 1515 mm, the annual mean temperature is 8.5°C, solar 
radiation is 932.6 MJ m–2 pear year, and the frost free period is 
160 days (Bai and Wang, 2011; Zhang et al., 2010). The average 
depth to water table is over 50 m and the typical loess soil has a 
uniform texture and moderate permeability (0.1–1.2 cm min–1) 
(Ma et al., 2012). Soil bulk density ranged from 1.03 g cm–3 to 
1.51 g cm–3, water content at field capacity ranged from 15% to 
23% (mass percentage) and at wilting moisture content is 5% 
(mass percentage) (Han et al., 2012; Zhang et al., 2010). Silt, clay, 
and sand content is 75.59%, 9.17% and 15.24%, respectively. 
 
Sap flow measurements  

 
The experiments were conducted in P. tabulaeformis planta-

tion from May to September 2014. Three representative P. tabu-
laeformis experimental plots of 10 m × 10 m size were selected 
randomly on the south–facing slope of the Dianganliang Ridge 
in the Anjiapo catchment, for measurements of vegetation 
growth and sap flow. The LAI of the trees in the three plots was 
2.65±0.31 (mean±SD), tree height was 10.15±3.64 m 
(mean±SD), and diameter at breast height (DBH) was 20.3±3.7 
cm (mean ±SD). The root distribution of P. tabulaeformis was 
shallow (Jian et al., 2015), more than 90% of the roots was 
concentrated in the 0–100 cm soil depth. 

We used heat pulse meters (SF–L, Greenspan Technology 
Pty Ltd, Germany) to measure sap flow of P. tabulaeformis. A 
total of 18 P. tabulaeformis individuals, out of the three plots 
were selected (6 from each plot) representing a range of proper-
ties (Table 1; Fig. 2). The heat pulse velocity probes were in-
stalled in the tree stems at 130 cm above the soil surface, and 
implanted 20 mm deep into the xylem of each tree.  

The wound diameter was 2 mm. Before insertion, each probe 
was coated with silicone gel to ensure good thermal contact 
between probe elements and sapwood. After insertion, the 
exposed cambium was covered with silicon gel to reduce evap-
oration, and then covered again with aluminum foil to minimize 
effects of ambient air temperature fluctuations and solar radia-
tion (Swanson and Whitfield, 1981). The CR1000 data logger 
(Campbell Scientific, Logan, UT, USA) was used to record sap 
flux density every 10 minutes. Sap flow velocity (Vs, mm h−1) 
was calculated following the method of Edwards and Booker 
(1984): 
 

(0.505 )s h m iV V F F′= +                                                     (1) 
 

where, hV ′  (mm h−1) is the heat pulse velocity, mF is the volume 
fraction of the woody material, and iF is the volume fraction of 
water. The calculation of mF and iF  for each tree required the 
following inputs: fresh weight (Wf, kg), oven–dried weight (Wd, 
kg), and weight of water in the same volume as the sapwood 
sample (Wi, kg). On this basis, mF  is: 
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Table 1. Tree height (TH), sapwood area (SA), and diameter at breast height (DBH) of each individual tree with sap flow measurements at 
three plots. 
 

No. Plot1   Plot2   Plot3   
TH(m) DBH(cm) SA(cm2) TH(m) DBH(cm) SA(cm2) TH(m) DBH(cm) SA(cm2) 

1 9.68 19.1 2.58 10.25 19.2 3.21 13.65 19.5 3.11 
2 13.21 21.1 3.11 11.26 20.3 3.34 12.68 20.4 3.52 
3 11.53 17.5 2.18 8.54 17.6 2.63 12.14 21.6 3.13 
4 11.52 20.6 3.02 8.64 17.5 2.55 10.62 18.6 2.94 
5 8.83 20.3 2.84 9.52 18.7 3.05 9.57 17.9 2.73 
6 7.51 18.7 2.51 7.68 19.6 3.09 9.77 17.1 2.66 
Ac -- -- 54.13 -- -- 59.57 -- -- 57.29 

 

 Note: There were 20 trees in plot 1 and plot 2, respectively, 19 trees in plot 3. The total sapwood area in each plot (Ac) was calculated based on Fig. 2. 
 

 
Fig. 2. The relationships between sapwood and diameter at breast 
height. 

 
Sapwood sample was selected with five replications. Firstly, 

their Wf was measured. Secondly, sapwood sample was com-
pletely immersed into the distilled water. The distilled water 
was placed in the metering cylinder. The volume change be-
tween before immersed and after immersed were compared, 
and weight of water in the same volume as the sapwood sam-
ple, Wi was calculated. Finally, sapwood sample was put in the 
oven and oven–dried it at 80°C. Then, after Wd was determined, 
Fm and Fi were calculated. The averages of Fm and Fi were used 
to calculate the Vs value. The average values of Fm and Fi were 
0.36 and 0.27, respectively. 

Sap flux (SF, mm3 h−1) is a function of the velocity of sap 
flow and the area of conducting wood in which the flow occurs: 
 

s cSF V A=                                                              (4) 
 
where, Ac (mm2) is the area of conducting wood. 

Daily cumulative sap flow (SFc, kg d−1) in sample trees is es-
sentially equal to the daily sums of transpiration for time peri-
ods of one day or longer (Čermák et al., 1995). The dynamic 
response of the measured sap flow to atmospheric forcing oc-
curred virtually immediately. SF was so tightly coupled to the 
climatic variables that no time shift was needed to fit a simple 
static microclimatic model to estimate SF (Blackman and Bro-
dribb, 2011). 

Tree transpiration (Et , kg m−2 d−1 ) was expressed as sap flux 
on the sapwood area at breast height. In order to calculate sap 
flux (kg m−2 h−1) for a given tree, Vs (Eq. (1)) was divided by 
the sap wood area of the tree. 

Tree–level sap flow was scaled up to the stand level to cal-
culate stand transpiration (Es, kg d−1) based on the trees’ esti-
mated sapwood areas. We assumed that the water velocity on a 
given date was the same per unit of sap flow area (i.e., that 

velocity did not vary within the sapwood in different trees). 
Therefore, Es was estimated as: 

 

,

,1 1

n n
T sw

s si sti
S swi i

A
E E E

A= =
= =                                                    

 

(5) 

 
where, Esi (kg d−1) represents the stand transpiration on day i, 
Esti (kg d−1) represents the sample tree transpiration on day i, 
AT,sw (mm2) is the total stand’s sapwood area, and AS,sw (mm2) is 
a given sample tree’s sapwood area. 

Canopy transpiration (Ec, mm d−1) equals Ec weighted by the 
canopy’s projected area. Crown projection areas were estimated 
from below the crown by sighting vertically at various positions 
around each tree. We measured the distances between the stem 
and the outermost projected point of the branches in all direc-
tions, and then drew the proportional lengths on standard cross–
section paper to estimate the crowns’ projection areas. 
 
Meteorological measurements 

 
An automated weather station (AG1000, Onset Computer 

Corporation, Pocasset, MA, USA) was situated located about 
100 m away on an open field from the experimental field. The 
meteorological variables were wind speed and direction, air 
temperature, relative humidity, net and photosynthetically 
active radiation, soil temperature, soil moisture, soil heat flux, 
rainfall, and atmospheric pressure. The sensors were installed at 
two levels in 2 and 3 m above the ground. Rainfall was meas-
ured with a tipping-bucket rain gauge, 1.5 m above ground 
(model TE525, metric; Texas Electronics, Dallas, TX). Volu-
metric soil moisture was measured by means of TDR probes 
(Decagon Devices, Pullman, WA, USA), installed at four soil 
depths (10, 20, 30 and 40 cm). Also, soil water content was 
measured every 30 days by means of oven–drying to validate 
the soil moisture data provided by the probes during the study 
period. Soil bulk density was measured at each soil layer where 
the soil moisture probes were installed by cutting ring method. 

The meteorological data were measured at a frequency of 10 
Hz, recorded every 5 min using a CR1000 data logger (Camp-
bell Scientific Inc., Logan, UT), then stored as 30-min mean 
values, whereas rainfall and wind data were stored as the 10–
min mean values. We averaged the measured data in one day as 
the daily vapor pressure deficit and daily photosynthetically 
active radiation. 

We used data from the weather station to estimate evapo-
transpiration with the Penman–Monteith equation (Allen et al., 
1998): 

 
2 2

2
0

0.408 ( ) (900/ 273) ( )
(1 0.34 )

n aR G T u e e
uET γ

λ
Δ − + + −

Δ+ +=             (6) 

 
where Rn is net radiation at the plant surface (MJ m−2 d−1), G is  
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soil heat flux (MJ m−2 d−1), Δ is vapor pressure curve slope (kPa 
°C−1), γ is psychrometric constant (kPa °C−1), T is mean air 
temperature (℃), u2 is wind speed at 2 m height (m s−1), and 

s ae e− is saturation vapor pressure deficit (kPa). 
The plant evapotranspiration (ETc) is given by:  

 

0c cET k ET= ⋅                                                                      (7) 
 
where kc is the crop coefficient. P. tabulaeformis is mature in 
our experiment, so in this paper, kc = 0.69 for P. tabulaeformis 
(Wang et al., 2009). 
 

c c pT ET E= −
                                                                    

(8) 
 
where Tc is the potential transpiration (mm day −1) and Ep is the 
potential evaporation (mm day−1), which is calculated (Jones, 
1985) as follows: 
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where, LAI is the leaf area index. The actual plant transpiration 
(Ta) and actual soil evaporation (Ea) are presented as: 
 

,a s c a s pT k T E k E= ⋅ = ⋅            (10) 
 
where, ks is the soil water stress coefficient, which is calculated 
as follows: 
 

ln( 1) ,
ln(101)
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where, H is the soil water content, Hf is the field capacity, and 
Hwp is the wilting moisture. 
 
 

Data analyses 
 
Stepwise multiple regression analyses were carried out to 

analyze the relationships between daily changes in stand tran-
spiration and environmental factors (soil water content, photo-
synthetically active radiation, vapor pressure deficit and poten-
tial evapotranspiration). All statistical analyses were conducted 
with the SPSS software package version 18.0 (IBM, USA). The 
regression equations were done using SigmaPlot version 11.0 
(Systat Software, Chicago, Illinois, USA).  
 
RESULTS  
Diurnal variation of sap flow density 

 
During the whole growing season, sap flow density in P. 

tabulaeformis had distinct diurnal variation. Three diurnal 
variation examples of sap flow density in P. tabulaeformis in a 
sunny day (1st June), a cloudy day (14th June) and a rainy day 
(18th June) were shown in Fig. 3. Sap flow density was small 
and relatively steady at night and before dawn under the three 
weather conditions. Sunny day: sap flow rate increased gradual-
ly after 6:30, reached a peak at 13:00, with a value of 0.184  
cm–3 cm–2 cm–1, then gradually decreased after 14:30, sharply 
decreased after 18:00, and sap flow was low after 20:30. The 
results indicated that the sap flow rate in P. tabulaeformis had 
no significant ‘noon–depression’ phenomenon. At noon, it is 
possible that the stomata of P. tabulaeformis are not completely 
closed, so that transpiration continues. Sap flow density on 
cloudy and rainy days started to increase in the morning about 1 
h later than on the sunny day (Fig. 3). In the sunny day, Q and 
D had the same trend with the daily course of sap flow density, 
clearly shown by the coincidently high and low values (Fig. 
3A), and there was 1–2 h time lag between sap flow and D, but 
no significant time lag with Q. Coefficients of determination 
(R2) for the relation of Q and D with sap flow for the three days 
with different weather conditions (Table 2) show that high R2 
was found in sunny day, and low R2 in rainy day. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3. Half-hourly patterns of photo-
synthetically active radiation (Q), 
vapour pressure deficit (D) and half-
hourly patterns of sap flow density 
under different weather conditions for 
P. tabulaeformis. A, sunny day (1st 
June); B, cloudy day (14th June); 
C, rainy day (18th June). The values of 
sap flow density represent the mean 
±SD. 
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Table 2. Partially adjusted coefficients of determination R2 and 
significance levels P for the relation between transpiration and 
significant environmental factors between sap flow density and 
significant environmental factors for days with three contrasting 
weather conditions. Half-hourly patterns of photosynthetically 
active radiation (Q), vapour pressure deficit (D). 
 

Environment 
factors 

Partial coefficient 
and significance 

Weather conditions 
Sunny 
day 

Cloudy 
day 

Rainy 
day 

Q R2 0.847 0.381 0.115 
 P <0.0001 <0.05 0.16 
D R2 0.816 0.324 0.109 
 P <0.0001 <0.05 0.09 

 
Daily variations of stand transpiration 

 
The observation period was hot, relatively rainy and humid 

(Figs. 4B and C). The mean daily transpiration of P. tabu-
laeformis was found to be 1.9 mm day–1, ranging from 0.78 to 
2.9 mm day–1. The mean daily transpiration rates (mean±SD) in 
May, June, July, August and September were 1.8±0.2, 1.6±0.3, 
2.2±0.2, 2.1±0.2, and 1.3±0.3 mm day–1, respectively. Cumula-
tive transpiration determined with the sap flow method of 291.4 
mm amounted to 89% of total rainfall of this period (Figs. 4A 
and C). 

The higher transpiration (Ec) coincided with higher values of 
daily photosynthetically active radiation (Qo) and mean daily 
vapor pressure deficit (Dz) normalized by daylight hours (Figs.  
 

4A and B). Such as on 11st May and 17th June, transpiration 
rates were 2.21 and 2.45 mm day–1. Water demand was low as a 
result of cloudy day. Daily patterns of transpiration of P. tabu-
laeformis showed relatively low values under sunny weather 
condition from 24th May to 8th June, experienced with 15 days 
dry period, although Qo remained higher values (Figs. 4A, B 
and C). 

 
Transpiration calculated with Penman–Monteith equation 
and measured with heat pulse method 

 
Daily variations in stand transpiration measured with the 

heat pulse method (E_HP) were similar to the transpiration 
calculated with Penman–Monteith equation (E_PM). E_PM 
overestimated transpiration by about 16% for P. tabulaeformis 
in comparison with E_HP (Fig. 5). 
 
Correlation between stand transpiration of P. tabulaeformis 
and the environmental factors 

 
Volumetric soil water content of the soil layer from 0 to 10 

cm was the highest and changed obviously with rainfall with 
standard deviation of 5.3%. Soil water contents and variation 
coefficient in deeper soil layers were relatively low (Fig. 6). 
Soil water content at 10 cm depth responded to rain events if 
the cumulative rainfall over a 3 to 5 days period exceeded 10 to 
12 mm. Single rain events of less than 10 mm had little effect on 
soil water content at 20 cm, 30 cm and 40 cm depths (Fig. 6). 

 

 
 
 

 
Fig. 4. Daily values for (A) sap flow rate and stand transpiration during the observation period (1st May to 30th September), data represent 
the mean values of the three plots for P. tabulaeformis. (B) Daily vapor pressure deficit (Dz) and daily photosynthetically active radiation 
(Qo). (C) Temperature and precipitation. The values of Ec and SF represent the mean ±SD. 
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Fig. 5. Comparison between stand transpiration values determined 
by T_HP (the heat pulse method) and those calculated by T_PM 
(Penman–Monteith equation) throughout the observed period. Each 
data point represents a daily mean value.  

 

Coefficients of determination (R2) of daily vapor pressure 
deficit (Dz), daily photosynthetically active radiation (Qo), air 
temperature (Ta), soil water content (SWC) and potential evapo-
transpiration (ET0) versus stand transpiration in each month 
were presented in Table 3. During the experimental period, 
daily changes in transpiration correlated with Qo (R2 = 0.305–
0.802) and Dz (R2 = 0.311–0.824), however, in May the lowest 
values of R2 were found. Meanwhile, SWC had the highest 
values of R2 in May. 

The multiple linear regression of the stand transpiration in 
each month of P. tabulaeformis with the SWC, Dz, Qo, Ta, and 
ET0 was presented in Table 4. The stand transpiration in P. 
tabulaeformis was correlated to Dz, Qo and Ta in August. The 
SWC was the only factor affecting the stand transpiration in 
May. But the stand transpiration was related to Dz and Qo in 
other months. 

To elucidate response patterns of transpiration to environmen-
tal factors, daily mean transpiration was correlated with Qo and Dz 

conditions obtained at the study site 2m above ground. Total 
transpiration increased sharply with Dz at low levels (Dz<0.9kPa), 
but tended to level off at higher Dz values (Fig. 7a). The data 
increases in Qo up to values of 0–500 W m−2 produced a reasona-
bly linear increase in transpiration, after which transpiration tend-
ed to level off for higher values of Qo (Fig. 7b). 
 

 
 

Fig. 6. The dynamic variation of rainfall events and volumetric soil water contents in 10 cm (SWC10), 20 cm (SWC20), 30 cm (SWC30), 
and 40 cm (SWC40) below the soil surface. 
 

 
 

Fig. 7. The relationships between daily mean transpiration rate and daily vapor pressure deficit (Dz) and daily photosynthetically active 
radiation (Qo). 
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Table 3. Partially adjusted coefficients of determination R2 and significance levels P for the relation between transpiration and significant 
environmental factors such as daily vapor pressure deficit (Dz), daily photosynthetically active radiation (Qo), air temperature (Ta), soil 
water content (SWC), and potential evapotranspiration (ET0), for May, June, July, August, and September 2014; the number of values is n = 
153. 
 

Environment factors Partial coefficient 
and significance 

Month   
May June July August September 

Qo R2 0.305 0.765 0.783 0.802 0.711 
 P <0.05 <0.0001 <0.0001 <0.0001 <0.0001 
Dz R2 0.311 0.824 0.694 0.733 0.795 
 P <0.05 <0.0001 <0.0001 <0.0001 <0.0001 
Ta R2 0.502 0.514 0.465 0.672 0.582 
 P <0.01 <0.01 <0.01 <0.01 <0.01 
SWC R2 0.802 0.505 0.306 0.415 0.426 
 P <0.0001 <0.01 <0.01 <0.01 <0.01 
ET0 R2 0.311 0.206 0.453 0.336 0.240 
 P <0.05 <0.05 <0.05 <0.05 <0.05 

 
Table 4. The multiple linear correlation equations between daily stand transpiration (Ec), and environmental factors for individual months 
during the observation period (1st May–30th September 2014) for P. tabulaeformis; n is number of values (days); the independent variables 
are daily vapor pressure deficit (Dz), daily photosynthetically active radiation (Qo), daily mean air temperature (Ta), soil water content 
(SWC) and potential evapotranspiration (ET0). 
 

Month Regression equations R2 F n 
May Ec = 0.986+0.197SWC 0.756* 49.866 31 
June Ec = 2.034+0.502 Dz+1.345×10–3Qo 0.806* 60.234 30 
July Ec = 2.037+0.366 Dz+1.215×10–3Qo 0.824* 55.122 31 
August Ec = 3.345+0.157Dz+1.005×10–3Qo–8.64×10–2 Ta 0.836* 50.475 31 
September Ec = 1.976+0.119 Dz+2.034×10–3Qo 0.791* 63.120 30 

 

*indicates significant difference (P< 0.05). 
 

 
 

Fig. 8. Changes in Ec in response to changes in soil moisture at  
0–40 cm below the soil surface. Curves represent the results of 
linear regression 

 
The results revealed that the variation in sap velocity could be 

expressed as a linear function of soil moisture (Fig. 8), and the 
regression equation had a high coefficient of determination (R2). 
 
DISCUSSION 
Comparison between P. tabulaeformis transpiration and 
total evaporation 

 
Our results showed an underestimation of transpiration 

determined by the sap flow method, as compared with the 
Penman–Monteith equation That was in contradiction to those 
of authors who conclude that the extrapolation of stem–level 
flows to the transpiration of a canopy often produces a 
systematic overestimation of transpiration (Duniway et al., 

2010; Ma et al., 2001; Wang et al., 2009). The steady–state 
assumption of a constant proportionality between sap flow rates 
and leaf area for all stems is generally advanced to explain this 
overestimation. The small discrepancy between sap flow meth-
od and Penman–Monteith equation might be due to two differ-
ent factors in our case. First, the calculated P. tabulaeformis 
transpiration rate was assumed to be nearly equal to the sum of 
the transpiration from all sunlit leaves, and the majority of 
leaves were assumed to be sunlit. However, a more accurate 
value of total leaf area of a P. tabulaeformis might be slightly 
greater than that obtained from the field, though there were no 
experimental data to confirm this in the present study. The 
second possible source of error may be that the contribution of 
evaporation from the soil surface in the Penman–Monteith 
equation is not taken into account by the sap flow method. 
Subtracting soil evaporation from total evaporation, Fig. 5 
could give acceptable results with daily differences of less than 
16% between the sap flow method extrapolated to whole P. 
tabulaeformis and Penman–Monteith equation, suggesting that 
sap flow measurements can be used to provide reliable estimates 
of stand transpiration in the study area. 
 
Transpiration variation 

 
In previous studies, sap flow was measured by heat pulse 

method in similar environmental condition; sap flow of indi-
vidual longleaf pine was 2–142 L d−1 (Bosch et al., 2014) and 
the stand–level transpiration of Norway spruce was 1.4–2.8 mm 
d−1 (Alsheimer et al., 1998). These values agreed closely with 
those obtained for P. tabulaeformis in the current study (9–56 L 
d−1). In the whole growing season, the sap woodarea of P. tabu-
laeformis varied regularly from day to night, especially on 
sunny days (Fig. 3). Giorio and Giorio (2003) also reported that 
the variation of sap flow for olive tree in the sunny days was 
greater than in the cloudy days. Xiong et al. (2003) pointed out 
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that the sap flow of Larix principis-rupprechtii, which was one 
of the most principal species for afforestation in northwest 
China, changes regularly from day to night in later growth 
season in both typical sunny and cloudy days, but the sap flow 
rate in the sunny days was greater than that of the cloudy days. 
In the night, the sap flow rate was slow and rapidly increased 
with the solar radiation and air temperature in the morning. Yan 
et al. (1999) reported that Juglans mandshurica had several 
peaks during a single day of sap flow rate, and sap flow contin-
ued during night, but sap flow rate was much lower and main-
tained constant. Sun et al. (2002) also indicated that night sap 
flow rate of Betula platyphylla was only 11–40 % of that of the 
day and the variation of sap flow rate in sunny days was greater 
than that of cloudy days. In the current study, sap flow rates in 
different weather conditions had different influence factors. The 
diurnal and seasonal variations of sap flow rate in P. tabu-
laeformis under different weather conditions were in agreement 
with the previous studies. 

Although P. tabulaeformis is regarded as a tree species of 
potentially high water consumption in the region, in our re-
search, however, total stand transpiration of the P. tabulaeform-
is plantation (about 40 years) was 291.4 mm during the grow-
ing season of 2014 and related to environmental factors. The 
relatively small estimates of stand transpiration can be attribut-
ed to the low sap wood area of the stand. However, considering 
the relatively low P. tabulaeformis and the age of the planta-
tion, questions are arising about whether the stand transpiration 
of the young growth of P. tabulaeformis in the same region is 
higher, and how much stands of corresponding ages in a valley 
site transpire. These issues should be considered carefully when 
assessing and analyzing long-term water budgets of P. tabu-
laeform is plantations in relation to their growth and sustaina-
bility in the region. 
 
The response of sap flow to environmental factors 

 
Zhang et al. (2009) indicated that Dz and solar radiation af-

fected the stand transpiration of apple trees (Malus domestica 
Borkh.) greatly and the sap flow rate increased with the Dz and 
solar radiation in the sunny days (Xiong et al., 2003). The aver-
age daily stand transpiration of two eucalyptus (Eucalyptus 
urophylla S. T. Blake) plantations was significantly related to 
available soil water content and daily Dz (Yin et al., 2003). In 
the experiment presented in this article, the trunk sap flow rate 
in P. tabulaeformis was found as the function of the Dz and Qo, 
but the two environmental factors affecting the sap flow rate 
varied in each month. An another study in northeast China 
showed that air temperature, relative humidity, and Qo were 
also the major three factors affecting sap flow rate of Betula 
platyphylla on clear days, but the importance of the three fac-
tors was varied in different growth stages (Sun et al., 2002). 

The soil surface was often considered as a source of water 
vapor as important as plant leaves (Rodrίguez–Caballero et al., 
2012). The transpiration response of P. tabulaeformis to greater 
water use was shown to exhibit low R2 values with increasing 
Qo and Dz (Table 3), indicating that Qo and Dz were not the 
single influenced factors, considering the low rainfall of 16.4 
mm in May (Fig. 4C). 

Transpiration was frequently restricted by soil water availa-
bility in the upper soil profile, but P. tabulaeformis could still 
meet their water demand. The transpiration rates maintained 
high values, despite high temperature and intense radiation on 
representative clear days for P. tabulaeformis (Figs. 4A and B). 
This was due to the deeper, more developed rooting systems. 
Our previous study had reported that the root distribution pat-

terns of P. tabulaeformis in the same area (Jian et al., 2014). 
The roots of P. tabulaeformis can reach as deep as 2.8 m. The 
majority of uptake roots were concentrated in the upper 1.0 m 
of soil (Liu et al., 2012). Root water uptake from deeper soil 
layer, transported to the upper soil layer at night. This phenom-
enon was very important in arid and semi-arid area, which can 
make the plants maintain the transpiration (Gao et al., 2011). 
 
CONCLUSIONS 

 
Because of insufficient water availability in the semiarid 

region of Loess Plateau, accurate estimation of water 
consumption by a forest stand is crucial for understanding 
water–use characteristics. Use of the sap flow method enabled 
us to quantify forest stand transpiration in this loess hill and 
gullied area, because stand transpiration can be estimated by 
monitoring the sap flow in stems without consideration of 
ground unevenness and topographical heterogeneity. Further 
studies, including investigations of transpiration of P. 
tabulaeformis with different age classes and of understory 
vegetation, evaporation of soil and tree canopies, and other 
water flow elements in stand, for example runoff, are required 
to resolve these uncertainties. 
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Abstract: Longwave radiation, as part of the radiation balance, is one of the factors needed to estimate potential evapo-
transpiration (PET). Since the longwave radiation balance is rarely measured, many computational methods have been 
designed. In this study, we report on the difference between the observed longwave radiation balance and modelling re-
sults obtained using the two main procedures outlined in FAO24 (relying on the measured sunshine duration) and 
FAO56 (based on the measured solar radiation) manuals. The performance of these equations was evaluated in the 
April–October period over eight years at the Liz experimental catchment and grass surface in the Bohemian Forest 
(Czech Republic). The coefficients of both methods, which describe the influence of cloudiness factor and atmospheric 
emissivity of the air, were calibrated. The Penman-Monteith method was used to calculate the PET. The use of default 
coefficient values gave errors of 40–100 mm (FAO56) and 0–20 mm (FAO24) for the seasonal PET estimates (the PET 
was usually overestimated). Parameter calibration decreased the FAO56 error to less than 20 mm per season (FAO24 
remained unaffected by the calibration). The FAO56 approach with calibrated coefficients proved to be more suitable for 
estimation of the longwave radiation balance. 
 
Keywords: Radiation balance; Longwave radiation; Potential evapotranspiration; Penman-Monteith; Calibration. 
 

INTRODUCTION 
 
Evapotranspiration is one of the main fluxes in the global 

water cycle and is the dominant controlling factor of climate 
and hydrology at the local and global scales. In terms of quanti-
ty, it is the second most dominant process (after precipitation) 
of dry land hydrology, accounting for approximately 65% of 
the precipitation returning to the atmosphere (Shi et al., 2008). 
It affects agricultural water use, ecosystem functioning and 
aridity/humidity conditions. It is also a fundamental factor 
controlling energy and mass exchange between terrestrial eco-
systems and the atmosphere (Fischer et al., 2005).  

The overall process of evapotranspiration is determined by 
two main factors: firstly by the amount of available energy, and 
secondly by the amount of available water. Potential evapotran-
spiration (PET) represents its maximum rate under conditions 
of sufficient water supplies. Hence, PET is primarily affected 
by weather parameters and surface characteristics (Allen et al. 
1998, Yin et al., 2008). Several equations for the estimation of 
PET have been designed, each of which corresponds to site-
specific conditions. In general, three distinct approaches can be 
identified: aerodynamic (Dalton, 1802), energy balance (Prist-
ley and Taylor, 1972) and a combined approach (Penman, 
1948). The energy necessary for the process of evapotranspira-
tion is primarily represented by incoming shortwave solar ra-
diation. The significant effect of longwave radiation (emitted 
mainly by the Earth and the atmosphere) on the total radiation 
balance has also been documented (e.g. by Duarte et al., 2006; 
Kjaersgaard et al., 2009; Temesgen et al., 2007). The longwave 
radiation serves as a cooling mechanism for the Earth´s surface 
and hence reduces the available energy for the evaporation. 
Nevertheless, studies quantifying the influence of the net 
longwave radiation balance on the PET values are sparse (e.g. 
Yin et al., 2008). Net radiation (Rn) is an elementary variable 
used in several methods of PET estimation based on the energy 

balance, and represents the difference between the total incom-
ing and outgoing radiation fluxes, i.e. net shortwave radiation 
(Rns) and net longwave radiation (Rnl) (Allen et al., 1998; 
Irmak et al., 2010). Rns is typically measured using pyranome-
ters, and is readily available at numerous meteorological sta-
tions. However, measurements of Rnl are limited due to tech-
nical and economic factors (Carmona et al., 2017; Irmak et al., 
2010; Temesgen et al., 2007). Radiation formulas from FAO56 
(Allen et al., 1998, RnlFAO56) and FAO24 (Doorenbos and 
Pruitt, 1977, RnlFAO24) are therefore often used to estimate this 
quantity. The RnlFAO56 equation is based on the ratio of the 
observed to the maximum possible incoming shortwave radia-
tion, while the RnlFAO24 equation is based on the ratio of the 
actual duration of sunshine to the maximum possible duration 
of daylight hours. Since the data of actual duration of sunshine 
for RnlFAO24 is often unavailable, the FAO56 method serves as a 
basis for the estimation of Rnl (Kjaersgaard et al., 2009). How-
ever, these formulas cannot be used universally, meaning that a 
comparison with site-specific conditions is necessary (Matsui 
and Osawa, 2015). They contain several coefficients recom-
mended by Allen et al. (1998) that originate in local calibration 
based on site-specific conditions. Multiple authors reported that 
different empirical coefficients work better for model-based 
representations in different locations (Arellano et al., 2016; 
Carmona et al., 2017; Irmak et al., 2003a; Kjaersgaard et al., 
2007b; Yin et al., 2008). The reason is that besides the surface 
temperature the longwave radiation (both outgoing and incom-
ing) is influenced by local conditions, e.g. by soil type, struc-
ture of vegetation, influence of nearby high trees or buildings, 
concentration of CO2 and water vapour, and the presence of 
clouds and dust particles in the atmosphere (Allen et al., 1998). 
However, only some of these factors are taken into account in 
the above mentioned equations (cloudiness factor and atmos-
pheric emissivity). The variability in the remaining ones is the 
main reason why the site-specific coefficient values are neces-
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sary. The modelled values of RnlFAO56 using the default coeffi-
cients have been observed to be generally less negative than the 
measured values. This concerns e.g. humid (Yin et al., 2008), 
sub-humid and semiarid places (Irmak et al., 2010). The varia-
bility of RnlFAO56 parameters may result in incorrectly estimated 
PET in hydrological studies. The reason for that is the insuffi-
cient reduction of a positive short wave energy balance. Hence, 
higher PET values can then be observed as more energy is 
available (compared to a measured energy balance). The influ-
ence of inaccurately estimated Rnl on the rate of PET is still 
poorly examined (Irmak et al., 2003b; Yin et al., 2008). 

The aims of this study are therefore: (i) to compare the val-
ues of Rnl estimated by the FAO56 (Allen et al., 1998) and 
FAO24 (Doorenbos and Pruitt, 1977) approaches with observed 
values based on a dataset covering eight years; (ii) to calibrate 
the coefficients used in RnlFAO56 and RnlFAO24 longwave radia-
tion equations for an experimental site in the Bohemian Forest; 
and (iii) to investigate the influence of the chosen Rnl estima-
tion approach on the rate of PET calculated by a Penman-
Monteith equations (Monteith, 1965). 

 
DATA AND METHODS 
Site description and instrumentation 

 
The data for this study were obtained in an area of the Liz 

experimental catchment (49°04´N, 13°41´E). It is located in a 
forested, mountainous region that serves as a headwater area for 
numerous flood events in the Czech Republic. The altitude of 
the catchment extends from a minimum of 828 m.a.s.l. to a 
maximum of 1074 m.a.s.l. Using the Köppen climate classifica-
tion, the site lies in the Dfb zone, which is characterised by a 
humid continental climate with an approximately uniform pre-
cipitation distribution and warm summers. More information 
about the experimental site can be found e.g. in Votrubová et al. 
(2017). 

All meteorological variables necessary for the modelling 
were measured at 15-minute (2010–2015) and 10-minute inter-
vals (2016–2017) at the automatic meteorological station locat-
ed at 830 m.a.s.l (Fig. 1). The necessary datasets contain air 
temperature (Vaisala HMP45, Finland), relative air humidity  
 

(Vaisala HMP45, Finland), wind speed (Vaisala WAA151, 
Finland), atmospheric pressure (Vaisala PTB110, Finland), and 
actual duration of sunshine (Meteoservis SD5, CZE). Radiation 
balance was measured using a CNR1 instrument consisting of 
two pyranometers CM3 (measuring incoming and outgoing 
shortwave radiation) and two pyrgeometers CG3 (used for 
incoming and outgoing longwave radiation) (Kipp & Zonen, 
Netherlands). Radiation data are available only for the vegeta-
tion season (April–October), since in the winter the sensors 
may be covered by snow. In the meteorological station the short 
grass canopy is grown, but it is surrounded by high trees and 
forest is in the neighbourhood (50 meters from the fence).  
 
Experimental methods 
Radiation balance (Rn) 

 
The values of net longwave radiation were calculated using 

the FAO56 or FAO24 approaches and they were compared with 
the measured ones obtained from the pyrgeometers.  

Net radiation, which is often used in PET equations, is de-
fined as: 

 
 Rn Rns Rnl= − = (SW↓ - SW↑) + (LW↓ - LW↑)  (1) 

 
where the net radiation Rn [MJ m–2 d–1] is the numerical differ- 
 

 
 
Fig. 1. Meteorological station surroundings.  
 
ence between the net shortwave radiation Rns [MJ m–2 d–1] and 
the net longwave radiation Rnl [MJ m–2 d–1]. The net short- and 
longwave radiation (Rns and Rnl, respectively) represent the 
difference between their incoming (SW↓, LW↓) and outgoing 
components (SW↑, LW↑). The general equation for the estima-
tion of Rnl by FAO56 manual (Allen et al., 1998) originates 
from the Stefan-Boltzmann law, and can be described as: 
 

( ) ( ) ( )
4 4

1 2 1 2 
2

MAX K MIN K s
a

so

T T RRnl a a e b b
R

σ
 +   = ⋅ − ⋅ ⋅ − 
    

 (2) 

 
Net longwave radiation with coefficients determined in the 

FAO56 (Allen et al., 1998) approach is given by: 
 

( ) ( ) ( )
4 4

0.34 0.14 1.35 0.35
2

MAX K MIN K s
a

so

Rnl

T T Re
R

σ

=

 +    ⋅ − ⋅ ⋅ − 
    

   

  (3) 
 

where σ is the Stefan-Boltzmann constant [4,895*10–9 MJ m–2  
d–1 K–4], TMAX and TMIN are the maximum and the minimum air 
temperature [K], ea is the actual vapour pressure [kPa], Rs is the 
total incoming shortwave solar radiation [MJ m–2 d–1] and Rso is 
the calculated clear-sky solar radiation [MJ m–2 d–1]. The values 
a1 = 0.34, a2 = −0.14, b1 = 1.35 and b2 = 0.35 are coefficients 
recommended by the FAO56 manual that can be modified 
according to the specific region. 

Clear-sky solar radiation can be expressed as: 
 

( )1 2 so aR c c z R= + ⋅   (4) 
 
where c1 and c2 are coefficients, z station elevation above sea 
level [m], and Ra is the extraterrestrial radiation [MJ m–2 d–1]. 
Using the methodology in FAO56, the coefficients are defined 
as c1 = 0.75 and c2 = 0.00002. 

The general methodology in FAO24 (Doorenbos and Pruitt, 
1977) for calculating Rnl is given by the equation: 

 

( ) ( )4
1 2 1 2K a

nRnl T a a e b b
N

σ  = ⋅ − ⋅ + 
 

  (5) 

 
In the RnlFAO24 approach, this equation is used in the follow-

ing form: 
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( ) ( )4 0.34 0.044 0.1 0.9K a
nRnl T e
N

σ  = ⋅ − ⋅ + 
 

  (6) 

 
where TK is the daily mean air temperature [K], ea is the actual 
vapour pressure [kPa], n is the actual duration of sunshine [hrs] 
and N is the number of daylight hours [hrs]. Default values for 
the coefficients introduced in the FAO24 paper are therefore a1 
= 0.34, a2 = 0.044, b1 = 0.1 and b2 = 0.9.  

 
Sensitivity analyses and model calibration 

 
The site specific calibration of the Rnl model coefficients is 

one of the primary aims of the article. Prior to the calibration 
the sensitivity analyses (SA) was conducted in order to investi-
gate the influence of particular coefficients on the model per-
formance. The simplest type of SA that varies the input factors 
(e.g. model coefficients) of the simulation model from their 
nominal values one at a time (OAT) was used (Pianosi et al., 
2016). The procedure was based on changing one parameter at 
a time and the remaining ones were kept fixed. The sensitivity 
of the output to the changes in the input factors was observed 
by calculating the rate of change of the objective function 
(RMSE in our case). Based on the SA the calibration of model 
coefficients was done using the genetic algorithm. All the cho-
sen parameters were calibrated simultaneously.  

 
Potential evapotranspiration (PET) 

 
The influence of Rnl on the rate of PET was determined by 

three different approaches. First, the observed radiation balance 
was used. Second, the RnlFAO56/RnlFAO24 equations were used 
using a default parameters setup. Finally, the calibrated Rnl 
models coefficients (based on local conditions) were utilized. 
Potential evapotranspiration was estimated by Penman-
Monteith (Monteith, 1965, Eq. 7). Besides the air temperature, 
wind speed and vapour pressure, the net radiation (Rnl res-
pectively) represents one of the fundamental inputs of this 
method.  
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  (7) 

 
where Δ describes the slope of the saturation vapour pressure 
versus air temperature curve [kPa °C–1], Rn is the net radiation 
[MJ m–2 d–1], G is the soil heat flux, γ is the psychrometric 
constant [kPa °C–1], es–ea is the expression of vapour pressure 
deficit [kPa] (es is the saturation vapour pressure and ea is the 
actual vapour pressure), λ is the latent heat of vaporisation [MJ 
kg–1], ρ is the water density [1000 kg L–1], rs/ra is the ratio of 
surface and aerodynamic resistance [s m–1]. Soil heat flux is 
neglected in this study as it deals with daily average sums of 
radiation. 

 
Statistical analysis 

 
The results of the RnlFAO56 and RnlFAO24 formulas (and relat-

ed different values of PET) were compared with the measured 
Rnl under different conditions. Total daily, monthly and sea-
sonal average values of Rnl and PET were evaluated. Two error 
statistics were selected: root mean-square error (RMSE, Eq. 8) 
and BIAS (Eq. 9). The RMSE involves the square of the differ-
ence between the observed and estimated values. Hence, it 
tends to emphasise larger values of the error in time-series, 

while lower values are virtually neglected. The BIAS is the 
average absolute difference between the observed and estimat-
ed values, indicating the magnitude and direction (posi-
tive/negative) of each error. The smaller the values of 
RMSE/BIAS, the more precise are the results. These values are 
defined as: 
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i
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= −   (9) 

 
where yi represents the modelled values on the day i, xi the 
observed values on the day i, and n is the number of the sample. 

For the trend analyses, the Mann-Kendall (MK) test (Ken-
dall, 1938; Mann, 1945) was originally developed. However, 
the MK test is sensitive to the presence of autocorrelation in the 
analysed datasets. In the case of a positive lag-one autocorrela-
tion coefficient (which exists in several hydro-meteorological 
variables), the MK test may falsely detect a trend as the same 
ordering of data is supported. We therefore used a modification 
of the MK test, referred to as the trend-free pre-whitening 
(TFPW-MK) approach, which was originally designed for 
positively auto-correlated series (Yue et al., 2002). All tests 
were performed at a significance level of 5% using the daily 
values of particular variables. 

 
RESULTS 
Climate characteristics 

 
The climatic characteristics of the eight years under evalua-

tion (2010–2017) are illustrated in Figure 2. For each year, only 
the warmer months (April–October) were used, as measure-
ments of longwave radiation are not available in winter. The 
long-term average daily air temperature was 6.66°C and the 
average annual sum of precipitation was 851 mm (1975–2017). 
The air temperatures in the eight evaluated years were mostly 
higher than the long-term average (the warmest year was 2014 
with 8.3°C); only in 2010 and 2013 the air temperatures were 
slightly lower than average. The average annual precipitation in 
a given period was 815 mm, which was also lower than the 
long-term average. The wettest year in the period under evalua-
tion was 2016, and the driest year was 2015 (which was the 
driest year observed since 1975).  
 
Radiation balance 

 
Seasonal and daily values of the radiation balance and its 

components are presented in Figure 3. Shortwave (SW) radia-
tion generally reaches positive values during the daytime, and 
approaches zero at night (Fig. 3a)). The mean daily value of 
incoming SW radiation was 13.6 MJ m–2 d–1 and outgoing SW 
radiation was 2.6 MJ m–2 d–1 (during the period April–October). 
The long-term average observed ratio of reflected SW radiation 
to incoming radiation (albedo) over the underlying grass sur-
face was 18.6%. Incoming SW radiation had a strongly season-
al character, with maximum values reaching 28 MJ m–2 d–1 
during the summer season (June–July). No statistically signifi-
cant trend was detected (using TFPW-MK test) in either incom-
ing or outgoing SW radiation over the 2010–2017 period (at a 
significance level of 5%). However, the daily albedo (as the 
main factor influencing the reflection of radiation) exhibited a 
significantly decreasing trend during the period of interest,  
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Fig. 2. a) monthly and b) annual climate characteristics of the studied period (January 2010–October 2017). 
 

 
 

Fig. 3. a) daily (25th April 2014) and b) average seasonal trends in net radiation and its components. 
 
which may be attributable to the long-term evolution of the 
underlying grass cover.  

The observed longwave (LW) radiation exhibited more sta-
ble daily and seasonal (annual respectively) patterns (Fig. 3). 
The mean daily incoming LW radiation was 29.4 MJ m–2 d–1 

and mean daily outgoing LW radiation was 33.0 MJ m–2 d–1. 
Altogether, the mean daily net LW radiation (Rnl) was −3.5 MJ 
m–2 d–1. Daily values of Rnl ranged between −9.3 and 0 MJ m–2 
d–1. The mean monthly Rnl reached maximum value of −4.1 MJ 
m–2 d–1 in July and a minimum value of −2.3 MJ m–2 d–1 in 
October. The sub-daily pattern of LW radiation was also rather 
stable (in comparison with SW radiation), with a slight increase 
in outgoing LW radiation during daylight hours, correlating 
with an increase in the incoming SW radiation. The variation in 
incoming LW radiation can be linked to the variation in abso-
lute vapour pressure in the air. Similarly to SW radiation, the 
TFPW-MK test did not reveal any statistically significant trend 
in LW radiation series over the studied period. 

As the sum of the incoming and outgoing SW and LW radia-
tion, Rn typically demonstrates strong seasonal variation, with 
maximum in summer and minimum in winter (Fig. 3b)). In 
general, Rn is positive during the day and negative at night. 
Maximum monthly averages approached 10 MJ m–2 d–1 during 
the summer season (June–July), and in the autumn the values 
usually decreased to zero. The average daily value in the period 
April–October was 7.5 MJ m–2 d–1, with a maximum of 16 MJ 
m–2 d–1. With respect to the separate contributions of SW and 
LW radiation, the outgoing LW radiation reduces the amount of 
energy from the incoming SW radiation by 31% on average. No 
statistically significant trends were observed in daily Rn values 
in the period 2010–2017.  

Estimated net longwave radiation (Rnl) 
 
Rnl was estimated using the FAO56 (RnlFAO56) and FAO24 

(RnlFAO24) approaches. Average values of error statistics (com-
pared to observed values) are presented in Figure 4. These 
results show that RnlFAO24 performed better than RnlFAO56 in 
comparison with the measured values. The RnlFAO56 method had 
a strong tendency to underestimate the rate of Rnl; that is, the 
estimated Rnl was less negative than the observed value. Aver-
age BIAS values ranged from 1 to 1.5 MJ m–2 d–1 for the 
RnlFAO56 method, while its maximum value was only 0.5 MJ  
m–2 d–1 in the case of RnlFAO24 (Fig.4c)). Average annual RMSE 
values were always higher than 1.4 MJ m–2 d–1 when using the 
RnlFAO56 approach, but ranged between 1.0 and 1.25 in the case 
of FAO24 (Fig.4a)). The RnlFAO56 method produced the highest 
differences from measured Rnl in 2010, 2016 and 2017. Anal-
yses of monthly averages did not show any seasonal trend in 
the dissimilarities between measured and modelled Rnl data.  

Further, all coefficients included in the RnlFAO56 and RnlFAO24 

methods were calibrated. This parameter calibration was pre-
ceded by sensitivity analyses (results not shown). The values of 
chosen objective function (RMSE) were shown to be relatively 
insensitive to changes in some input coefficients values and 
thus the calibration of all parameters was not necessary. The least 
sensitive parameters were c1 and c2, so their values were kept at 
the default recommended values (c1 = 0.75 and c2 = 0.00002). 

The reason for the calibration procedure was to investigate 
whether it was possible to introduce site-specific values of 
parameters in order to give a more efficient estimation of Rnl. 
Initially, all years were first calibrated separately, and different 
coefficients for each year were determined. Altogether, three  
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Fig. 4. Error statistics of average daily Rnl modelled using a) FAO56 and c) FAO24 against measured values with default parameter values 
and b) FAO56 and d) FAO24 after overall calibration. 

 
coefficients were simultaneously calibrated (a1 and a2, which 
express atmospheric emissivity, and b1 from the cloudiness 
factor). The parameter b2 was taken as a complement of b1 to 1, 
as proposed by Allen et al. (1994). For the whole period of 
eight years, three different sets of coefficients were evaluated 
(Table 1). The first of these were based on the default  
parameter values (obtained from the literature); the second were 
calibrated for each year separately (in order to obtain the best 
possible model efficiency); and the last originated from the 
overall calibration (i.e. for the entire period 2010–2017). The 
resulting parameter values are given in Table 2 for RnlFAO56 and 
in Table 3 for RnlFAO24. As mentioned in the previous section, 
Rnl calculated using the RnlFAO56 approach differed notably 
from the measured values. However, this inconsistency was 
effectively improved by the coefficient calibration (Table 1). 
RMSE decreased approximately by 50% on average and BIAS 
merely diminished. In case of RnlFAO24 there were no distinct 
changes (the RMSE decreased by 15% on average and BIAS  
 

remained very low), which can be attributed to the very satis-
factory match between the observed and calculated Rnl using 
default RnlFAO24 parameter values (Fig. 4). The use of overall 
calibrated coefficient values (instead of the season-specific 
calibration) did bring only a very little deterioration of error 
statistics in both RnlFAO56 and RnlFAO24 estimation methods 
(Table 1). Therefore the use of the single coefficient values for 
the entire period was justified.  However, Figure 5 demon-
strates a significant deficiency of the RnlFAO24 approach, which 
is represented by a less linear relation between the modelled 
and observed Rnl values. The values are more widely scattered 
around the 1:1 line than for RnlFAO56, despite representing a 
better average (reflected by more satisfactory RMSE and BIAS 
statistics). Although the RnlFAO56 generally corresponds better to 
the distribution of observations, the absolute values were more 
biased using the default parameter values. Hence, after the 
calibration of coefficients, RnlFAO56 represents a more plausible 
approach.  
 

 
 
 
 
 
 
 
 
 
 

Table 1. Comparison of values of error statistics [MJ m–2 d–1] before and after calibration of coefficients for RnlFAO56 and RnlFAO24. 
 

Default parameter values Calibrated for each year Overall calibration 
RMSE BIAS RMSE BIAS RMSE BIAS 

FAO56 FAO24 FAO56 FAO24 FAO56 FAO24 FAO56 FAO24 FAO56 FAO24 FAO56 FAO24 
2010 1.87 1.06 1.70 0.14 0.88 0.97 0.02 0.05 0.91 1.16 0.41 0.47
2011 1.45 1.25 1.01 −0.37 0.99 1.12 −0.20 0.06 1.02 1.14 −0.26 0.05
2012 1.49 1.09 1.21 −0.31 0.86 0.95 −0.34 0.08 0.85 0.96 −0.09 0.07
2013 1.55 1.44 1.23 −0.40 0.93 0.99 0.98 −0.09 0.91 1.00 −0.07 −0.06
2014 1.52 1.11 1.27 −0.17 0.85 0.93 0.57 0.07 0.84 0.94 −0.01 0.07
2015 1.51 1.74 1.07 0.30 0.95 1.31 0.27 −0.05 0.96 1.35 −0.15 0.34
2016 1.73 2.31 1.49 −0.22 0.87 1.87 0.13 0.08 0.92 1.91 0.19 0.19
2017 1.77 1.29 1.49 −0.10 0.96 1.09 0.28 0.40 0.99 1.09 0.22 0.32

2010–2017 1.61 1.39 1.20 –0.11 0.91 1.20 0.21 0.04 0.93 1.19 0.03 –0.03

Bereitgestellt von  University Library Bratislava | Heruntergeladen  06.09.19 07:03   UTC



The influence of observed and modelled net longwave radiation on the rate of estimated potential evapotranspiration 

285 

Table 2. Different sets of coefficients for RnlFAO56. 
 

FAO56 original 2010 2011 2012 2013 2014 2015 2016 2017 2010–2017 
a1 0.34 0.34 0.32 0.35 0.33 0.325 0.315 0.35 0.35 0.3
a2 −0.14 −0.1 −0.1 −0.12 −0.101 −0.1 −0.1 −0.1 −0.1 −0.1
b1 1.35 1.12 1.12 1.13 1.15 1.09 1.05 1.1 1.1 1.08
b2 −0.35 −0.12 −0.12 −0.13 −0.15 −0.09 −0.05 −0.1 −0.1 −0.08
c1 0.75 0.75 0.75 0.75 0.75 0.75 0.75 0.75 0.75 0.75
c2 0.00002 2E-05 2E-05 2E-05 2E-05 2E-05 2E-05 2E-05 2E-05 0.00002

 
Table 3. Different sets of coefficients for RnlFAO24. 
 

FAO24 original 2010 2011 2012 2013 2014 2015 2016 2017 2010–2017 
a1 0.34 0.31 0.33 0.33 0.33 0.33 0.33 0.3 0.33 0.33
a2 0.044 0.05 0.11 0.11 0.11 0.11 0.1 0.11 0.1 0.113
b1 0.1 0.2 0.25 0.25 0.26 0.255 0.3 0.4 0.2 0.265
b2 0.9 0.8 0.75 0.75 0.74 0.745 0.7 0.6 0.8 0.735

 

 
 

Fig. 5. Relationship between the observed and estimated daily net LW (RnlFAO56 and RnlFAO24), a) and c) before calibration and b) and d) 
after overall calibration of coefficients. 
 

 
Influence of the chosen Rnl method on PET estimation 

 
Potential evapotranspiration was estimated using the com-

bined method of Penman-Monteith (Monteith, 1965). The in-
fluence of the measured and estimated Rnl values in the PET 
equation on the resulting value of evapotranspiration was inves-
tigated. The datasets used for estimated Rnl were represented 
by the values obtained by RnlFAO56 and RnlFAO24 approaches 
using: (a) default parameter values and (b) a single parameter 
set arising from the overall calibration. The reference PET 
(obtained using the measured Rnl) ranged from 270 mm to 433 
mm over one season (April–October). The average daily values 
were between 1.9 to 2.2 mm/day in all inspected seasons (Fig. 
6). Maximum daily values occurred during summer (June–

July). When using Rnl modelled using RnlFAO56 and RnlFAO24 
methods, the seasonal PET based on the RnlFAO56 was higher by 
40 to 100 mm per a season, while the values of the differences 
were only up to 20 mm for the RnlFAO24 method. The daily 
average differences were from 0.3 to 0.4 mm/day for RnlFAO56 
method and up to 0.2 mm/day for RnlFAO24 (Fig. 7b)). The over-
all calibration of the RnlFAO56 coefficients (last column of Table 
2) caused a significant decrease in the differences between the 
values for PET obtained from the measured and estimated Rnl 
datasets for all years (except 2010 and 2012). Generally, it 
resulted in very similar values as those obtained by the RnlFAO24 
method before calibration. The RnlFAO24 results showed that 
overall calibration was not necessary. It even resulted in poorer 
PET estimation in majority of years when the differences in  
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Fig. 6. Estimated a) seasonal and b) daily PET in all years of studied period using Penman-Monteith model. 

 
 

Fig. 7. Absolute differences in PET between the reference PET and those obtained by RnlFAO56/ RnlFAO24 (default sets of coefficients) and 
RnlFAO56-cal/ RnlFAO24-cal (overall calibration), using Penman-Monteith estimation method: a) in seasonal values; b) in daily average values. 
 
PET regularly exceeded 20 mm per a season or 0.2 mm/day 
(Fig. 7). The distribution of the differences in PET values (cal-
culated vs. measured Rnl) over the season was uniform, and no 
statistically significant trend was identified. 
 
DISCUSSION 

 
The influence of net longwave radiation estimation approach 

on the determination of PET was examined. Longwave radia-
tion was continuously measured between 2009 and 2017. These 
measurements were not taken during the winter months, as 
snow cover on the radiation sensors would have influenced the 
measurements. Hence, a different number of days in each year 
were analysed (since the measurements did not start and end on 
specific dates each year, but were dictated by presence of snow 
cover). No inter-seasonal comparison could therefore be carried 
out due to the different measurement periods used in each year. 
Despite this factor, the uniqueness of this study lies in the 
length of the measurement period. Some previous studies fo-
cusing on the estimation of Rnl were restricted to shorter time 
periods, e.g. one (Yin et al., 2008) or three years (Carmona et 
al., 2017).  

In the present study, the default configuration of the RnlFAO56 

method has a strong tendency to overestimate Rnl and hence 
PET in each year examined. Confirming the results of this 
study, Carmona et al. (2017) also reported overestimation of 
RnlFAO56 approach in the temperate and sub-humid climate 

regime of Tandil (Argentina). Conversely, the Rnl was 
somewhat underestimated in other locations (Matsui and 
Osawa, 2015; Yin et al., 2008). This can be explained by the 
non-reference conditions that are likely to be present at every 
location except the ones were the coefficients were derived. 
The reason can lie in different influence of the surface 
characteristics (vegetation type and age), trees and buildings in 
the surroundings or different presence of small particles and 
CO2 in the atmosphere. All these factors can influence the 
longwave radiation balance. 

As a result, many researchers have agreed that the calibra-
tion of coefficients (expressing the cloudiness factor and at-
mospheric emissivity) should be carried out based on local 
conditions (Allen et al., 1998; Carmona et al., 2014; Jensen et 
al., 1990; Kjaersgaard et al., 2007b, 2009; Matsui and Osawa, 
2015; Müller et al., 2014; Yin et al., 2008). The calibration of 
RnlFAO56 coefficients can give rise to a significant improvement 
compared to measured radiation values (e.g. Matsui and Osawa, 
2015). Carmona et al. (2014) found that the coefficients pro-
posed by Allen et al. (1998) provided the highest values of 
errors in the results. However, after local calibration or when 
using the coefficients proposed by Jensen et al. (1990) (specifi-
cally for humid areas), the RMSE was reduced from around 
28% to −/+ 15%. The outcomes of this study are in agreement 
with this improved performance of the RnlFAO56 method after 
calibration.  
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The RnlFAO24 performed better than RnlFAO56 over the entire 
study period, and the calibration of coefficients enhanced the 
results only to a limited extent. However, this concerned only 
the average error statistics and the distribution of daily values 
RnlFAO24 was notably biased when compared to the measured 
ones (Fig. 5). As the distribution of RnlFAO24 was limited by the 
value of −0.9 MJ m–2 d–1, which is conditioned by a zero dura-
tion of sunshine on any given day. On these days, low values of 
SW radiation (embedded in the RnlFAO56 cloudiness correction) 
can be still observed, and the RnlFAO56 therefore enables a more 
accurate estimation of low Rnl values. The limit is undermined 
by the limited amount of water vapour that can be held in the 
air at certain air temperature (saturation vapour pressure). There 
is no comparable evidence from the use of this method in other 
locations and climate conditions.  

Standard Penman-Monteith equation was chosen for the es-
timation of PET. Since Rn is one of the variables used in this 
approach, the use of RnlFAO56 and RnlFAO24 modelling proved to 
have the effect on PET calculation (Detlefsen and Plauborg, 
2001, in Kjaersgaard et al., 2007b). Estimated PET was usually 
overestimated in the period under study when using the 
RnlFAO56 approach. A similar effect was observed by Yin et al. 
(2008), who found overestimations of up to 27%. On the other 
hand, RnlFAO24 tended to underestimate the PET results in all 
years (except for 2010). Calibration of coefficients improved 
the PET results in the entire period. Three additional PET esti-
mation methods (Pristley and Taylor method, 1972, Kimberly-
Penman method, Wright, 1982 and Thom and Oliver method, 
1977) were examined in a side-experiment in order to observe 
the sensitivity of results. The types and magnitudes of the errors 
were very similar in all of the utilised PET estimation methods. 
This was given by the fact that all the chosen methods are sim-
plified versions of the original Penman-Monteith equation. In 
general, the calibration of coefficients based on local conditions 
gave more accurate PET estimates (compared to the use their 
default values). This is of significant importance for the model-
ling practice as it can reduce the uncertainty in the estimation of 
the PET rate, which is one of the two key factors determining 
the amount of actual evapotranspiration (AET). The inaccurate-
ly estimated AET inevitably leads to inaccurate water balance 
equation components estimation, although the model perfor-
mance (based on error statistics) could be satisfactory (Šípek 
and Tesař, 2017).  

While the RnlFAO56 approach is widely used in modelling 
practice (e.g. Kjaersgaard et al., 2009), RnlFAO24 is rarely used 
(due to a lack of information on the actual sunshine duration). 
The accuracy of both modelling approaches without parameter 
calibration (coefficients describing atmospheric and cloud 
conditions) is questionable, as it can vary for different locations 
and climate conditions. In this study, the default RnlFAO24 gen-
erally performed better, but only when observing average error 
statistics. The distribution of daily values was more variable 
than in the case of RnlFAO56 (especially after its calibration). 
Hence, the modelling of PET using the estimated Rnl requires a 
parameter calibration that reflects the site-specific conditions 
(Allen et al., 1998; Jensen et al., 1990). 
 
SUMMARY AND CONCLUSIONS 

 
Potential evapotranspiration by Penman-Monteith (Monteith, 

1965) method was evaluated at the Liz catchment using the 
measured net longwave radiation (Rnl) and results of calcula-
tion from the FAO56 (RnlFAO56) and FAO24 (RnlFAO24) Rnl 
equations. The study showed that RnlFAO56 has a strong tenden-
cy to underestimate the values of LW radiation balance while 

using default set of coefficients. The calibration of coefficients 
generated significant improvements over the entire studied 
period (2010–2017) when using RnlFAO56. While RMSE of 
RnlFAO56 decreased approximately by 50% on average (and 
BIAS merely diminished), RnlFAO24 exhibits small or no im-
provements with values decreasing by 15% on average in case 
of RMSE. BIAS remained unaffected by the calibration proce-
dure. Following this calibration, the RnlFAO56 approach was 
found to be more reliable, since the distribution of LW radia-
tion values corresponded better to the observed values (in addi-
tion to the values of RMSE and BIAS). The distribution of 
values of LW using RnlFAO24 approach, which relies on the 
duration of sunshine, was affected by the fact that some SW 
radiation is observed even when no sunshine is recorded. As a 
result, the estimation of PET using default parameter values in 
RnlFAO56 method produced seasonal difference of 40–100 mm 
from the values estimated based on the measured radiation 
balance; these differences reached only 20 mm on average per 
season in the case of RnlFAO24 using default coefficients. The 
errors in PET significantly decreased after calibration (up to 20 
mm per season), and hence the local calibration of coefficients 
is strongly recommended when using the RnlFAO56 procedure. 
This proposed approach will lead to more accurate hydrological 
simulation in terms of water balance equation components 
estimation.  
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Abstract: Employing evapotranspiration models is a widely used method to estimate reference evapotranspiration 
(ETREF) based on weather data. Evaluating such models considering site-specific boundary conditions is recommended to 
interpret ETREF-calculations in a realistic and substantiated manner. Therefore, we evaluated the ASCE standardized 
ETREF-equations at a subhumid site in northeastern Austria. We calculated ETREF-values for hourly and daily time steps, 
whereof the former were processed to sum-of-hourly values. The obtained data were compared to each other and to ET-
values measured by a weighing lysimeter under reference conditions. The resulting datasets covered daily data of the 
years 2004 to 2011. 

Sum-of-hourly values correlated well (r2 = 0.978) with daily values, but an RMSE of 0.27 mm specified the differ-
ences between the calculation procedures. Comparing the calculations to lysimeter measurements revealed overestima-
tion of small ETREF-values and underestimation of large values. The sum-of-hourly values outperformed the daily values, 
as r2 of the former was slightly larger and RMSE was slightly smaller. Hence, sum-of-hourly computations delivered the 
best estimation of ETREF for a single day. Seasonal effects were obvious, with computations and measurements being 
closest to each other in the summer months.  
 
Keywords: Weighing lysimeter; Calculations; Hourly; Sum-of-hourly; Daily time steps. 
 

INTRODUCTION 
 
Evapotranspiration (ET) comprises processes of water vapor 

transport in the soil-plant-atmosphere system. These processes 
are driven by energy fluxes and vapor pressure deficit, and they 
are influenced by characteristics of soil and vegetation. Refer-
ence evapotranspiration (ETREF) is defined as vaporization from 
a standardized surface – usually grass with specific attributes 
and not short of water – under the given meteorological condi-
tions (Allen et al., 1998). ET-models incorporate relevant phys-
ical principles and specific parameters representing vegetation 
characteristics, and therefore enable calculating ETREF based on 
atmospheric boundary conditions. A main advantage of ET-
models is the availability and standardization of weather data as 
input (Allen et al., 2011). Other techniques such as weighing 
lysimeters allow measuring ET more accurately, but they re-
quire cost-intensive equipment. Therefore, weighing lysimeters 
are traditionally utilized to produce reference values for devel-
oping and validating ET-models (e.g., Aboukhaled et al., 1982; 
Doorenbos and Pruitt, 1977).  

Several researchers tested the well-known equation after 
Penman and Monteith (PM) in different environments and 
declared it generally applicable (Allen et al., 1994; Jensen et al., 
1990); hence, the Food and Agriculture Organization of the 
United Nations (FAO) recommended the PM-equation as 
standard procedure for computing ETREF (FAO56; Allen et al., 
1998). In this context, ETREF serves as basis for calculating 
plant water requirements by means of standardized crop coeffi-
cients. Consequently, the PM-equation became widely accept-
ed, and in 2005 the Environmental and Water Resources Insti-
tute of the American Society of Civil Engineers (ASCE) pub-
lished a standardized equation with standardized calculation 
procedures (ASCE-EWRI, 2005). The declared intention was to 
“bring commonality to the calculation of ETREF and to provide 

a standardized basis for determining or transferring crop coef-
ficients for agricultural and landscape use” (ASCE-EWRI, 
2005). For daily or longer time steps, the FAO56- and the 
ASCE-calculation procedures are identical (except for updated 
coefficients for calculating clear sky solar radiation in the 
ASCE version). The main update concerned the calculations of 
ETREF on hourly time steps, which became more important due 
to the manifold application options and the increased availabil-
ity of weather data in shorter than daily intervals (ASCE-
EWRI, 2005). The central modification involved the modeling 
of the surface, which is assumed being short crop with an ap-
proximate height of 0.12 m (similar to clipped, cool-season 
grass). Its properties are expressed by the parameter of surface 
resistance (rs), which is recommended to be for daily periods rs = 
70 s m−1, and for hourly calculation rs = 50 s m−1 during daytime 
and rs = 200 s m−1 during nighttime (ASCE-EWRI, 2005).  

Several studies thoroughly compared ASCE and FAO56 
hourly and daily ETREF equations among each other and with 
empirical equations (e.g., Gavilán et al., 2008; Irmak et al., 
2005; Perera et al., 2015). The results indicated limitations of 
daily computation time steps as they disregard (irregular) diur-
nal changes in vegetation parameters (e.g., surface resistance, 
albedo) and weather data (e.g., wind speed, air temperature, 
vapor pressure deficit). Consequently, replacing daily calcula-
tions by sum-of-hourly (soh) calculations proved being advan-
tageous when estimating ETREF (Berengena and Gavilán, 2005; 
Gavilán, 2008; Irmak et al., 2005; Perera et al., 2015). ETREF 
equations for daily and sum-of-hourly time steps were evaluat-
ed for different regions and climate zones throughout the world. 
Perera et al. (2015) related the deviations between daily ETREF-
values as calculated using the hourly and daily ASCE equations 
to Köppen climate zones of Australia. In doing so, the authors 
report good agreement in general, but also an overestimation of 
daily ETREF based on the hourly equation. The overestimation 
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was larger in temperate climates compared to arid and tropical 
conditions. In this regard, Perera et al. (2015) also reported a 
notable seasonality as the relation between hourly and daily 
estimates changed with time of year. 

Other studies compared ETREF estimates with lysimeter 
measurements (e.g., Allen et al., 1994; Berengena and Gavilan, 
2005; Garcia et al., 2004; Gavilan et al., 2007; Howell et al., 
2000; Nolz et al., 2016; Perez et al., 2006; Yoder et al., 2005). 
An overall conclusion is that calculated ETREF is generally 
larger than measured ET at small rates and vice versa. Further-
more, deviations seem to be more pronounced under semiarid 
and windy conditions with a high evaporative demand. Such 
systematic inconsistencies are usually attributed to advection of 
sensible heat, estimated input data (e.g., net radiation, soil heat 
flux) or surface resistance parameters. However, identifying the 
cause is extremely challenging as several interacting factors 
could play a role.  

The overall objective of this study was to evaluate and vali-
date the ASCE standardized reference evapotranspiration equa-
tions for a subhumid site in northeastern Austria. In this regard, 
the following specific objectives were addressed: 
(i)  Identifying differences associated with using hourly and 

daily time steps of the ASCE calculation procedure; 
(ii)  Evaluating computed ETREF in relation to ET-values 

measured by a precision weighing lysimeter; 
(iii)  Evaluating deviations between calculated and measured 

ETREF considering antecedent rainfall and irrigation; 
(iv)  Evaluating deviations between calculated and measured 

ETREF with respect to seasonal effects. 
The study was based on a comprehensive dataset covering 

several vegetation periods. Due to a specific data processing 
technique (Nolz et al., 2013a, b) the data contained also ET of 
rainy days (Nolz et al., 2014). This can be regarded as especial-
ly beneficial as many of the above-mentioned studies refer to 
filtered datasets only. 

 
MATERIALS AND METHODS 
 

The utilized dataset included meteorological data for compu-
ting reference evapotranspiration and lysimeter data from 2004 
to 2011. All data were measured at an experimental site in 
Groß-Enzersdorf, in northeastern Austria (48°12’N, 16°34’E; 
157 m). The measurement area of approximately 50×50 m was 
kept with short grass (except for a second lysimeter that was 
planted with crops alternating year by year). Agricultural fields 
and some small buildings surrounded the grassland. The adja-
cent area represents one of the major crop production areas, but 
also one of the driest regions of Austria. In the period 1981–
2010, mean annual precipitation and temperature were 550 mm 
and 10.7°C, respectively; the climate can be characterized as 
subhumid (according to Köppen: Cfb – temperate climate with-
out dry season and warm summer). 

 
Meteorological data 

 
Meteorological data were provided by the Central Institute 

for Meteorology and Geodynamics, Austria (ZAMG). The 
dataset included hourly data of solar radiation Rs (MJ·m−2·h−1), 
air temperature T (°C), relative humidity RH (%), atmospheric 
pressure p (kPa), and wind velocity in 10 m height U10 (m·s−1). 
Atmospheric pressure records were available only from 2006 to 
2011. Daily solar radiation was calculated as hourly sums. 
According to ZAMG-standards, daily values for relative humid-
ity, air pressure, and wind velocity were derived as average of 
the respective measurement at 7 a.m., 2 p.m., and 7 p.m. Daily 

temperature represents the mean of daily maximum Tmax and 
minimum Tmin. Precipitation per day is the sum of hourly rec-
ords from 7 a.m. to 7 a.m. of the following day. 

 
Reference evapotranspiration 

 
Reference evapotranspiration was calculated for hourly and 

daily time steps according to the standardized ASCE Penman-
Monteith equation (Eq. 1) (ASCE-EWRI, 2005). 
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In this article, calculated daily evapotranspiration for a short 

reference crop (similar to grass with an approximate height of 
0.12 m) is referred to as ETASCE-PM, d (mm·d−1). In this case, the 
numerator and denominator constant was Cn = 900 and 
Cd = 0.34, respectively. For the hourly computations the con-
stants were Cn = 37 and Cd = 0.24 during daytime (when net 
radiation Rn > 0), and Cd = 0.96 during nighttime (Rn < 0). Sum-
of-hourly (soh) evapotranspiration was computed by summing 
the hourly values; it is denoted as ETASCE-PM, soh (mm·d−1). All 
inter-calculations were done according to ASCE-EWRI (2005). 
The slope of saturation vapor pressure-temperature curve  
Δ (kPa·°C−1) was calculated as a function of mean air tempera-
ture T (°C) in the respective period. Net radiation at vegetation 
surface Rn (MJ·m−2·d−1 or MJ·m−2·h−1) is defined as Rn = Rns−Rnl, 
where Rns is net solar radiation and Rnl is net long-wave radiation. 
Rns was computed as measured solar radiation Rs minus reflected 
fraction α·Rs (albedo α = 0.23). Rnl was calculated as a function 
of the Stefan-Boltzmann constant (4.901·10−9 MJ·K−4·m−1·d−1 for 
daily and 2.042·1010 MJ·K−4·m−1·h−1 for hourly time steps), 
actual vapor pressure ea (kPa), mean absolute temperature TK (K) 
in the respective time period, and a dimensionless cloudiness 
function fcd. The latter is a function of relative solar radiation 
Rs·Rso−1, where Rso represents calculated clear-sky radiation 
(MJ·m−2·d−1 or MJ·m−2·h−1). Rso was computed as Rso = Kab·Ra, 
with Kab = a + b with the site-specific factors a = 0.21 and 
b = 0.54 (Trnka et al., 2005), and extraterrestrial radiation Ra 
depending on day of year, time of day, and latitude. 

Soil heat flux density at the soil surface G (MJ·m−2·d−1 or 
MJ·m−2·h−1) was set zero for daily time steps, and for hourly 
time steps 0.1·Rn and 0.5·Rn at daytime and nighttime, respec-
tively (ASCE-EWRI, 2005). The psychrometric constant γ 
(kPa·°C−1) is a function of atmospheric pressure p. The missing 
p-data of the years 2004 and 2005 were compensated by includ-
ing data from a weather station at a comparable site, only 5 km 
apart and at the same elevation. T represents the mean air tem-
perature at 1.5 to 2.5 m height (°C). Mean wind velocity at 2 m 
height U2 (m·s−2) was calculated from measured U10 by means 
of the standard wind profile relationship according to ASCE-
EWRI (2005). Saturation vapor pressure es (kPa) was calculated 
as a function of daily maximum and minimum temperature 
(Tmax, Tmin) and measured hourly T, respectively. Actual vapor 
pressure ea (kPa) was computed from mean RH and T in the 
respective daily or hourly time interval. Alternatively, hourly ea 
(2004–2011) was averaged to daily values representing the 
most preferred method according to ASCE-EWRI (2005). 

 
Lysimeter evapotranspiration 

 
Evapotranspiration of grass canopy was measured under ref-

erence conditions by means of a weighing lysimeter. The cylin-
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drical lysimeter container had an inner diameter of 1.9 m (sur-
face area = 2.85 m2) and a hemispherical bottom with a free 
draining outlet at 2.5 m depth. Soil was sandy loam soil (0–
140 cm) over gravel (140–250 cm). In the course of the study 
period (2004–2011), top soil was cultivated and grass was 
renewed early in 2004 and 2007. Grass on and beside the ly-
simeter was regularly clipped and irrigated, and temporarily 
fertilized and cleared from weed. 

Lysimeter evapotranspiration (ETLYS) was determined by 
considering changes of soil water within the lysimeter (∆W) 
and fluxes across its lower and upper boundary. 

The nominal lysimeter weight was quantified by means of a 
weighing facility, which comprised a mechanical system to 
transform the weight and an electronic load cell with a measur-
ing accuracy of ±0.2 kg (Nolz et al., 2013a). The analog output 
signal was amplified, converted to digital units, averaged and 
stored on a local server. Logging intervals were 15 minutes 
from 2004 to 2009 and 10 minutes from 2009 to 2011. The 
logged values were converted into physical quantities (with a 
dimension of mass) by means of calibration factors. Dividing 
by the lysimeter surface area and the density of water resulted 
in nominal values of soil water content (WLYS) with a dimension 
of length. It has to be noted that the total mass of the lysimeter 
(and the solid soil) is unknown, so the values must not be inter-
preted as absolute water content. 

Drainage water was quantified by means of a tipping bucket 
at the bottom outlet of the lysimeter. Tipping and weighing data 
were logged at the same time. Counts of tipping were converted 
into outflow data using a calibration factor and divided by the 
lysimeter surface area to obtain drainage water (WDRAIN) with a 
dimension of length (Nolz et al., 2013b). 

Soil and drainage water were combined to a nominal time 
series (WLYS + WDRAIN). The time series was processed by 
means of smoothing functions to facilitate further data interpre-
tation (Nolz et al., 2013b, 2014). Changes between two values 
of the smoothed time series were attributed to fluxes across the 
upper boundary of the lysimeter such as evapotranspiration 
(ET), precipitation (P), and irrigation (I) (Eq. 2).  

 
∆(WLYS + WDRAIN) = ∆P + ∆I − ∆ETLYS (2) 

 
WLYS = soil water content; WDRAIN = drainage water; 
P = precipitation; I = irrigation; ETLYS = evapotranspiration; all 
components have the dimension (L·T−1). 

Consequently, positive values of ∆(WLYS + WDRAIN) – refer-
ring to a time interval of 10 or 15 minutes – were attributed to 
precipitation and irrigation, of which the irrigation events could 
be identified based on manual notes. Accordingly, negative 
values of ∆(WLYS + WDRAIN) were considered as lysimeter ET at 
reference conditions (ETLYS). On this basis, ETLYS was calculat-
ed for daily time steps (ETLYS / mm·d−1), with each day lasting 
from 7 a.m. to 7 a.m. of the following day. 

 
Comparison and statistical evaluation 

 
The scatter diagrams in the results section illustrate the rela-

tion between one dataset as independent variable x and another 
dataset as dependent variable y (Table 1). The comparisons  
 

were evaluated by means of linear regression of the form y = 
a·x + b (a = slope, b = intercept, and r2 = coefficient of deter-
mination) and simple error analysis using root mean square 
error RMSE (mm·d−1) (Eq. 3). 

 

2
1

1 ( )n
iRMSE y x

n =
= −  (3) 

 
RESULTS AND DISCUSSION 
Identifying differences associated with using hourly and 
daily time steps of the ASCE calculation procedure  

 
For comparing daily (ETASCE-PM, d) with sum-of-hourly refer-

ence evapotranspiration (ETASCE-PM, soh), n = 2922 data pairs 
were computed based on the weather data of 2004 to 2011  
(Fig. 1). The correlation between the datasets was very good 
(r2 = 0.978), but the RMSE = 0.266 mm·d−1 indicated noticea-
ble differences between single values of the datasets. Compara-
ble characteristics can be found in literature: Gavilan et al. 
(2008) reported coefficients of correlation r2 = 0.986 and 0.973, 
and RMSE = 0.24 and 0.36 mm·d−1 (n = 1090) for two semiarid 
sites in Spain. Irmak et al. (2005) tested both calculation meth-
ods for nine reference sites in the United States, resulting in r2 
values between 0.947 and 0.987, and RMSE between 0.25 and 
0.56 mm·d−1 (n = 366–1826). Perera et al. (2015) presented 
average values of r2 = 0.981 and RMSE = 0.281 mm·d−1 for 40 
Australian sites; however, the mean slope (a = 0.948) and inter-
cept (b = 0.195) indicated considerable deviation from the 1:1 
line. Differences between daily and hourly computations are 
assumed to occur due to averaging of weather data (for the 
daily values) and due to different surface resistance parameters 
for daily and hourly calculation steps. In general, both methods 
have their advantages. Daily calculations, above all, are easier 
to handle. On the other hand, hourly calculations allow estimat-
ing ETREF (and consequently plant water uptake) during the 
course of day and night, including also dew formation (e.g. 
Nolz et al., 2014). For longer periods, both methods are ex-
pected to deliver similar results. However, the annual sums of 
the hourly calculation steps were larger than the sums of daily 
values (Table 2). A similar overestimation of hourly calcula-
tions was reported by Perera et al. (2015). When looking more 
closely to the linear trend and the 1:1 line in Fig. 1, it appears 
that ETASCE-PM, soh was slightly larger at moderate ET-rates of 
around 4 mm·h−1. Although these deviations are small, they seem 
to add up to larger differences in the annual sums (Table 2).  

 
Evaluating computed ETREF in relation to ET-values 
measured by a precision weighing lysimeter  

 
Evapotranspiration data from the reference lysimeter (ETLYS) 

include the vegetative periods of grass between 2004 and 2011. 
Some data were missing because of system failures or excluded 
because of adverse conditions such as snow and frost during 
winter. Thus, n = 2185 daily values (of max. n = 2920) re-
mained for evaluation, which is a considerable number com-
pared to other studies. Daily computations (ETASCE-PM, d) corre-
lated well with daily measurements (ETLYS): r2 was 0.934 and  
 

Table 1. Comparison of datasets from calculations (calc.) and lysimeter measurements (meas.). 
 

 Independent variable x Dependent variable y 
Daily calc. vs. sum-of-hourly calc. ETASCE-PM, d / mm·d−1 ETASCE-PM, soh / mm·d−1 
Daily calc. vs. daily meas. ETLYS / mm·d−1 ETASCE-PM, d / mm·d−1 
Daily calc. vs. sum-of-hourly meas. ETLYS / mm·d−1 ETASCE-PM, soh / mm·d−1 
Hourly calc. vs. hourly meas. ETLYS, h / mm·h−1 ETASCE-PM, h / mm·h−1 
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Table 2. Overview on reference evapotranspiration, air temperature, and precipitation during the studied years. 
 

Annual sum ETASCE-PM, d 
mm 

Annual sum ETASCE-PM, soh 
mm 

Annual mean temperature 
°C 

Annual mean precipitation 
mm 

2004 790 812 10.6 540 
2005 792 810 10.3 520 
2006 822 845 10.9 520 
2007 908 920 11.9 770 
2008 836 857 11.7 610 
2009 835 854 11.4 560 
2010 760 774 10.1 690 
2011 846 863 11.3 400 

 

 
 
Fig. 1. Calculated sum-of-hourly (ETASCE-PM, soh) versus daily 
(ETASCE-PM, d) reference evapotranspiration. 

 

 
 
Fig. 2. Reference ET computed for daily time steps (ETASCE-PM, d) 
versus lysimeter measurements under reference conditions (ETLYS).  

 
RMSE was 0.523 mm·d−1 (Fig. 2). The latter indicates the 
average accuracy that can be expected for any estimated value. 
Unfortunately, we could not find a comparable lysimeter study 
stating explicitly the same statistical parameters r2 and RMSE 
in literature. A comparable study presenting the standard error 
of the estimate (SEE, instead of RMSE) was published by 
Yoder et al. (2005). They related FAO56-ET to lysimeter ET 
(n = 296, data from 5 years), resulting in correlation parameters 
a = 0.755 and b = 0.709, a coefficient of correlation r2 = 0.909, 
and an SEE = 0.31 mm·d−1. The linear trend line in Fig. 2 illus-
trates an overestimation of ETASCE-PM, d at small values and an 
underestimation at larger values. This is in accordance with 
results of many other studies (e.g., Allen et al., 1994; Ber-
engena and Gavilan, 2005; Garcia et al., 2004; Gavilan et al. 
2007; Howell et al., 2000; Perez et al. 2006; Yoder et al., 2005). 

 
 
Fig. 3. Reference ET computed as sum-of-hourly values  
(ETASCE-PM, soh) versus lysimeter measurements under reference 
conditions (ETLYS). 

 
The correlation between sum-of-hourly data (ETASCE-PM, soh) 

and ETLYS was slightly better than that of the daily time steps: 
r2 was 0.944 and RMSE was 0.491 mm·d−1 (Fig. 3). As the 
latter represents the average deviation of a single value, sum-of-
hourly calculations can be regarded marginally more accurate 
than the daily calculations with an RMSE = 0.523 mm·d−1 (Fig. 
2). By applying the same method, Gavilan et al. (2007) 
achieved a correlation with slope a = 0.82 and intercept b = 
1.12; r2 was 0.92 and RMSE was 0.45 mm·d−1 (only small 
dataset of n = 81). Thus, a value of 0.5 mm·d−1 is supposed to 
represent the expected accuracy when estimating ETREF. Under 
the given environmental conditions, it is therefore recommend-
ed to access hourly weather data and calculate sum-of-hourly 
values to obtain as accurate as possible estimations of daily of 
ETREF. 
 
Evaluating deviations between calculated and measured 
ETREF considering antecedent rainfall and irrigation  

 
Despite the better performance, the course of the trend line 

in Fig. 3 reflects the same tendency as presented for daily cal-
culations. Above all, it indicates a considerable underestimation 
of ETASCE-PM at larger values. Some of these values could be 
attributed to days at which the lysimeter was irrigated. In such 
cases, the wetting of the surface might have led to increased 
evaporation rates at the lysimeter, which are beyond the defini-
tion of reference evapotranspiration. Furthermore, antecedent 
rainfall could have had an influence. To examine if these limi-
tations of lysimeter measurements affected the model validation 
in general, the available dataset was filtered: Fig. 4 illustrates 
data pairs of days without rain and irrigation (n = 1153). In this 
case, potential disturbing impacts from unintended evaporation 
were avoided. Compared to Fig. 3, correlation was similar and 
RMSE was slightly larger (but still smaller than in Fig. 2). 
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Fig. 4. Calculated (ETASCE-PM, soh) versus measured (ETLYS) ET at 
days without rain and irrigation to avoid disturbing influences from 
unintended evaporation.  

 
Hence, it can be concluded that antecedent rainfall and irri-

gation events did not bias the presented ET measurements.  
As a further filtering approach, only days up to three days 

after rainfall and irrigation were considered. This was done to 
guarantee satisfactory soil moisture distribution at the study site 
and to reduce advection of sensible heat from the surroundings.  
 

In this context, it has to be mentioned that advection of sensible 
heat at this study site is supposed to have minor impact accord-
ing to Nolz et al. (2016). The final (reduced) dataset contained 
n = 740 data pairs, which is still comparable to sample sizes of 
other ET studies (e.g. Gavilan et al., 2008; Irmak et al., 2005). 
The resulting correlation (Fig. 5a) and the parameters r2 and 
RMSE were similar to Fig. 3. From this can be concluded that 
the dataset and the results are consistent and not influenced by 
systematic measurement errors. 

Nevertheless, it seems that the linear trend in Fig. 5a does 
not represent the best possible correlation. In fact, r2 could be 
increased by fitting a polynomial trend (Fig. 5b). The latter 
indicates good accordance at small ET-rates, while the calculat-
ed values seem to exceed the measurements at moderate rates, 
and underestimate measurements at large rates. The same char-
acteristic can be deduced from Fig. 2 and Fig. 3. 

Hourly calculated and measured data pairs were linearly cor-
related with an r2 of 0.922 (Fig. 6), which is comparable to the 
correlation of daily data (Fig. 2). This indicates that there are no 
systematic errors between hourly and daily calculation steps.  

However, deviations between single values – as reflected by 
the scatter-plot in Fig. 6 – reveal a larger uncertainty when 
estimating hourly ET. The respective RMSE was 0.044 mm·h−1. 
It is obvious that at ET-rates larger than 0.6 mm·h−1 lysimeter 
measurements were considerably larger than the calculated 
values; on the other hand, measurements between 0.2 and  
 

 
 

Fig. 5. Calculated (ETASCE-PM, soh) versus measured (ETLYS) ET at days without rain and irrigation, including only up to three days after 
rainfall to guarantee homogenous soil moisture distribution at the study site; (a) with linear trend, (b) with polynomial trend. 

 

 
 
Fig. 6. Hourly calculated (ETASCE-PM, h) versus hourly measured (ETLYS, h) ET of a 4-year-period (2008 to 2011); (a) with linear trend, (b) 
with polynomial trend. 
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0.4 mm·h−1 were overestimated by calculations. Similar to the 
daily values, this caused a slight shift of the linear trend illus-
trated Fig. 6a, and a considerable curvature of the polynomial 
trend in Fig. 6b. Further interpretations are beyond the scope of 
this article, but examining this phenomenon in future studies is 
highly recommended. 
 
Evaluating deviations between daily calculated and 
measured ETREF with respect to seasonal effects  

 
To be able to evaluate whether the nonlinear relationship 

arose due to seasonal effects, the scatter plots were separated 
into the four seasons. In Fig. 7, spring is represented by the 
months March, April, and May (MAM, Fig. 7a), summer co-
vers June, July, and August (JJA, Fig. 7b), autumn covers Sep-
tember, October, and November (SON, Fig. 7c), and winter 
covers December, January, and February (DJF, Fig. 7d). It 
appears that in autumn (Fig. 7c) the trend line is close to the 
1:1-line, indicating a very good accordance between measure-
ments and calculations. For the other seasons (Fig. 7a, c, and d), 
small ETREF-values are overestimated and vice versa – as it is 
generally the case. Consequently, no distinct seasonal effects 
can be deduced from the data shown in Fig. 7 compared to the 
entire data set as shown in Fig. 3. 

Furthermore, ratios were calculated of (ETASCE-PM, soh / 
ETASCE-PM, d) (Fig. 8a), (ETASCE-PM, soh / ETLYS) (Fig. 8b), and 
(ETASCE-PM, d / ETLYS) (Fig. 8c). This was done to be able to 
evaluate the average difference between the data sets. Fig. 8 
contains the ratios of the entire data set (All) as well as single 
seasons (spring-months – MAM, summer-months – JJA, au- 
 
 

tumn-months – SON, and winter-months – DJF). The ratios are 
illustrated as box plots with the median as a dash. A value close 
to one represents a good accordance of the data sets, while 
deviations reveal underestimation or overestimation of values. 
The boxes in Fig. 8 represent the 25 to 75% quantiles, the 
whiskers indicate the 5 and 95% percentile, and outliers are 
depicted as crosses. It has to be noted that such ratios strongly 
depend on the absolute values of ET, which is the reason why 
large values (outliers) must be accepted in this way of repre-
senting. Mean ratios of computed sum-of-hourly values to daily 
values were 1.00 for the summer months, indicating a very 
good match on average (Fig. 8a, and Table 3). However, sum-
of-hourly values were 5% larger than daily values when con-
sidering the entire year. These results are similar to the ratios 
reported by Perera et al. (2015) for stations with comparable 
climatic conditions. Calculated values were generally larger 
than measured ones, as demonstrated by ratios larger than one 
in Fig. 8b, c, and Table 3. Seasonal differences were obvious, 
although the ratios for the winter months (DJF) must not be 
over-interpreted as the grass might have been in dormancy. 
Overall, the results clearly indicate the best performance of the 
ET-equations in summer (mean close to one, narrow quantiles). 
Furthermore, calculations generally overestimated measured 
values as indicated by values larger 1.00 in Table 3. In March, 
April, May (MAM) and September, October, November 
(SON), daily calculations outperformed sum-of-hourly calcula-
tions. On the other hand, standard deviations of the sum-of-
hourly calculations were smaller, which is in accordance with 
the smaller RMSE value shown in Fig. 3. The overall conclu-
sion is that sum-of-hourly calculations are expected to deliver  
 
 

 
 

Fig. 7. Evaluation of computed versus measured data with respect to seasonal differences: correlations of spring- (a) and summer-data (b) 
are similar to the correlation of the entire data set (Fig. 3); autumn-data (c) are more close to the 1:1-line; winter-data (d) do not allow a 
consistent conclusion based on the correlation. 
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Fig. 8. Ratios of (a) calculated (b), (c) calculated and measured ET values illustrating general (All) and seasonal (MAM, JJA, SON, DJF) 
differences as deviations from a value of one. 

 
Table 3. Mean values and standard deviations (SD) of the ratios illustrated in Fig. 8. 
 

 Ratio (ETASCE-PM, soh / ETASCE-PM, d) Ratio (ETASCE-PM, soh / ETLYS) Ratio (ETASCE-PM, d / ETLYS) 

Months All MAM JJA SON DJF All MAM JJA SON DJF All MAM JJA SON DJF 
Mean 1.05 1.05 1.00 1.07 1.10 1.28 1.27 1.08 1.33 1.66 1.28 1.24 1.09 1.31 1.69 
SD 0.32 0.12 0.08 0.27 0.56 0.66 0.56 0.40 0.65 1.03 0.75 0.59 0.46 0.74 1.20 

 
values that are more accurate for a single day. Seasonal effects 
are observable, but further studies are recommended to deter-
mine the underlying causes. 
 
CONCLUSIONS 

 
The ASCE standardized ETREF-equations were evaluated at a 

subhumid site in northeastern Austria. ETREF-values were 
calculated for hourly and daily time steps, whereof the former 
were processed to sum-of-hourly values. (i) Identifying 
differences associated with using hourly and daily time steps: 
Sum-of-hourly values correlated well (r2 = 0.978) with values 
computed on daily time steps, but an RMSE of 0.27 mm 
specified differences (uncertainties) between the calculation 
procedures. (ii) Evaluating computed ETREF in relation to ET-
values measured by a precision weighing lysimeter: Comparing 
the calculations to lysimeter measurements confirmed 
overestimation of small ETREF-values and underestimation of 
large values as known from other studies. Based on the scatter 
plots, the sum-of-hourly computations outperformed the daily 
computations, as r2 of the former was slightly larger and RMSE 
was slightly smaller. (iii) Evaluating deviations between 
calculated and measured ETREF considering antecedent rainfall 
and irrigation: It was shown that the results were not distorted 
by antecedent rainfall, irrigation, or insufficient soil water 
conditions. (iv) Evaluating deviations between calculated and 
measured ETREF with respect to seasonal effects: Seasonal 
effects were obvious – with computations and measurements 
being closest to each other in the summer months. In general, 
sum-of-hourly computations delivered the best estimation of 
ETREF for a single day. Daily calculation steps, of course, have 
the advantage of being simpler. Hence, both calculation 
methods have their advantages under the given environmental 
conditions. On the other hand, neither of them results in a fully 
satisfying estimation of ETREF, so further studies are 
recommended in this regard. 
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