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INTRODUCTION

The importance of snow in the local, regional and global cy-
cles of freshwater is highly acknowledged (Lemke et al., 2007).
In many areas of the world freshwater first accumulates in form
of snow and later releases the meltwater to soils, groundwater,
reservoirs and rivers.

The assessment of the impact of global warming on snow
and in general on the cryosphere should be supported by high
quality observations (Vaughan et al., 2013). Barnett et al. 2005
stated that the impacts of global climate change are mostly
relevant for the areas where water and snow resources are
closely linked, such as in the mountains of the Central and
Eastern Europe (Marty et al., 2017). However, Klemes (1990)
considered mountains highly challenging in the perspective of
description of hydrological processes and modelling. This is
mostly linked with highly variable topography, land cover and
soil properties and the complex interaction between climate and
landscape elements in these environments (Gurtz et al., 1999).

Snowmelt is the key governing variable in shaping the re-
gime of many rivers (Barnhart et al., 2016). It is predicted that
the climate change will cause an increase of liquid precipitation
at the cost of solid precipitation (Berghuijs et al., 2014). There-
fore, sound analyses and modelling experiments are needed to
understand how changing snow resources will change the way
water is managed in mountain regions and in the regions where
the supply of water for population, irrigation and hydro energy
is linked with the seasonal dynamic of snowpack (Mankin et
al., 2015; Viviroli et al., 2011). Besides the snowmelt induced
floods (Vormoor et al., 2016), recent studies also highlight the
role of snow cover and glaciers in soil and groundwater re-
charge (Jasechko et al., 2014) and hydrological drought (Fraser,
2012; Godsey et al., 2014; Jenicek et al., 2016, Van Loon et al.,
2014). Field measurements of snow characteristics provide key
data to calculate the amount of water stored in the snow cover,
the rate of its release during the snowmelt and validation of
snow models or remote sensing products. Modelling is an im-
portant tool in the research of the hydrological cycle and fore-
casting of the variability of its components including floods and
droughts, snow and snowmelt runoff modelling (e.g. Etchevers
et al., 2002; Hock, 2003; Kirnbauer et al., 1994; Martinec and
Rango, 1986) benefit from the remote sensing products and it is
therefore natural that hydrologists continuously try to improve
model performance also by incorporating the remote sensing
data (e.g. Parajka and Bloschl, 2008; Thirel et al., 2013).

This thematic issue on snow resources and hydrological cy-
cle includes 14 authors from 14 European countries. It was
designed to attract contributions on the current state of meas-
urement and modeling of snow cover characteristics, amount

and variability of water stored in snow, its release during the
snowmelt and the links between the snow cover and hydrologi-
cal processes. Furthermore, this collection of original articles
represents a dissemination outcome of the Swiss-Czech-
Georgian collaborative project focused on “Snow resources and
the early prediction of hydrological drought in mountainous
streams” (SREP-Drought, Zappa et al., 2015), supported by the
Swiss National Science Foundation. The objective of that pro-
ject was to evaluate how summer low flows and droughts are
affected by winter snowpack in three mountain catchments
located in the Alps (Prealps, central Switzerland, Hegg et al.,
2006), in the Jizera Mountains (Kamenice, northern Czech
Republic; Sanda et al., 2014), and in the Little Caucasus
(Gudjaretis-Tskali, central Georgia, Melikadze et al., 2013).
Some of the articles in this collection well align on the project
topics and thus contribute to the know-how exchange among
the European scientists. Four studies in this issue are devoted to
measurements of snow characteristics in the field or their esti-
mation from the remote sensing. Four studies are focused on
sampling snow or meltwater for isotope analyses or the use of
isotopic approaches in studying the hydrological cycle. Finally,
three studies are devoted to snowmelt modelling and use of
remote sensing data.

FIELD SNOW DATA COLLECTION

Bartik et al. (this issue) analyse the influence of the spruce
forest dieback on snow characteristics (depth, density, water
equivalent) in the highest part of the Carpathian Mountains
(northern Slovakia). Data from five winter seasons showed that
the difference in snow depth between the disturbed and living
forest increased since the third winter after forest dieback. The
forest dieback resulted in a significant increase (about 25%) of
the water amount stored in the snow while the snowmelt char-
acteristics (snowmelt beginning and time of snow disappear-
ance) did not change substantially.

Komarov et al. (this issue) present data from the Khibini
Mountains (northern Russia) which show that the small-scale
variability of the snow characteristics can be large even in areas
with uniform geomorphology and topography. In contrast with
common assumptions, variability of snow density was higher
than that of snow depth.

Conde et al. (this issue) introduce a new methodology of
mapping snow water equivalent (SWE) at high spatial resolu-
tion (up to 20 m) from the Sentinel 1 and Synthetic Aperture
Radar Interferometry. Validation of the methodology against
measured SWE data from Finland provided promising results.

Parajka et al. (this issue) demonstrate the value of satellite
snow data (MODIS) in the research of the links between snow
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characteristics and runoff. The analysis conducted in 145
catchments located in nine European countries showed that
three to six snowmelt events occurred in the majority of catch-
ments during a year. The mean difference between the snow-
melt event beginning and the peak runoff was about three days.
The snow line elevation during that time rose on average by
170 m.

ISOTOPIC APPROACHES

A special focus is given to isotope measurements of precipi-
tation and snowmelt water. Snowmelt is an important source of
water recharging soils and triggering runoff generation. Stable
isotopes of oxygen and hydrogen in water help to understand
the movement of water in the hydrological cycle. While the
sampling of rainwater and streams for stable isotopes is rela-
tively easy, sampling of the meltwater (Penna et al., 2014) is
still challenging. Vreca et al. (this issue) analyze the local-scale
variability in isotopic composition of snowmelt water sampled
in Slovenia by the passive capillary samplers (Penna et al.,
2014). Analysis of variance and its source by ANOVA showed
that due to the variability within the group of samplers (several
samplers located close to each other), a large number of sam-
plers (> 5) was needed to sample the snowmelt water.

Hiirkamp et al. (this issue) present isotopic data from 18
snow profiles of two winter seasons at Mt. Zugspitze, Germany.
They conclude that depth-integrated samples of entire 10 cm
layers and point measurements in the same layers showed com-
parable isotopic compositions. Isotopic composition of the
snowpack at the same sampling time in spatially distributed
snow profiles was isotopically more similar than the composi-
tion observed at the same place at different times. Melting and
refreezing were clearly identified as processes causing isotope
fractionation in surficial, initial base or refrozen snow layers.

Riicker et al. (this issue) present a novel setup combining
snowmelt lysimeters and water sampler for automatic sampling
of the meltwater at daily time resolution. Simultaneous collec-
tion of rain samples provides stable isotope data to improve the
identification of the contribution of snowmelt to runoff in a
Swiss alpine catchment.

Sanda et al. (this issue) evaluate nine years of 3'*O values in
precipitation, soil water and groundwater in a small Czech
mountain catchment and calculate the winter/summer recharge
ratios of catchment groundwater, peat organic soil water, min-
eral hillslope soil water and baseflow. Isotopic mass balance of
individual winters showed that precipitation in warmer winters
was entirely transformed into outflow until the end of the win-
ter season, leaving no significant water storage for potential
drought periods.

SNOWMELT MODELLING AND REMOTE SENSING
DATA

Riboust et al (this issue) revisit a simple degree-day model
for integrating the satellite data and introduce a new calibration
method for the snow model that also accounts for the hystere-
sis-behavior (Egli and Jonas, 2009) of snow cover during the
accumulation and ablation processes. Incorporation of hystere-
sis between the snow-covered area (SCA) and snow water
equivalent improved the SCA simulation. Model parameter sets
calibrated jointly against SCA and runoff observations were
more robust for simulating independent periods than the param-
eter sets obtained from discharge calibration only.

Piazzi et al. (this issue) investigate the effectiveness of snow
multivariable data assimilation in a snow modelling system

designed to provide the real time applications. A series of tests
in the northwestern Italian Alps revealed the limitations and
constraints in implementing a multivariate Ensemble Kalman
Filter scheme in the framework of snow modelling and its per-
formance in consistently updating the snowpack state. Com-
bined assimilation of surface temperature, snow depth and albe-
do observations provided the best results in snowpack modeling.

Sorman et al. (this issue) explore the feasibility of probabil-
istic runoff forecasts using the probabilistic snow depletion
curves derived from the satellite data (MODIS) in a snow dom-
inated basin in Turkey. Estimated runoff values indicated good
consistency with the forecasts based on the derived probabilis-
tic snow depletion curves. The proposed framework can be
ecasily adapted to other scarce networks or ungauged snow-
dominated mountain catchments to assist the decision makers
responsible for the water management.

CONCLUSIONS

This thematic issue is a collection of current research efforts
devoted to the role of snow in the hydrological cycle. The ten
papers and the technical note present innovative methods of
snow characteristics measurements, research of the relation-
ships between snow and runoff, on the monitoring and evalua-
tion of environmental tracers in the snow-related part of the
hydrological cycle (precipitation, snowpack, soil moisture,
groundwater, runoff). Modelling experiments showed how
snow accumulation and melt modelling can be validated against
snow and runoff observations. Data from remote sensing plat-
forms and data assimilations procedures represent another very
active field of research in contemporary snow hydrology. We
thank the authors for their contributions and wish the readers of
Journal of Hydrology and Hydromechanics much of new inspi-
ration. Journal editor Dr. Lubomir Lichner is acknowledged for
the very collegial and professional guidance in the process of
compiling this collection of papers. We also thank all the re-
viewers who contributed to the improvement of the articles
presented in the thematic issue. Massimiliano Zappa and Martin
Sanda thank the Swiss National Science Foundation SNF (Joint
Research Projects SCOPES, SREP-DROUGHT project, Grant
127370 _152506) for the financial support of research activities
conveyed in this thematic issue.

IN MEMORIAM

During the preparation of this special issue the editorial team
learned that two scientists working on the topics presented in
this compilation of articles passed away. It is therefore our wish
to dedicate this issue to the memory of Associate Professor Dr.
Robert Kirnbauer (Technical University of Wien, Austria) and
of Dr. Stefan Pohl (University of Freiburg in Brisgau, Germa-
ny). Their work on snow processes (Pohl and Marsh, 2006) and
snow modelling (Kirnbauer et al., 1994) represent a very im-
portant contribution for the understanding of snow as part of the
hydrological cycle.
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Abstract: The knowledge of snowpack dynamics is of critical importance to several real-time applications especially in
mountain basins, such as agricultural production, water resource management, flood prevention, hydropower generation.
Since simulations are affected by model biases and forcing data uncertainty, an increasing interest focuses on the assimi-
lation of snow-related observations with the purpose of enhancing predictions on snowpack state. The study aims at in-
vestigating the effectiveness of snow multivariable data assimilation (DA) at an Alpine site. The system consists of a
snow energy-balance model strengthened by a multivariable DA system. An Ensemble Kalman Filter (EnKF) scheme al-
lows assimilating ground-based and remotely sensed snow observations in order to improve the model simulations. This
research aims to investigate and discuss: (1) the limitations and constraints in implementing a multivariate EnKF scheme
in the framework of snow modelling, and (2) its performance in consistently updating the snowpack state. The perfor-
mance of the multivariable DA is shown for the study case of Torgnon station (Aosta Valley, Italy) in the period June
2012 — December 2013. The results of several experiments are discussed with the aim of analyzing system sensitivity to

the DA frequency, the ensemble size, and the impact of assimilating different observations.

Keywords: Snow modeling; Energy-balance model; Data Assimilation; Ensemble Kalman Filter.

INTRODUCTION

The seasonal presence of snow strongly impacts both the en-
ergy balance and water resource budget, not only locally, but
also at larger scale. Because of its low thermal conductivity, the
snowpack produces an insulating effect over the underlying
soil, whose temperature variability is severely reduced towards
a stable condition (Zhang, 2005). Moreover, its high albedo
entails a remarkable reduction of shortwave radiation absorp-
tion, with a resulting lowering of near surface air temperature.

Snow dynamics strongly impact hydrological processes.
During the winter season the presence of snow cover reduces
the effective drainage. Thus, in case of possible rainfall events
the watershed time of concentration turns out to be lower than
in snowless condition. Moreover, the release of the significant
water volume stored in winter period considerably contributes
to the total discharge during the melting period (Barnett et al.,
2005; Clark and Hay, 2004; Zappa et al., 2003). Melt water
supplies a significant component of the annual water budget,
both in terms of soil moisture and runoff, which plays a critical
role in floods generation in snow-dominated basins. Therefore,
when modeling hydrological processes in snow-dominated
catchments the quality of predictions deeply depends on how
the model succeeds in catching snow dynamics (Wood et al.,
2016).

A growing effort is aimed at enhancing the physical repre-
sentation of the snowpack in hydrologic models. Despite pro-
gressive improvements, several flaws endure mainly due to
uncertainty in parameterizations, errors affecting both meteoro-
logical forcing data and initial conditions and approximations in
boundary conditions (Liston and Sturm, 1998; Pan et al., 2003).
Moreover, there are several physical factors that make an ex-
haustive reconstruction of snow dynamics complicated: snow

intermittence in space and time, stratification and slow phe-
nomena like metamorphism processes, uncertainty in snowfall
evaluation, wind transportation (Winstral and Marks, 2014).

Many different snowpack models have been developed with
highly variable degree of complexity, mainly depending on
their target application, such as hydrological forecasting, ava-
lanche prediction, climate modeling, and the availability of
computational resources and data. Snow models range from the
so-called force-restore systems of composite snow-soil layer(s)
(Douville et al., 1995; Yang et al., 1997) and explicit snow
layer(s) schemes (Slater et al., 1998; Verseghy, 1991) up to
detailed internal-snow-process schemes with physical parame-
terizations (Anderson, 1976; Bartelt and Lehning, 2002; Brun et
al., 1989; Endrizzi et al., 2014; Jordan, 1991; Lehning et al.,
2002; Vionnet et al., 2012). Intermediate-complexity systems
result from simplified versions of the physical parameterization
schemes with a reduced snowpack layering (Boone and Etch-
evers, 2001; Dutra et al., 2010, 2012). One of the main issues is
the trade-off between model complexity and input data re-
quirements. Independent studies comparing snow models with
different scheme complexity agreed in stating that a simplified
snowpack structure can provide nearly equivalent performance
as a much more complex snow-physics model (Avanzi et al.,
2016; Magnusson et al., 2011, 2015). Thus, for many applica-
tions, a simpler snowpack scheme may be an optimal compro-
mise between model performance and computational con-
straints.

Several intercomparison projects aimed at assessing perfor-
mance of models with different levels of detail and parameteri-
zations with the purpose of analyzing their impact on model
simulations (Boone et al., 2004; Bowlinget el., 2003; Essery et
al., 2009; Etchevers et al., 2003; Nijssen et al., 2003; Schlosser
et al., 2000; Slater et al., 2001). These projects stated that no
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overall best model could be identified and an increasing model
complexity does not ensure an improvement of simulations,
whose quality depends on the application, and topographic,
meteorological and vegetation features of the modeling domain
(Rutter et al., 2009).

Essery et al. (2013) presented a snow multi-scheme model
combining a range of existing parameterizations of different
complexity (from empirical to physical ones) for the representa-
tion of each dominant process occurring within the snowpack.
This approach allows generating a large ensemble of simula-
tions with different model configurations and those employing
prognostic equations for snow density and albedo generally
revealed the best performance.

Fortunately, in addition to model simulations, other inde-
pendent snow-related data sources are available, such as
ground-based measurements and remotely sensed observations
(Barrett, 2003), but both are affected by several limitations.
Ground-based snow measurements only provide point values,
affected by an instrumental bias and subjected to distortions
due to wind action, local topographic features and vegetation
interactions. Remote sensing observations cover extended areas
but they supply indirect measurements affected by a usually
coarse spatial resolution (passive microwave sensors) and the
uncertainty in retrieval algorithms.

Data Assimilation (DA) is an objective methodology to
combine these different sources of information to obtain the
most likely estimate of snowpack state.

Several DA techniques with different degree of complexity
have been developed and are currently employed: direct inser-
tion (Liston et al., 1999; Malik et al., 2012; Rodell and Houser,
2004), optimal interpolation scheme (Brasnett, 1999; Liston
and Hiemstra, 2008), Cressman scheme (Balsamo et al., 2015;
Cressman, 1959; Dee et al., 2011; Drusch et al., 2004), nudging
method (Boni et al., 2010; Stauffer and Seaman, 1990).

At a higher level of complexity, Kalman filtering is a class
of sequential DA techniques (Evensen, 2003) that enables to
evaluate the optimal weighting between modeled and observed
states knowing model and observations errors. The main feature
distinguishing this approach from more static ones is the dy-
namic updating of the forecast error covariance during the
simulation. Several techniques based on the Kalman filter have
been developed.

The standard Kalman Filter (KF) (Gelb, 1974), which can be
implemented only on linear dynamic system, is based on the
relative contribution of the covariance matrices of the errors of
both the model predictions and the observations to obtain a
statistically optimal estimate for the given parameters set and
assumed uncertainties. This is achieved by applying a standard
error propagation theory that produces an analysis state ob-
tained by adding a correction to the a priori state. The correc-
tion is computed as the difference between the a priori state
(produced by the model) and the observation, modulated
through the Kalman Gain, a matrix that resumes the infor-
mation from both the covariance matrices.

The Extended Kalman Filter (EKF) (Miller et al., 1994) is a
linearized statistical approach that can be applied to nonlinear
dynamic systems. This technique relies on an adjoint and tan-
gent linear model to propagate the error covariance matrix
forward in time. Thus, this technique is able to provide only a
near-optimal estimate due to the linear approximation of the
model through a Taylor series expansion. Sun et al. (2004)
developed a one-dimensional EKF scheme to assimilate syn-
thetically generated Snow Water Equivalent (SWE) observa-
tions into a Land Surface Model (LSM). Dong et al. (2007)
used the assimilation system developed by Sun et al. (2004) to

assimilate SWE data derived from the Scanning Multichannel
Microwave Radiometer (SMMR) observations into a LSM. The
EKF-based scheme results to well succeed in updating model
simulations, even though in presence of strong nonlinearities in
the system, unstable results are attended (Moradkhani, 2008).

A further approach is the Ensemble Kalman Filter (EnKF),
proposed by Evensen (1994, 2003). Unlike the traditional and
Extended Kalman filters, this method does not need a model
linearization since the error estimates are evaluated from an
ensemble of model simulations using the Monte Carlo ap-
proach. Moreover, this method is able to handle any number of
variables in the update scheme. Andreadis and Lettenmaier
(2005) applied an EnKF scheme to assimilate the Moderate
Resolution Imaging Spectroradiometer (MODIS) snow cover
extent (SCE) and the Advanced Microwave Scanning Radiome-
ter—EOS (AMSR-E) SWE products into a macroscale hydro-
logic model to update SWE model predictions. Clark et al.
(2006) proposed an alternative framework for assimilating
synthetic remotely sensed snow cover area (SCA) data to im-
prove streamflow simulations. Slater and Clark (2006) imple-
mented this technique to assimilate SWE observations to update
the snowpack state of a conceptual model. Su et al. (2008)
investigated the feasibility of assimilating through the EnKF
approach the fractional snow cover (FSC) detected by MODIS
for the optimal retrieval of continental-scale SWE within a
highly complex LSM. More recently, Magnusson et al. (2014)
analyzed the impact of an EnKF-based assimilation of both
ground-based SWE observations and snowfall and snowmelt
rates on distributed SWE estimates.

All the studies generally state that the EnKF is a well-
performing technique enabling to consistently update model
predictions. The assimilation of snow-related observations
through the EnKF scheme succeeds in improving the analysis
of snowpack dynamics, especially during the melting period,
with a resulting enhancement of the accuracy of hydrological
simulations. Nevertheless, most publications about applications
of EnKF-based scheme deal with univariate assimilation, name-
ly the assimilation of a single data type (Griessinger et al.,
2016; Huang et al., 2017). Relatively few studies aimed to
investigate the simultaneous assimilation of observations of
multiple model state variables. Durand and Margulis (2006)
assimilated synthetic passive microwave observations at the
Special Sensor Microwave Imager (SSM/I) and AMSR-E fre-
quencies and broadband albedo observations through an EnKF
scheme to study the potential of remotely sensed snow observa-
tions in improving SWE simulations. Durand and Margulis
(2008) assimilated synthetic SWE and snow grain size data
with different spatial resolutions into a LSM using adaptive
EnKF. Su et al. (2010) developed a multisensory EnKF-based
DA system assimilating both Gravity Recovery and Climate
Experiment (GRACE) terrestrial water storage (TWS) and
MODIS FSC with respectively the EnK Smoother (Dunne and
Entekhabi, 2005, 2006) and EnKF into a LSM. De Lannoy et
al. (2012) studied the impact of the joint assimilation of
AMSR-E SWE and MODIS FSC products on SWE simulations
with a multiscale EnKF scheme. More recently, Stigter et al.
(2017) proposed a well-performing EnKF-based methodology
to estimate SWE and snowmelt runoff in a Himalayan catch-
ment. They implemented an EnKF scheme to calibrate ruling
parameters of a snow model by jointly assimilating both re-
motely sensed snow cover observations and ground-based
measures of snow depth. Current research results agree on the
superior impact of the multivariate assimilation on model simu-
lations with respect to the univariate one (Charrois et al., 2016).
However, even though in atmospheric sciences the multivariate
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DA is well established, most publications in the framework of
terrestrial systems present synthetic case studies (Montzka et
al., 2012).

In light of the promising potential of multivariate DA
schemes and the lack of their application using real-world data
or several types of data, this paper intends to investigate the
feasibility of a multivariable EnKF-based scheme for snow
modeling. The main goal is the development of a operationally
effective system enabling to assimilate both ground-based
measurements and remotely sensed data of several snow-related
variables (surface temperature, snow depth and albedo). Since
multivariate DA systems are usually very CPU-intensive, the
research aims to define and analyze technical solutions and
approaches allowing to reduce the required computational load
by still guaranteeing successful performance. To this end, sev-
eral sensitivity experiments were carried out in order to better
understand system robustness and reliability.

The paper is organized as follows. Firstly, the snow dynamic
model and the DA algorithm are described. After presenting the
ground-based and remote sensed data used in the assimilation
experiments, the experimental design is explained, whose re-
sults are then shown and widely discussed.

SMASH - SNOW MULTIDATA ASSIMILATION
SYSTEM FOR HYDROLOGY

This research aimed to develop a snow modeling system
suited to real-time applications and able to combine model
predictions, ground-based data and satellite observations.

SMASH (Snow Multidata Assimilation System for Hydrol-
ogy) consists of a multi-layer snowpack dynamics model that
reproduces some of the main physical processes occurring
within the snowpack (accumulation, density dynamics, melting,
sublimation, radiative balance, heat and mass exchanges), and a
multivariable DA algorithm.

Snow hydrological model

From a hydrological point of view, the most relevant
quantities to be predicted are the SWE and the snowmelt. The

evolution of snow microstructure, snowpack stratification, and
snow metamorphism are ruling processes for the avalanches
forecasting (Bartelt and Lehning, 2002; Vionnet et al., 2012)
but they are of less interest in most hydrological applications,
and thus they are here neglected. Since the aim is to develop a
snow model suitable to be coupled with a multivariable DA
algorithm, the degree of model complexity is limited in order to
facilitate the assimilation procedure while maintaining a
fundamental physical consistency (Magnusson et al., 2014;
Slater and Clark, 2006). This purpose leads to some model
simplifications of both snowpack scheme and physics (liquid
water storage and refreezing process are not included). The
introduction of a finer layering scheme with respect to the
simple discretization described below would add a further
challenge in the assimilation of observed data through DA
techniques involving state-averaging operations. The
implementation of an EnKF scheme would be much more
demanding since a higher number of layers (i.e. increased state
size) entails larger computational requirements.

The multilayer scheme consists of a 2-layers discretization
for snowpack and 2-layers for soil (Figure 1). The scheme has a
seasonally variable number of layers ranging from a minimum
of two, in snow free condition, up to a maximum of four layers,
in presence of snow cover. This dynamic layering scheme is
adopted with the aim to solve the model energy balance in both
snowy and snowless conditions without having to rely on a
‘model switching’ algorithm. Both snow and soil upper layers
are much thinner than the underlying ones so that the top layer
temperature can be considered as an acceptable approximation
of the skin temperature, whose measures can be more efficient-
ly assimilated. The model is driven by meteorological data (air
temperature, wind velocity, relative air humidity, precipitation
and incident shortwave solar radiation) to provide a complete
estimate of snowpack state in an explicit surface energy balance
framework. Model state consists of snow surface temperature
(T, [°C]), snow temperature at the interface between the two
snow layers (T, [°C]), surface soil temperature (7, [°C]), deep
soil temperature (7, [°C]), SWE and snow density of top (W,
[mm]; p, [kg/m’]) and bottom (W, [mm]; p, [kg/m’]) snow
layers, surface albedo (a [-]).

Energy fluxes

Shortwave and longwave
radiation fluxes

2 snow layer
and 2 soil layer

W;.p.

Sensible heat exchange

V\’Im‘pm

between the different
soil and snow layers

Ts = “s” snow layer surface temperature
Tm="m" snow layer surface temperature
To = soil surface temperature

Td = soil interface surface temperature

Ty = deep temperature

Mass fluxes
Sublimation
from “s”
snow layer
T
melting flux from
Mass ‘ snow layer “s”
Tm l transfer
between s melting flux from
and "m “m”
q snow |3'{E| m
To
T
TV
Ws=“s" snow layer water equivalent
Wm = "“m" snow layar water equivalent
ps ="s” snow layer density
pm ="“m” snow layer density

Fig. 1. SMASH scheme - Energy and mass fluxes between adjoining layers and atmosphere are shown.
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hm

Ground surface

zy

Fig. 2. SMASH scheme - Control volumes and model layers.

The thicknesses of soil layers are fixed through reference
depths at 30 cm and 2 m (z; and z,). Snow layers vary their
thickness (%4, and #,) according to the snow dynamics (i.e.
snowfalls, sublimation, density changes, and snow melting)
without any constraining limit. Deep soil temperature (7)) is the
model boundary condition. Temperatures (7, 7,,, To, Ty) are
defined as average temperatures of the control volumes shown
in Figure 2. The top and bottom boundaries of each volume are
set in the middle of the thickness of the two corresponding
consecutive layers.

The model solves both energy and mass balance with an in-
tegration time step of 15 minutes.

Mass balance

Snow mass balance equations evaluate SWE of each snow
layer (W, and W,,) accounting for snowfalls (Sf), sublimation
process (subl), melting rates from both the two snow layers (M
and M,,) and mass transfer between them (D). Since neither the
liquid storage nor the refreezing process is included within the
snowpack model, meltwater is assumed to be drained directly
as surface runoff (no infiltration into the soil).

W (t)=W,(t—1)+Sf - M —subl—D 1)

W, (t)=W, (t=1)+D—M, - subl ©)

D=Lwar 3)
=W,

The mass transfer (D) from the snow surface layer down-
ward is empirically parameterized as a function of the SWE and
a temporal scale of the process (X). This parameter was proper-
ly defined through several tests at different measurements sites
in order to obtain a constant value allowing to maintain a thin
snow surface layer. From a physical point of view, this parame-
terization can be supposed to contribute to the gravitational
snowpack settling thanks to a consistent update of the snow
density of both the snow layers.

Given the observed total precipitation, the snowfall rate (Sf)
is evaluated as a function of air temperature (7,) and relative
humidity (U), as proposed in Froidurot et al. (2014).

Density

Snow density is updated considering both the snow compac-
tion and the destructive thermal metamorphism according to the
parameterization proposed by Anderson (1976). The snow
compaction is evaluated as the ratio between the weight of the
overlying snow (o;) and a viscosity coefficient (7,;) standing for

the snow resistance to a certain pressure and evaluated as an
exponential function of snow temperature and density (Kojima,
1967; Mellor, 1964). The thermal metamorphism is estimated
as a function of snow temperature (7};) and density (p,;). The
influence of settling is higher in new snow layers (50-150
[kg/m’]) up to a density value of 250 [kg/m’].

1 dpsi — O-si
P dt Ny (Ty.py)

+§i(7—j¥i’psi) (4)

In case of snowfall, snow density of the upper layer is evalu-
ated as a weighted average between its current value and fresh
snow density. The fresh snow density is evaluated according to
the air temperature (Hedstrom and Pomeroy, 1998).

Energy balance an d heat flow

The model evaluates the net heat fluxes in each layer and the
conductive heat fluxes between adjoining layers according to

Fourier law. The surface heat flux (G) is estimated as the
resulting balance among shortwave and longwave radiations

(RSW’W ,IQLW’M) , sensible ([:1 ) and latent (FS) heat fluxes,

and the advection heat flux (szx) due to liquid precipitation:
é = RSw,net + RLw,nel + g + E + Qmix (5)

Both the incoming (positive) and outgoing (negative)
longwave radiation components are estimated through the
Stephan-Boltzmann law, as a function of the surface tempera-
ture (i.e. the temperature of snow/soil depending on the pres-
ence/absence of snow cover) and the air temperature, respec-
tively. While the surface emissivities are considered as constant
values, the air emissivity varies over time according to both
wind speed and air temperature.

The heat flux from liquid precipitation across the snowpack
surface is a function of rain emissivity (g,), the surface specific
heat (Cy), the amount of rain (P;) and the temperature gradient:

ngsPl (Ta _Tsup)

mix — dl (6)

The net shortwave radiation (Rg,, ;) is evaluated as a frac-

tion of the incident solar radiation (Ryg,,;,..), as a function of the
surface albedo (¢r):

RSw,nel = (1 - a) ’ RSw,inc (7)

In snow cover condition, the albedo is evaluated through a
physical parameterization (Wiscombe and Warren, 1980):

a=0,;+02(1-ay) (®)
0y =(1-02F ¢ ) o )

where o, is the diffuse albedo and o, = 0.95. Since snow albedo
decreases with time due to the growth of snow grain size and
accumulation of dirt, a reduction factor is parameterized ac-
cording to the snow age (zyow):

TSVIOW (10)
I-7,

snow

Faoe =
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In case of snowfall, the snow age is reduced, hence the sur-
face albedo.

The penetration of shortwave radiation into the snowpack is
estimated after Anderson (1976). According to this formulation
the solar radiation decays exponentially as a function of snow
depth.

R, | =Rsy net ~exp(—V~z) (11)
where:
¢ RSWJ, is the fraction of solar radiation penetrated

withinthe snowpack;

. Rg, ¢ 18 the net shortwave radiation on the
snowpack surface;

. vis the extinction coefficient [cm’l];

. z is the penetration depth [cm];

Sensible and latent heat fluxes are evaluated following the
bulk formulation:
T, ) Sensible heat flux (12)

H= cppaCHV(Tsup -

LS =LHpaCHV(qmp —qa) Latent heat flux (13)

Heat exchanges are proportional to the temperature (for H)
and mixing ratio (for LS) gradients between the surface (7,
and g,,,) and atmosphere (T, and g,). Turbulent fluxes are also
function of air specific heat (c,), latent heat (L) of sublimation
(of vaporization when no snow cover is present), air density
(p.), wind velocity (V) and the turbulent transfer coefficient
(Cp). The turbulent transfer coefficient Cy depends on the neu-
tral conditions coefficient Cyy, evaluated as a function of the
surface roughness, and the atmospheric stability (.):

Cry =CrunWyab (14)

The atmospheric stability is evaluated as a function of the
Richardson Bulk number, which depends on potential tempera-
tures of both air and interface surface between soil/snow and
atmosphere and wind velocity, following the empirical scheme
of Caparrini et al. (2004).

Temperature variation in time (A7;) and snow melting rate
(M;) of each layer is evaluated as a function of the net heat flux
(Qr): at its surface, resulting from the balance of conductive
fluxes among layers and the contribution of the penetration of
solar radiation:

Q .
o — M[: Tzljmelt dt

m

AT, 9 gy T,>T, (15a, b)
hipC;

where C; is the specific heat of the layer. When the resulting

temperature of the layer (7;) exceeds the melting temperature

(Tner = 0°C), melting occurs in the corresponding control vol-

ume (M;) according to the equation [15b], where L,, is the melt-

ing latent heat.

Model calibration

The snowpack model was calibrated over four winter sea-
sons (2012/13 — 2013/14 — 2014/15 — 2015/16) through a split-
sample test. A sensitivity analysis allowed to properly select the
parameters exerting the most influence on model simulations.
This preliminary study was manually carried out by making the
parameters vary within proper ranges and analyzing the impact

of their variation on the resulting model predictions. Two mod-
el parameters were selected: snow roughness and snow viscosi-
ty. Parameters ranges were estimated in order to both avoid
model numerical instabilities and to comply with possible phys-
ical constraints (see Table 1). Random combinations of parame-
ters were tested by analyzing the resulting Kling-Gupta effi-
ciency (KGE) indices (Gupta et al., 2009) considering the ob-
servations of surface temperature, snow depth, and albedo
supplied by the Torgnon station and the monthly manual
measures of snow density. Starting from the best parameters
combinations, local KGE optima were found over the calibra-
tion period (winter seasons 2012/13-2013/14) through a
constrained nonlinear optimization algorithm (Interior-point
Algorithm) (Wéchter and Biegler, 2006) in order to define the
best parameters set. Finally, the calibrated parameters were
tested throughout the validation period (snow seasons 2014/15
—2015/16). Table 2 shows the resulting KGE values over both
calibration and validation periods.

Table 1. Parameters calibration.

Parameter Range Calibrated value
1. | Snow roughness [mm] [0.001-0.05] 0.0226
2. | Snow viscosity [kg/ms] [10°-10%] 10°

Table 2. Kling-Gupta efficiency coefficients over both calibration
and validation periods.

Kling-Gupta efficiency

Calibration period Validation period
Snow depth [m] 0.74 0.69
Snow temperature [°C] 0.58 0.54
SWE [mm] 0.12 0.51

Data assimilation algorithm: constrained Ensemble Kalman
filter

An Ensemble Kalman Filter scheme is implemented to as-
similate observations of surface temperature, snow depth, and
albedo. This technique requires the definition of an ensemble of
model states, which are all simultaneously integrated forward in
time independently of each other. Whenever an observation is
available, the states of the ensemble members are updated
through an optimal weighting between simulated and observed
values. The weights are defined by the Kalman Gain (K), based
on the covariance errors matrices of both model and observa-
tions. Model error covariances are dynamically updated at
every assimilation time step (Evensen, 1994, 2003). The model
state correction formula, i.e. the state analysis, is defined as:

xanalysis = xbackground + K'(Obs - H'xbackground ) (16)

where Xgqpis 18 the updated model state, Xpqcrgrouna 18 the prior
one, i.e. the model predictions, and obs are the observations.
The Kalman Gain is a linear combination of the covariance
errors matrices of both model (C,,,) and observations (C,,) and
a measurement operator (H), which enables the transition from
the model space to the observations one (Evensen, 1994).

T T =
K= CmodH (HCmodH + Cobs ) (17)
According to the main assumptions of the EnKF formulation
(Evensen, 1994), model errors covariance matrix (C,,.q) is the

covariance matrix of the differences between each ensemble
state (Ens;) and the resulting average ensemble state (Ens,cq,):
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C

mod = COV(EnSi _Ensmean) (18)

The correlations among state variables of a highly non-linear
model may be difficult to assess through simple ensemble sta-
tistics, with possible miscorrection of the model background
errors, especially for those state variables which are not directly
observed. In order to overcome some of these limitations and
obtain an overall consistent update of the snowpack state, the
model error covariance matrix is reduced to a two-blocks struc-
ture. The two blocks handle the covariances among energy- and
mass-related variables independently. The implementation of
this solution allows updating both energy and mass balances by
limiting physically incoherent corrections. Furthermore, with
the aim of avoiding possible model instabilities, any incon-
sistent value generated through the ensemble updating is re-
moved by limiting each state variable into proper variables
physical ranges. According to this approach, any outlier value
is set equal to upper or lower limit value of the corresponding
physical range of the state variable.

Ensemble Gaussian perturbations

Because this study mainly focuses on assessing the perfor-
mance of a multivariable DA scheme, perturbations are restrict-
ed to the ensemble of model states. Indeed, observations are
here assumed to be significantly more reliable than model pre-
dictions. The observations error covariance matrix is estimated
according to the instruments uncertainties (Table 3). Since the
measurements of each observed variable are here considered
independent of each other, the resulting error covariance matrix
is diagonal. Of course, point measurements have high uncer-
tainties due to their limited representativeness of the spatialized
snow processes (e.g. wind-driven snow redistribution) (Stigter
et al., 2017). However, since this is a point application of the
DA scheme, the observational error covariance matrix is sup-
posed to be satisfactorily representative even though any other
source of uncertainty is included. The uncertainty of forcing
meteorological data is not taken into account.

Table 3. Uncertainties of the assimilated measures.

Observed variable Measures uncertainty
Surface temperature [°C] +0.5

Snow depth [cm] +1

Albedo [%] 5

State variables are perturbed at each model time step through
an additive Gaussian noise. The perturbations are generated by
performing, for each state variable, a Gaussian sampling from a
normal multivariate distribution with an assigned covariance
matrix (De Lannoy et al., 2012). This latter prevents the intro-
duction of possible inconsistencies among the variables of each
model state due to its perturbation. The covariance matrix is
evaluated as the error covariance matrix between simulated and
observed time series of the state variables, when available. The
sampling is carried out by choosing equidistant cumulated
probability values, in order to guarantee null mean-valued
perturbations and the Gaussianity even if sample size is limited.
As well as the model ensemble update, also its perturbation can
cause physically inconsistent values.

In this occurrence the aforementioned approach is not rele-
vant, since the truncation of the perturbed ensemble would
compromise the null mean-valued perturbations. In order to
avoid the insertion of possible distortions, the model physical
consistency is guaranteed by rescaling the perturbed ensemble.

10 Limitation of perturbed Ensemble .
— 5} * i
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l; 0 upper physical limit : [\
3 P4 4
2 : ;
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Fig. 3. Ensemble limitation after the perturbation.

This contraction allows maintaining the ensemble average
and perturbations Gaussianity even after the ensemble limita-
tion (Figure 3). These two approaches to limiting the perturbed
ensemble within physical ranges are compared in the following.

In spite of the perturbation of the model states, the con-
straints necessarily decrease the variance of ensemble state
variables, whose reduction can lead to weight more the model
and weakly assimilate the observations. Thus, at each assimila-
tion time step the model error variances are rescaled propor-
tionally to the variance reduction with respect to the empirical
variance of each state variable:

Covmod = Corr, mod ( Orescaled Orescaled ) (19)
where:

o Corr,,,; is the model error correlation matrix;

. o is the vector of the rescaled standard

rescaled

deviations of state variables.
Model physical consistency: modulating function

The model was designed to simulate the energy balance in
both snowy and snowless conditions. Thus, in order to guaran-
tee the model consistency both in case of presence and absence
of snowpack, two different sets of physical limits are required
to constrain each state variable into proper seasonal ranges.
These ranges are statistically defined through the analysis of
observed time series of the state variables (see Table 4). More-
over, the lower and upper physical limits have to be time vari-
ant, in order to well characterize the transition periods (early
winter, melting season).

Table 4. Physical ranges to limit the state variables after their
perturbation.

. Lower limit Upper limit

Variable Snowy Snowless Snowy Snowless
T, [°C] -30 — 0 —
T [°C] -30 - 0 _
To [°C] -10 0 0 40
Ty [°C] —2 0 5 20
W [mm] 0 - - -
W [mm] 0 - - -
Ps [kg/m’] 80 - 550 —
P [kg/m’] 80 — 550 —
a [-] 0.2 1

Since the intermittent presence of snow cover also entails a
seasonal variability of state variables correlations, also the error
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covariance matrix employed to generate perturbations must be
time variant. Indeed, in case of bare soil, snow-related variables
are not included in the model state, and some variables are
weakly correlated (e.g. deep soil temperature and albedo). In
order to generate proper perturbations in snow and no-snow
conditions, two different error covariance matrixes are used.

With the purpose of preventing model instabilities a modula-
tion was introduced in order to relax the switch from snow
cover to bare soil conditions, by properly setting upper and
lower physical limits of the state variables and the error covari-
ance matrix for the generation of ensemble perturbations.

The modulating function (f) allows discriminating the pres-
ence or absence of snow according to both air temperature
(observed) and snow mass (modeled). This approach enables to
manage the transition periods: snow cover and high air temper-
ature (melting process) and bare soil and low air temperature
(early winter). The B-function is defined according to the fol-
lowing formulas:

Bra = {y—am—(mj (20)
T

Wy W )1 ]5]_1/5

—[H[(
B=Bra+(1=Br.)e ’ 1)

The functional form and the parameters were chosen to cen-
ter the function on an air temperature value that could discrimi-
nate snow and no-snow conditions, assumed equal to 0°C, and
asymptotically reach the desired limit values (1 for winter and 0
for summer).

Figure 4 shows the modulating function, which assumes
values near to 0 when air temperature is high and there is no
snow cover (mainly during summer season), and near to 1 in
case of snow cover and cold temperatures (winter period). In
these two limit cases, respectively summer and winter, physical
ranges are assumed for all the state variables. The function
assumes value near to 1 also when no snowpack is present but
temperatures are very low (autumn, early winter). During tran-
sition periods B-function allows defining intermediate model
run settings according to the combination of snow and air tem-
perature information.

59 snowy

Lim; syp = (Limi,supw,m (1-5 )) + (Limi,SUP \ B ) (22)

snowy

Lim; jyp = (Limi,lNFww,ess (1= )) + (Limi,lNF B ) (23)

co Vpert = (CO Vpert,snowless (1 - ﬂ)) + (CO Vpert,snowy ﬂ) (24)

where Lim; syp and Lim; e are the modulated upper and lower
physical limits of each state variable and COV,,,, is the modu-
lated error covariance matrix used to generate the ensemble
perturbations.

CASE STUDY
Validation site and ground-based measurements

SMASH 1D-version was tested throughout the period June
2012—December 2013 at the Torgnon measurement site (Tel-
linod, Aosta Valley, 45.84°N, 7.58°E). The site is a subalpine
grassland located in northwestern Italian Alps, at an elevation
of 2160 m a.s.l. The area is characterized by a typical subalpine
climate, with an average annual temperature of around 3°C and
an average annual precipitation of 880 mm. Further details on
the study site can be found in Galvagno et al. (2013) and Filip-
paetal. (2015).

Since 2008, an automatic weather station provides 30-min
averaged records of different meteorological parameters, in-
cluding air and surface temperatures (HMP45, Vaisala, SI-111
and therm107, Campbell Scientific), short- and longwave radia-
tions and surface albedo (CNR4, Kipp & Zonen), precipitation
(OTT Pluvio2, Weighing Rain Gauge), soil water content (CS-
616, Campbell Scientific), snow depth (SR50A-L, Campbell
Scientific) and wind speed (WINDSONICI1-L, Campbell Scien-
tific). Monthly manual measures of snow density (snow pits)
are available during the winter season.

Remotely sensed observations

With the aim of evaluating the impact of the assimilation of
remote sensed observations, the assimilation of Land Surface
Temperature (LST) supplied by the Meteosat Second Genera-
tion (MSG) mission was introduced instead of the surface tem-
perature locally measured by ground-based sensor. LST is the
radiative skin temperature over land, whose retrieval is based
on clear-sky measurements from the Spinning Enhanced Visi-
ble and InfraRed Imager (SEVIRI) aboard the geostationary
MSG satellite (Jimenez-Munoz and Sobrino, 2008). Since this is
a multi-spectral sensor, imaging across the visible and near-IR,

Tair[°C]

200

SWE [mm]

Fig. 4. Beta modulating function.
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Surface temperature: ground-based and remotely sensed observations
A P R

Temperature [*C]

Ground-based

*  Remotely sensed
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Fig. 5. Time series of ground-based and remotely sensed observa-
tions of surface temperature.

LST data are not available in cloudy condition. Despite the
coarse spatial resolution of 5—6 km at the latitude of the study
area, the temporal resolution of 15 minutes guaranteed by
SEVIRI sensor can allow a significant reduction of the cloud
cover affecting the remote sensed observations. Moreover the
15 minutes sampling makes this satellite product well suited to
being employed in the DA procedure. Compared to the ground-
based measurements of surface temperature at the Torgnon site,
remote sensed LST is affected by a bias of about +5°C (see
Figure 5), even though the two time series are well correlated
(correlation coefficient equal to 0.85). A large fraction of the
difference between the MSG LST and the ground-based one
may be due to the kilometer-size footprint of the satellite prod-
uct on a steep region where the spatial gradient of LST is of the
order of degrees per kilometer.

EXPERIMENTS
Control experiments

DA impact on the accuracy of model simulations was evalu-
ated by using an ensemble of 20 model states. Every 3 hours
the in-situ data of the following variables were assimilated:
surface temperature, snow depth and albedo. In the first control
experiment the assimilated surface temperature observations
were provided by the ground station (Exp_cl), while in the
second one were supplied by MSG satellite (Exp_c2). With the
aim of assessing the relative performance of DA, an open-loop
simulation (no DA) is considered as control run.

Sensitivity experiments

With the purpose of analyzing SMASH performance and its
sensitivity to different data assimilation settings, several exper-
iments were carried out. Sensitivity to DA frequency was tested
by assimilating the available observations every 3, 6, 12, 24
hours (Exp_sl1). Sensitivity to ensemble size was evaluated by
varying the number of ensemble members from 6 to 100
(Exp_s2). Moreover, the impact of the assimilation of different
observed variables was investigated by assimilating different
combinations of them (Exp_s3):

Only surface temperature (75,,.);

Only snow depth (H,);

Only albedo (4/b);

Surface temperature and snow depth (7, + H));
Surface temperature and albedo (7, + Alb);
Snow depth and albedo (H,+A[b).

™o s o

Since the aim is to assess the performance of the snow-
related multivariable DA scheme, the experiments results are
shown in terms of snowpack surface temperature, snow depth
and SWE during the winter season to evaluate its efficiency in
jointly updating several observed variables. Results are restrict-
ed to the winter period since in snowless conditions the DA
scheme is limited to assimilation of only surface temperature.

Each experiment was quantitatively analyzed through the
following statistical metrics, by considering the total amount of
measurements, available every 30 minutes. Indirect SWE ob-
servations were retrieved from the monthly measures of snow
density and the corresponding snow depth ones.

R cov(Obs,Exp)

Correlation coefficient (R) (25)
Oobs 'O-exp
1Y 2
RMSE = |— " (Obs; — Expy)
NS
Root Mean Square Error (RMSE) (26)
RMSE
NER =| 1-———2% 1100
RMSE;

Normalized Error Reduction (NER, Chen et al., 2011) 27

N 2
~ > o (Expy — Obsy,)

Eff =|1 100
N 2
Zk:](OLk - Obsk)
Assimilation efficiency (Eff, Brocca et al., 2012) (28)
RESULTS
Control experiments
Exp cl

Figure 6, Figure 7 and Figure 8 show the results of the
Exp_cl. The open loop simulation (model run without assimila-
tion) generally reveals an underestimation of the diurnal surface
temperature peaks and a significant overestimation of the noc-
turnal ones. Indeed, even though the simulation gets the daily
thermal cycle, it fails in reproducing the size of the temperature
range. The model well represents the seasonal snowpack dy-
namics also in the open loop simulation, which results to be not
affected by any significant bias. An overestimated snow com-
paction results in a underestimation trend during the accumu-
lation period. Even though only a few SWE observations are
available (monthly indirect measures), the model reveals a
general underestimation of the snow mass. The multivariable
DA scheme succeeds in forcing the average of the model states
ensemble towards the observed values both in terms of surface
temperature and snow depth. When considering the DA impact
on SWE simulation, it is important to consider that no direct
measurement of this variable is assimilated. However, through
the multivariable DA the filter well succeeds in consistently
updating the prediction of SWE dynamics with a resulting
reduction of the underestimation during the accumulation peri-
od and a faster snow melting. Table 5 shows the improvement
of snow depth simulations with a RMSE decrease of about 8
cm and an approximately unit correlation. Surface temperature
is enhanced with a RMSE reduction of around 1°C and a resulting
higher positive correlation. Despite of a poor sample, the statisti-
cal indices show that the assimilation of snow data allows a drop
of the SWE RMSE of about 10 mm with a slight worsening of
the correlation, which still maintains a high positive value.
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respect the open loop one. Nevertheless, the model performanc-
tor: es are improved in terms of snow depth, whose RMSE decreas-
- es to less than 1 cm with an approximately unit correlation.
20 Likewise, the multivariable DA well succeeds in improving the
: SWE simulations despite of the larger bias affecting the tem-
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Instances number ing of filter performance in updating the directly assimilated
Exp —— OpenLoop variables (surface temperature and snow depth) as the assimila-

tion frequency decreases. For these variables the 3-hours assim-

ilation generally guarantees the best improvement. As expected,

snow depth simulation (Figure 9a) is less sensitive to the assim-

ilation time step than the temperature one (Figure 9b), mainly
Table S. Exp_cl and Exp_c2 — Statistical indices.

Control experiments
Open loop Exp cl Exp c2
Scores Corr RMSE Corr RMSE NER Eff Corr RMSE NER Eff
Snow depth [m] 0.97 0.09 0.99 0.01 88.52 98.68 0.99 0.01 89.23 98.84
Snow temperature [°C] 0.80 4.58 0.87 3.85 16.07 29.56 0.75 5.01 -9.33 —19.54
SWE [mm] 0.90 73.46 0.86 62.46 14.98 27.71 0.86 60.27 17.97 32.71
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thanks to the slower dynamics of snow depth changes with
respect to the thermal ones. Temperature simulation considera-
bly worsens due to the reduction of assimilation frequency,
with statistical indices almost equivalent to the open loop ones
with a 24-hours assimilation. Conversely, a reduction of the
assimilation frequency results in a slight increasing improve-
ment of SWE simulations (Figure 9c). The resulting scores
suggest that the useful assimilation frequency for this system
lies between 3 and 12 hours.

.
1k rret
= /b'-.v""_ﬁ
0.98[
0.96[
Il L L L L 1 L L
6 18 30 42 54 66 78 20
01
4 :
= 0.05 % : :
o ]
0 _\ L L L L 1 L L
6 18 30 42 54 66 78 20
1001
. 8of
W P I R FYPLE 3] 4 ER
=
] SR
40 & L L L L 1 L 1 0 i * i | i 1 I 1 L
[ 18 30 2 54 66 78 90 3 18 30 42 54 66 78 a0
50 I L L i L i L 1 0 i » i 1 i 1 I 1 |
3 18 30 42 54 66 78 90 3 18 30 42 54 66 78 a0
Instances number Instances number
Rescaled Ens ™ Limited Ens —— OpenLoop | Rescaled Ens —*— Limited Ens —— OpenLoop‘
Snow surface temperature [°C] Fig. 11. Comparison between rescaling and truncation of the per-
: turbed ensemble. Variable ensemble size for: a) snow depth,
0or b) snow temperature, c) SWE.
T gg _IQP%VW .
sk ; ‘ _ Exp s2
Il L L L 1 Il L L
6 18 30 42 54 66 78 90

The ensemble size is a critical parameter. Indeed, if the
amount of model states is too limited, the evaluation of the
model error covariance matrix could be not properly accurate.
The uncertainty of this estimation decreases in a rate propor-

tional to 1/ \/N with N model states (Evensen, 1994). On the

other hand, if the ensemble is oversized, an excessive computa-
tional load could be required.

SMASH is not markedly sensitive to the ensemble size, es-
pecially in terms of correlation and RMSE. The increasing
ensemble size allows an improvement of the assimilation effi-
ciency and NER, whose upward trends are asymptotically tend-
ing to an upper limit of model performance (Figure 10).

Figure 11 shows the comparison between two different ap-
proaches of limiting the perturbed ensemble in order to guaran-
tee the physical consistency of the system. The green time
series refer to the employed method, which consists in rescaling
the perturbed ensemble within proper physical limits; magenta
ones represent the truncation of the inconsistent values. With
respect to the open loop simulations, this latter approach allows
an improvement of the snow depth modeling (Figure 11a), but
the recurring discarding of inconsistent values does not allow
significantly enhancing the surface temperature simulations
(Figure 11b). Filter updating of SWE simulation is less sensi-
tive to the implemented approach, with resulting almost equiva-
lent performance (Figure 11c¢).

Exp s3

This experiment aims at assessing the efficiency of the mul-
tivariable DA scheme depending on the assimilated variables.
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Fig. 12. Exp_s3 — Impact on model performance of the assimila-
tion of different combinations of observed variables for a) snow
depth, b) snow temperature, c) SWE.

Figure 12 shows the impact of the assimilation of different
combinations of observations. The assimilation of only snow
depth observations has a strong impact on snow depth and SWE
also when they are assimilated in combination with other ob-

served variables. However, the assimilation of snow depths
does not succeed in improving snowpack temperature, even
when assimilated together with the surface albedo. The assimi-
lation of only surface temperature measurements has a negative
effect on snowpack mass but it guarantees an expected im-
provement of the modeled temperature, which is even larger
through its combined assimilation with snow depth or albedo
measurements. The assimilation of only albedo observations
has a lower impact on model performance with respect to the
control run.

DISCUSSION

The combined assimilation of several ground-based observa-
tions allows improving model performance. The multivariable
DA has a strong impact on snow depth simulations, both during
the accumulation and the melting period. The assimilation of
snow depth measurements enables to limit snowpack lowering
due to the overestimation of snow compaction during the ac-
cumulation season. Moreover, snow melt events during winter
and the snowmelt timing are better modeled with respect to the
open loop predictions. The filter well succeeds in consistently
updating the SWE through a proper handling of model nonline-
arities. Indeed, even though no direct measurement of SWE is
assimilated, the multivariable EnKF-based DA scheme allows
improving SWE model predictions. The assimilation of surface
temperature measurements ensures to catch the diurnal and
nocturnal peaks, whose values are respectively under- and
overestimated by the snow model. Nevertheless, the update of
surface temperature introduces a saw tooth pattern in corre-
spondence of the measures assimilation, mainly due to a low
model thermal inertia driving the modeled series quickly tend
towards the open loop values after the assimilation. Further-
more, it is important to consider that a sharp correction of the
surface temperature is likely to generate a thermal condition
remarkably different from the current one simulated by the
model, which tends to restore its energy balance. The combined
assimilation of ground-based measurements and the remote
sensed LST entails a worsening of temperature simulations due
to the overestimation bias affecting the satellite data. A weaker
correction of the surface temperature entails a strengthening in
both snow depth and SWE updating. Indeed, the assimilation of
snow depth observations is even more effective since snowpack
state is less affected by the combined temperature update, which
can lead to a resulting thermal condition sensibly different from
the modeled one. An expected worsening of the system perfor-
mance is observed as the assimilation frequency decreases,
except for SWE simulation benefiting from a less frequent up-
dating of the energy balance affecting the snow mass. Never-
theless, the multivariable assimilation still allows a significant
improvement of model simulations up to every 12 hours.
SMASH reveals a low sensitivity to the ensemble size, mainly
in terms of RMSE and correlation coefficient. It is important to
consider that the larger is the ensemble, the more precise is the
evaluation of model error covariance matrix. Anyway, consist-
ently with the results of Durand and Margulis (2006), a sizeable
increase of the ensemble (up to 100 model states) does not
allow any remarkable improvement. Thus, we can assume that
a limited ensemble is likely to provide a reliable assessment.
Indeed, the need to enhance the quality of model error has to be
balanced by considering the required computational cost.

The rescaling method adopted to constrain the ensemble af-
ter its correction and perturbation allows not compromising
Gaussian distributions and it results in better performance than
the truncation of inconsistent values (Su et al. 2010). Indeed,
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the truncation of inconsistent values revealed poorer perfor-
mance, since it does not preserve the ensemble mean and com-
promises the perturbations Gaussianity with a resulting bias due
to the not null mean-valued perturbations.

The sensitivity analysis of the system to the assimilation of
different observed variables allows highlighting the potentials
of the multivariable DA scheme. The update of only the energy
balance can generate a thermal condition sensibly different
from the current one with a resulting worsening of the modeled
snow mass. Since the simulated surface temperature is marked-
ly biased, especially at diurnal and nocturnal peaks, its sharp
update is likely to strongly impact on the snow depth. For in-
stance, the correction of diurnal temperature peaks can cause
snow melting events. On the other hand, the update of only the
mass balance has no remarkable impact on the thermal state of
the system. Clearly, the reduction of the model error covariance
matrix to the energy- and mass-related minors does not guaran-
tee the update of the overall system when individually assimi-
lating energy- or mass-related variables. Nevertheless, the
update of any observed variable strongly impacts on the snow-
pack state. In agreement with Durand and Margulis (2006)
demonstrating the benefit of jointly assimilating energy- and
mass-related observations, the resulting largest overall enhance-
ment of model state is guaranteed by the combined assimilation
of surface temperature, snow depth measurements and albedo.

CONCLUSION AND FUTURE DEVELOPMENTS

This research aims at investigating the feasibility of assimi-
lating several ground-based snow observations for real-time
applications by implementing new approaches allowing to
better handle several limiting issues (e.g. model nonlinearities;
computational demand). The main focus of the study is the
assessment of the impact of different settings of the DA system
on the performance of the multivariable EnKF. SMASH con-
sists in a multi-layer model able to reproduce some of the main
physical processes affecting snowpack dynamics by solving
both energy and mass balances. An EnKF scheme is used to
jointly assimilate observations of several variables of interest.
Several constraints are introduced to maintain the model physi-
cal coherence. The model error covariance matrix is reduced to
energy- and mass-related minors in order to prevent the intro-
duction of any spurious correction of indirect state variables
resulting from the nonlinear correlations among them. Moreo-
ver, any inconsistent value of the state variables resulting from
the analysis procedure and/or the perturbation of the ensemble
states is removed by limiting each variable into a proper physi-
cal range. Since the system is supposed to solve the energy
balance both in snowy and snowless conditions, time variant
physical ranges are modulated according to both air tempera-
ture and snow mass in order to properly handling transition
periods (early winter and melting season) without causing
model instability. SMASH 1D-version was tested at Torgnon
site throughout the period June 2012 — December 2013. Several
ground-based measurements were assimilated every 3 hours:
surface temperature, snow depth and albedo. Data assimilation
succeeds in enhancing model performance by reducing snow
model biases in terms of surface temperature, SWE and snow
depth. As well, the joint assimilation of ground-based meas-
urements (snow depth and albedo) and remote sensed LST from
MSG allowed improving model predictions, even though the
large overestimation bias of the satellite observations compro-
mises temperature simulations. Several sensitivity experiments
were performed to assess SMASH sensitivity to different as-
similation settings. With the decreasing of the assimilation

frequency from 3 to 24 hours, the system revealed an expected
worsening of modeling performance, except for SWE simula-
tions. A 12-hours DA still guarantees significant improvements
of model simulations. The lack of remarkable improvements
with an increasing amount of model states reveals that SMASH
is not markedly sensitive to the ensemble size. From a compu-
tational point of view, it is a considerable benefit since it ena-
bles to achieve well-performing results even employing a lim-
ited ensemble. The evaluation of the system sensitivity to the
assimilation of different combinations of observed variables
gives evidence of the potentialities of the multivariable DA.
Indeed, the combined assimilation of surface temperature, snow
depth and albedo observations reveals the best results in snow-
pack modeling. In light of the promising performance of the
multivariable EnKF achieved in this point application, the de-
velopment of the distributed version of the system is planned.
The spatialized DA scheme is intended to enable a multisensory
assimilation of several satellite products (e.g. MODIS SCA and
snow albedo; Meteosat surface temperature; LIDAR measure-
ments of snow depth; SWE from passive microwave sensors) for
hydrological applications.
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Abstract: The contribution of snow meltwater to catchment streamflow can be quantified through hydrograph separation
analyses for which stable water isotopes ('*0, “H) are used as environmental tracers. For this, the spatial and temporal
variability of the isotopic composition of meltwater needs to be captured by the sampling method. This study compares
an optimized snowmelt lysimeter system and an unheated precipitation collector with focus on their ability to capture
snowmelt rates and the isotopic composition of snowmelt. The snowmelt lysimeter system consists of three individual
unenclosed lysimeters at ground level with a surface of 0.14 m” each. The unheated precipitation collector consists of a
30 cm-long, extended funnel with its orifice at 2.3 m above ground. Daily snowmelt samples were collected with both
systems during two snowfall-snowmelt periods in 2016. The snowmelt lysimeter system provided more accurate meas-
urements of natural melt rates and allowed for capturing the small-scale variability of snowmelt process at the plot scale,
such as lateral meltwater flow from the surrounding snowpack. Because of the restricted volume of the extended funnel,
daily melt rates from the unheated precipitation collector were up to 43% smaller compared to the snowmelt lysimeter
system. Overall, both snowmelt collection methods captured the general temporal evolution of the isotopic signature in

snowmelt.

Keywords: Snowmelt lysimeter; Snowmelt collection; Snowmelt rate; Stable water isotopes.

INTRODUCTION

Snowpacks in mountainous headwater catchments comprise
important freshwater resources in many regions of the world
(Stewart, 2009). In Switzerland, about 42% of river discharge is
fed by snow meltwater (Zappa et al., 2012), so that hydropower
production strongly depends on the seasonal water storage in
higher elevations (Beniston, 2003). In some mountainous snow-
dominated regions, predicted effects of climate change, such as
higher air temperatures and lower precipitation rates, will result
in decreasing snow volumes, as well as in earlier and shortened
snowmelt (Barnett et al., 2005; Beniston, 2003; Berghuijs et al.,
2014). Hereby, the mid and lower altitudes will be affected the
most by changes in water storage (Barnett et al., 2005), because
the snowline rises about 150 m in elevation with every of 1°C
increase in air temperature (Beniston, 2003). By the end of the
21% century, mountainous catchments in Switzerland are ex-
pected to receive up to 50% less snow at 2000 m a.s.l. and up to
90% less snow at about 1000 m a.s.l. (Beniston, 2003). As a
consequence, the risk for summer low flows in downstream
valleys is likely to increase (Stewart, 2009).

In order to adapt water management strategies to future
changes in the hydrological cycle, the physical mechanisms that
control streamflow generation from snowmelt, have to be un-
derstood (Bierkens and van Beek, 2009; Sanda et al., 2010;
Singla et al., 2012; Staudinger and Seibert, 2014).

Environmental tracers, such as stable water isotopes
(**0, *H), can be used to identify water sources that contribute
to river streamflow (Klaus and McDonnell, 2013). In the last
decades, stable water isotopes have been applied in hydrograph
separation analyses to quantify the contribution of snowmelt to
catchment outflow (Ala-aho et al., 2017; Dinger et al., 1970;
Hooper and Shoemaker, 1986; Huth et al., 2004; Laudon, 2004;
Penna et al., 2014b; Rodhe, 1998; Sanda et al., 2014; Taylor et
al.,, 2002b). Hereby, the isotope signal of snowmelt can be

highly variable in time during individual melt periods similar to
the short-term isotopic evolution of liquid precipitation
(Munksgaard et al., 2012; von Freyberg et al., 2017). This
isotopic variability in snowmelt is driven by mixing with in-
coming precipitation (rain or snow), snow redistribution by
wind, and isotopic fractionation of snowmelt during (re-)freezing
and condensation in the snowpack (Ala-aho et al., 2017;
Cooper, 1998; Lyon et al., 2010; Rodhe, 1998; Taylor, 2001;
Unnikrishna et al., 2002).

During rain-on-snow events, rainwater can mix with the
snow and thus significantly change the isotopic composition of
melt from the snowpack (Juras et al., 2016; Penna et al., 2014a;
Unnikrishna et al., 2002). In addition, the snowpack becomes
progressively isotopically enriched during the melt-out, which
is directly linked to the rate of snowmelt (Ala-aho et al., 2017;
Hooper and Shoemaker, 1986; Laudon, 2004; Lee et al., 2010;
Taylor et al., 2001; Unnikrishna et al., 2002).

In order to use stable water isotopes of snowmelt for hydro-
graph separation analyses, the spatial and temporal variability
of the isotopic composition of meltwater needs to be captured
by the sampling method (Earman et al., 2006; Laudon et al.,
2002; Schmieder et al., 2016; Taylor et al., 2002b). In addition,
snowmelt rates have to be recorded to volume-weight the iso-
tope values of composite samples.

Different methods exist to measure the snowmelt rates and
to collect samples for isotope analysis. Snowmelt can be col-
lected, for instance, from the base of a snow pit (Taylor et al.,
2002b) or from soil cores (Frisbee et al., 2010). In remote and
mountainous terrain, these manual methods are often the only
possibility to obtain snowmelt samples, however, sample col-
lection in such catchments is laborious, can be dangerous and
may be prone to sampling errors. An alternative method for
direct meltwater collection is a passive capillary sampler to
capture an integrated meltwater sample throughout the melt
season (Frisbee et al., 2010; Penna et al., 2014a). For more
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frequent sampling, a melt pan can be installed beneath a snow-
pack from which meltwater drains through a pipe into a sample
collector (Bales et al., 1993; Taylor et al., 2001). Alternatively,
an unheated precipitation collector can be deployed to sample
snowmelt (Earman et al., 2006; Groning et al., 2012). Two
different types of unheated precipitation collectors were evalu-
ated by Earman et al. (2006) by collecting six-month bulk
snowmelt for subsequent isotope analysis. The unheated precip-
itation collectors were designed to capture the snowmelt com-
position at 1 m above ground by using extension tubes on top
of the 10 cm-diameter funnels. The extension tubes of the two
systems were 7.5 cm (regular funnel) and 15 cm long (extended
funnel) respectively. Earman et al. (2006) found that the sam-
ples from the collector with the extended funnel were “...]
more representative of infiltration water isotope composition
than a fresh snow sample because the snow in the extended
collector is subject to many of the snow metamorphism effects
that impact snow on the ground.”. To test whether accelerated
melt caused isotope effects in the snowmelt sample, two of the
extended funnel precipitation collectors were painted in either
black or white colour (Earman et al., 2006). However, the col-
ouring of the funnel was not found to significantly affect the
isotopic composition of the bulk melt sample (Earman et al.,
2006). Hence, the extended funnel collector might be a suitable
method for collecting a sample that is representative for the
isotopic composition of the snowpack. Rates of snowmelt are,
however, likely to remain highly uncertain due to under-catch
and wind drift (Rasmussen et al., 2012).

Snowmelt lysimeters provide another approach to combine
the measurements of snowmelt rates and the collection of
snowmelt samples. Snowmelt lysimeters were primarily devel-
oped to measure only snowpack outflow for the evaluation of
snowmelt process representations in snowmelt modelling stud-
ies (Haupt, 1969; Kattelmann, 2000; Martinec, 1987; Obled and
Rosse, 1977; Wiirzer et al., 2017). The first systems were de-
veloped at the Central Sierra Snow Laboratory in the 1950s and
were commonly applied since the late 1970s (e.g., Helvey and
Fowler, 1980; Kattelmann, 2000; Martinec, 1987; Shanley et
al., 1995; Tekeli et al., 2005). Further technical improvements
of snowmelt lysimeter systems enabled the collection of melt-
water samples for subsequent isotope analysis (Herrmann,
1978; Laudon, 2004; Unnikrishna et al., 2002).

Originally, a snowmelt lysimeter consists of a collector that
traps meltwater flowing out of the snowpack. The collector is
connected by a tube or conduit to a flow-recording device
(Kattelmann, 2000; Tekeli et al., 2005). There exist two types
of snowmelt lysimeters that are (i) enclosed with high barriers
(extending the maximum snow depth to create an isolated snow
column that only drains into the melt outlet), or (ii) unenclosed
with a short rim above the base (usually 10-50 c¢m). In natural
systems, however, the enclosed system is difficult to build and
to operate and therefore, unenclosed snowmelt lysimeters are
commonly deployed (Kattelmann, 2000). A major disadvantage
of unenclosed lysimeters is the spatial variability of melt rates
due to lateral inflow of meltwater from the surrounding snow-
pack (Kattelmann, 2000; Unnikrishna et al., 2002). For this
reason, a set of at least three individual unenclosed snowmelt
lysimeters is recommended to capture the spatio-temporal vari-
ability of melt processes at a sampling location (Kattelmann,
2000). In the past, melt rates were recorded quasi-continuously
with tipping buckets (e.g., Bales et al., 1993; Juras et al., 2016;
Taylor et al., 2001) or continuously with water level recorders
(e.g., Haupt, 1969; Hermann, 1978). Most studies integrated
melt rate measurements from several locations, while samples
for isotope analysis were generally obtained from only one

meltwater collection system (Lee et al.,, 2010; Taylor et al.,
2001; Unnikrishna et al., 2002). Occasionally, melt water sam-
pling for subsequent isotope analysis was adjusted to capture
individual melt events at a high temporal resolution, however,
regular meltwater sampling over the entire period with snow
cover was rarely done (Hooper and Shoemaker, 1986;
Schmieder et al., 2016; Taylor et al., 2001).

Based on snowmelt lysimeter measurements, a recent study
successfully simulated the spatiotemporal variability of the
isotopic composition of snowmelt at the catchment scale by
considering fractionation processes in the snowpack and differ-
ent landscape characteristics (Ala-aho et al., 2017). The isotope
signature of the meltwater leaving the snowpack during rain-
on-snow events could, however, not be represented adequately
because the model assumes complete mixing in the snowpack
(Ala-aho et al., 2017). In addition, the transferability of the
model to catchments with different landscape characteristics
(i.e., elevation, slope, vegetation) is limited, because only a few
snowmelt collection systems exist worldwide that sample
snowmelt at high temporal resolution and at different locations
during the entire snow cover period.

So far, snowmelt lysimeters are among the most sophisticat-
ed meltwater collection systems, although their application is
often technically complicated and cost-intensive. Thus, we
designed a fully automated snowmelt lysimeter system (for
snowmelt sampling and melt rate monitoring) based on stand-
ard technical components, which can potentially be rebuild at
other sites with moderate effort and costs.

Alternative low-cost methods, such as unheated extended
funnel collectors may also be suitable to capture melt rates and
meltwater isotopic composition, especially in remote areas. To
the best of our knowledge, a detailed comparison of the two
sampling methods has not yet been carried out. Therefore, the
objective of the present study was to present a detailed evalua-
tion of the optimized snowmelt lysimeter systems with regard
to the measured snowmelt rates and the isotopic composition of
snowmelt. In addition, the functionality of the unheated precipi-
tation collector with extended funnel as a low-cost alternative
to a lysimeter system was tested. Both snowmelt collection
systems were installed at a grassland site in a pre-alpine catch-
ment in central Switzerland. The comparison was carried out
based on measurements during two individual snowfall-
snowmelt periods in April and November 2016.

METHODOLOGY
Field site

The snowmelt lysimeter system and the unheated precipita-
tion collector with extended funnel were installed at the field
site Erlenhohe (1216 m a.s.l.), which is located in the central
Swiss pre-Alps in the hydrological research catchment Erlen-
bach (Burch et al., 1996; Hegg et al., 2006). The catchment
vegetation is dominated by forests (53%), while 22% of the
area is partly-forested and 25% is covered with grassland
(Fischer et al., 2015). The bedrock is composed of Flysch, a
calciferous tertiary sediment with limited permeability (Burch
et al., 1996).

A meteorological station at the field site Erlenhdhe provides
measurements of climatological parameters, such as air temper-
ature and snow depth at 10-minute temporal resolution (Stahli
and Gustafsson, 2006). Incoming precipitation is measured with
a heated rain gauge at 1.50 m above ground. This rain gauge
did not allow for sample collection, and thus in this study it was
used only to provide reference measurements for incoming
precipitation. Average annual precipitation at the site is
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2300 mm/y (Feyen et al., 1999) from which around one-third
falls as snow (Stdhli and Gustafsson, 2006). Average air tem-
perature is 6°C with its minimum in February (—2°C) and its
maximum in August (17°C) (Feyen et al., 1999).

Snowmelt collection
Snowmelt lysimeter system

An unenclosed snowmelt lysimeter system was developed to
measure melt rates at 1-minute temporal resolution and to sam-
ple meltwater at daily temporal resolution over an area of ap-
proximately 3x4 m (Figure 1). The snowmelt lysimeter system
consists of three PE-HD funnels (each 0.14 m’ in diameter)
with rims of 5.9 cm, that were each located above a tipping
bucket (ECRN-100 High-Resolution Rain Gauge, Decagon
Devices Inc., Pullman (WA), USA). The tipping bucket record-
ed melt rates at 5 ml volume increments (i.e., 0.04 mm m )
with a measurement uncertainty of 10%. To avoid freezing in
the mechanism of the tipping bucket, a 12 W heating patch
(110 mm x 77 mm) was attached to the inside wall of the rain
gauge funnel. The meltwater drains from each funnel by gravity
through a silicon tube (ca. 3—4° gradient, diameter 10x14 mm)
to its respective PE-HD 10 1 vessel. The vessels were situated in
a watertight metal container embedded in the ground downbhill
of the lysimeter funnels.

Once a day at 05:40, the snowmelt samples were pumped
individually from each vessel by an automatic water sampler
equipped with 24 bottles (April 2016 period: 6712-Fullsize
Portable Sampler, Teledyne Isco, Lincoln (NE), USA, Novem-
ber 2016 period: Maxx P6L — Vacuum System, Maxx GmbH,
Rangendingen, Germany). Because only one automatic water
sampler was used during each period, the connection between
the vessels and the pumping tube of the automatic water sam-
pler was controlled through pinch solenoid valves (ASCO
Numatics Sirai Srl, Bussero, Italy), operated by a Datalogger
(CR-1000, Campbell Scientific, Loughborough, Great Britain).
Up to 300 ml was pumped from each collection vessel into one
separate dry 1 1 bottle in the automatic water sampler.

After each pump cycle, remaining water in the suction tube
was blown back into the sampled vessel to reduce carry-over
effects. After all three vessels were samples (ca. 20 min), pinch
solenoid valves situated at the outlets of the vessels were
opened simultaneously to release the remnant water through an
outlet pipe. The 6 m long outlet pipe ran downhill of the lysim-
eter system which allowed for free drainage of the vessels
without tailback. At 06:00, the valves at the outlets of the ves-
sels were closed again and meltwater collection started for the
next 1-day sampling period. Once a week, the filled sample
bottles of the automatic water sampler were replaced with emp-
ty bottles. The filled sample bottles were sealed with lids to
avoid leakage during the transport to the laboratory.

A webcam (Webcam ROLINE RBOF4-1 Bullet IP 4MP,
Secomp, Bassersdorf, Switzerland) took hourly pictures of the
snowmelt lysimeter system, which allowed for documenting the
timing of snowfall and melt. The snowmelt lysimeter system
and the webcam were connected to the local power grid. This
set-up of the snowmelt lysimeter system cost around 4000 US$
(excluding the webcam and the automatic water sampler).

Unheated precipitation collector with extended funnel

For the unheated precipitation collector, we used the basic
parts of the “Palmex” collector (Palmex d.o.o., Zagreb, Croa-
tia), such as the plastic funnel (13.5 cm in diameter) and the
extended aluminium funnel (15 cm diameter, 30 cm long),
which was installed on top of the plastic funnel (Figure 2)
(Groning et al., 2012). The extended funnel was modified by
painting it with black colour to accelerate the snowmelt of the
accumulated snow and thus prevent evaporative fractionation
effects of the meltwater sample in the funnel (Earman et al.,
2006). This set-up of the unheated precipitation collector cost
around 200 USS.

The unheated precipitation collector was installed at the field
site at Erlenhdhe so that the orifice of the extended funnel was at
a height of 2.3 m above ground. With this set-up, the unheated
precipitation collector sampled a mixture of liquid precipitation,
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Fig. 1. Set-up of the snowmelt lysimeter system at the field site Erlenhéhe on a 3 m x 4 m area. Three funnels (1, 2 and 3) collect snowmelt
which is draining through silicon tubes to the three collection vessels. The data logger controls three pinch valves to pump the meltwater
into sample bottles of an automatic water sampler. Remnant meltwater in the vessels is released simultaneously to the drainage pipe after
each pump cycle by opening the three valves at the outlets of the collection vessels (see also Figure Al and Figure A2).
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Fig. 2. Set-up of the unheated precipitation collector with extended
funnel connected to an automatic water sampler installed at
Erlenhohe. The meltwater drains by gravity to the automatic water
sampler (see also Figure A3).

snow and snowmelt. Despite the black-coloured funnel, fraction-
ation of the snow sample in the funnel of the unheated precipita-
tion collector might still occur when meltwater refreezes, depend-
ing on ambient air temperature and incoming solar radiation.

The meltwater samples from the unheated precipitation col-
lector drained by gravity into a dry HDPE sample bottle in an
automatic water sampler (6712-Fullsize Portable Sampler,
Teledyne Isco, Lincoln (NE), USA), that was connected to the
local power grid. Every day at 05:40, the automatic water sam-
pler rotated the injection arm to a new sample bottle. Since
these sample bottles were replaced in a 3-weeks cycle, the
bottles were modified to reduce evaporation and isotopic frac-
tionation. This was done by plugging a 100 ml syringe housing
(i.e., without piston) into the opening of the sample bottle in
order to avoid evaporation and isotopic fractionation. For the
collection and transport of the samples, the 1 1 sample bottles
were sealed with a lid to avoid leakage. In the laboratory, the
meltwater sample volumes were determined by weighting the
filled sample bottles and subtracting the known weights of the
empty sample bottles.

Isotope analysis

Until sample preparation for isotope analysis, the samples
from both collection systems remained sealed and refrigerated
at 4°C. Prior to analysis, all water samples were melted at room
temperature, if necessary, filtrated through 0.45-um Teflon
filters (DigiFilter micron Teflon) and filled into 2-ml glass
vials. The water samples were analysed for the stable water
isotopes ('*0, *H) by laser spectroscopy (Los Gatos Research,
Isotopic Water Analyzer LGR IWA-45-EP; ABB Los Gatos
Research, San Jose, California, USA.) at the laboratory of the
Swiss Federal Institute for Forest, Snow and Landscape Re-
search (WSL). The measurement precision of the analyser was
0.5%0 for 8'°0 and 1.0% for 8°H. Isotopic abundances are
reported through the § notation relative to the IAEA-VSMOW-
II standards.

Comparison analysis

Two snowfall periods with subsequent snowmelt were moni-
tored between 24 April and 2 May 2016 (referred to as April
period), as well as between 6 and 22 November 2016 (referred
to as November period). Because the duration and depth of
snow cover were different for these two periods, they provided
ideal data sets to compare the snowmelt lysimeter system and
the unheated precipitation collector with regard to melt rates
(daily temporal resolution), timing of melt and the isotopic
composition of the daily meltwater samples. In addition, total
volumes of incoming precipitation (rain and snowmelt) cap-
tured by both collection systems during the April and Novem-
ber periods were compared with the measurements (rain and
snow) of the heated rain gauge.

The three individual lysimeters of the snowmelt lysimeter
system allowed for analysing the spatial variations in snowmelt
and its isotopic composition at the plot scale. For this, the
I-minute melt rate recordings of the tipping buckets underneath
each individual lysimeter were aggregated to 10-minute sums
for easier comparison. Additionally, the peak times during six
melt events during the April period (SM-April-a-b-c) and the
November period (SM-Nov-a-b-c) were calculated. Peak times
were defined as the time of the highest 10-minute melt rate
during a melt event.

RESULTS

For both snowfall periods in April and November 2016, the
initial snowpacks were established during high-intensity rainfall
event that became snowfall when air temperature decreased
(Figure 3a, Figure 4a). During the April period, the snowpack
started to build up on 23 April 21:00 and was completely melt-
ed on 30 April 13:00, i.e. the snow cover lasted for about seven
days. During that period, individual snowfall events occurred
that started on 24 April 20:00 and on 26 April 22:00, respec-
tively, resulting in maximum snow depths of around 30 cm. On
1 May 00:30, a small snow pack (5 cm) was built up again that
lasted until 2 May 01:30. Because this event occurred after the
continuous snowpack was completely melted, the cumulative
sum of total melt during the April period was calculated from
23 April 21:00 to 30 April 13:00.

The snowpack during the November period lasted from 6 No-
vember 08:20 to 22 November 09:30, and thus seven days longer
than that of the April period (Figure 4a). The maximum snow
depth of 44 cm was reached on 12 November 03:00, after air
temperature decreased during a heavy precipitation event that
started on 11 November 02:10. During the melt-out, the snow-
pack increased again by 3 cm on 19 November because of anoth-
er precipitation event with a mixture of rain and snow (19 mm).

Comparison of the two snowmelt collection systems with
regard to total precipitation and snowmelt volumes

The cumulative sums of meltwater collected with the heated
rain gauge, the unheated precipitation collector, the three indi-
vidual snowmelt lysimeters, as well as the snowmelt lysimeter
system (i.e., the average of the three individual lysimeters)
during the April and November periods are presented in Ta-
ble 1, as well as in Figure 3b.

For the April period, the heated rain gauge recorded
61.1 mm incoming precipitation (rain and snow). The individu-
al snowmelt lysimeters recorded slightly larger volumes of
snowmelt and rain that were between 62.3 and 73.4 mm. The
average value for the entire snowmelt lysimeter system was
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Fig. 3. The snowfall-snowmelt period in April
2016. (a) Precipitation and snow depth (left
axis) and air temperature (right axis) at the
field site Erlenhohe. (b) Melt rates measured
with the snowmelt lysimeter system (left
axis), their cumulative sum (calculated from
the mean of the three individual lysimeters),
as well as the cumulative sum of the three
individual lysimeters, the unheated precipita-
tion collector and the heated rain gauge (right
axis). (c) 10-minute aggregated melt rates of
the snowmelt lysimeter system (left axis) and
the absolute difference from the mean for
each individual lysimeter (right axis).

Fig. 4. The snowfall-snowmelt period in
November 2016. (a) Precipitation and snow
depth (left axis) and air temperature (right
axis) at the field site Erlenhohe. (b) Melt rates
measured with the snowmelt lysimeter system
(left axis), their cumulative sum (calculated
from the mean of the three individual lysime-
ters), as well as the cumulative sum of the
three individual lysimeters, the unheated
precipitation collector and the heated rain
gauge (right axis). (¢) 10-minute aggregated
melt rates of the snowmelt lysimeter system
(left axis) and the absolute difference from the
mean for each individual lysimeter (right
axis).
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Table 1. Cumulative snowmelt during the April and November
period in 2016 recorded with the three individual snowmelt lysime-
ters, the snowmelt lysimeter system (mean of the three individual
snowmelt lysimeters; incl. standard error) and the unheated precipi-
tation collector. The total amount of precipitation measured with a
heated rain gauge is included for comparison.

Total snowmelt and precipitation [mm]
24-30 April 622 November
Lysimeter-1 65.8 110.1
Lysimeter-2 62.3 151.4
Lysimeter-3 73.4 120.6
Snowmelt lysimeter system 672433 1274+12.4
(mean =+ std. error )
Unheated precipitation 384 972
collector
Hegted rain gauge 611 1212
(rain and snow)

67.2 + 3.3 mm (mean + standard error), and thus 9% larger than
the measurement of the heated rain gauge. The total amount of
meltwater and rain registered by the unheated precipitation
collector was 38.4 mm, which was much lower (37%) than that
of the measurement of the heated rain gauge.

For the November period, total incoming precipitation (rain
and snow) measured with the heated rain gauge was 121.2 mm.
In comparison, the three individual lysimeters recorded values
between 110.0 mm and 151.4 mm, with the average value of
127.4 + 12.4 mm, i.e. 5% more than what was recorded by the
heated rain gauge. The unheated precipitation collector
(97.2 mm) underestimated total precipitation (rain and melt) by
20% relative to the heated rain gauge.

Figures 6a,c and Figures 7a,c show the daily melt rates
measured with the snowmelt lysimeter system and the unheated
precipitation collector. No comparison was made to the heated
rain gauge because it did not measure melt from a snowpack.
Overall, the melt rates recorded with the unheated precipitation
collector were smaller than those of the snowmelt lysimeter
system, except for the times when the initial snowpack was
built up (24-27 April and 67 November, 10 and 12 Novem-
ber). For instance, on 10 and 12 November, the unheated pre-
cipitation collector recorded 19 mm and 36 mm of snowmelt,
while only 6 mm and 3 mm of snowmelt was registered by the

snowmelt lysimeter system, respectively. During the melt-out
of the snowpack, the snowmelt lysimeter system recorded sub-
stantially more snowmelt than the unheated precipitation col-
lector, such as on 29 April (34 mm and 0 mm, respectively) and
21 November (50 mm and 0 mm, respectively).

Stable water isotopes in precipitation and snowmelt

The §"®0 and &°H values of the snowmelt samples collected
with both the snowmelt lysimeter system and the unheated
precipitation collector were highly correlated with each other
(R? better than 0.98), and therefore the following analysis is
based on the §'°0 values only. The respective figures showing
the 8°H values are presented in the supplementary material
(Figure A4, Figure A5). During the April period, the 3'°0 val-
ues of the samples from the unheated precipitation collector
ranged from —14.5%o0 to —6.9%o, while the 580 values of the
snowmelt lysimeter-based samples were between —16.5%0 and
—11.5%0 (Figures 6b,c). During the November period, the melt-
water samples were isotopically lighter than during the April
period, with 8O values ranging between —22.6%o and —9.9%o
for the unheated precipitation collector, and between —23.5%o
and —13.8%o for the snowmelt lysimeter system (Figures 7b,c).
On average, the meltwater samples from the unheated precipita-
tion collector were isotopically heavier than those from the
snowmelt lysimeter system (i.e. average difference of by 3.2%o
and 2.5%o for the April and November periods, respectively).
For both snowmelt collection systems, the temporal variability
of 8'"*0 between the daily meltwater samples shows a distinct
decrease in 8'°0 at the beginning of the snowfall (i.e. for the
lysimeter system: until 25 April by —4.3%o0, 2 May by —2.9%o
and 7 November by —5.6%o, Figures 6b,c and Figures 7b,c).
This decrease in 8'*0 is followed by a slower increase until the
complete melt-out of the snowpack. This general temporal
pattern of stable isotopes in snowmelt was captured by both
sampling systems, the unheated precipitation collector and the
snowmelt lysimeter system. In addition, the three individual
snowmelt lysimeters captured a very similar isotopic signature
of the snowmelt over time (Figure 6¢ and Figure 7c). The
meltwater 8'°0 values from the unheated precipitation collector
showed a larger short-term variability (e.g., 28 April, 10 and
17 November), as well as a one-day time shift relative to the
snowmelt lysimeter system.

(a)
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Fig. 5. Dual isotope plots for the April and November period showing the isotopic composition of the samples collected with the snowmelt
lysimeter system (black) (i.e., average of the three individual lysimeters) and the unheated precipitation collector (blue). Bulk snow samples
that were collected manually at weekly intervals at the field site are shown for comparison (orange). The global meteoric water line after
Clark and Fritz (1997) is: 8*H = 8.13*5'%0 — 10.8 (solid black line). The linear regression line is 8°H = 7.04*8'30 — 1.75 (dashed black line)
and was obtained from rainwater samples collected at the field site in Erlenhohe during the snow-free seasons (May till October) in 2016

and 2017.
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In the dual isotope space, most of the meltwater samples
from both sampling systems plot on the linear regression line
(Figure 5). This linear regression line, which was obtained from
rainwater samples collected at the same field site during the
snow-free seasons (May till October) in 2016 and 2017, is used

12-Nov-16 15-Nov-16 18-Nov-16 21-Nov-16

the snowmelt lysimeter system.

here as first approximation of the local meteoric water line.
Except for the three most negative meltwater samples of the
November period (Figure 5b), none of the meltwater samples
plot substantially below the linear regression line.
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Table 2. Temporal variation of melt rates and melt volumes measured with the three individual lysimeters during six melt events in April
(SM-April-a-b-c) and November (SM-Nov-a-b-c) in 2016. Peak times are defined as the time of the highest 10-minute melt rate during a
melt event. Deviations were calculated with regard to the average of all three individual lysimeters (i.e. of the snowmelt lysimeter system).

Snowmelt lysimeter system Lysimeter-1 Lysimeter-2 Lysimeter-3
. Deviation from | Deviation from | Deviation from | Deviation from | Deviation from | Deviation from
Melt rate Peak time . . .
Melt event (mm 10 min™) | (mm/dd/yy hh:mm) avg. melt rate avg. peak time avg. melt rate avg. peak time avg. melt rate avg. peak time
yy o (mm 10 min™") (min) (mm 10 min™") (min) (mm 10 min™") (min)

5 Oil‘ﬁ'ﬁ%ﬂ'zall 20 0.20 28.04. 16:50 -0.02 33 -0.13 -37 0.16 3

2 os4M1_(?Is)gfzb0< 20 122 29.04. 15:40 0.08 3 -0.02 -37 -0.06 33

o1 0851\/;755135{-104420 132 01.05. 11:50 -0.50 -17 -0.20 33 0.70 -16

. 1?%]N30(;:89.50 0.31 11.11. 04:10 0.05 220 ~0.06 0 0.01 20

L ey 1o 028 16.1. 18:20 ~0.02 = 0.01 3 0.01 3
SM-Nov-c .

2111 00:10-22.11. 05:10 0.88 21.11.20:30 -0.16 -133 0.28 -133 —-0.12 266

Spatial and temporal variability of snowmelt during
individual melt events measured with the snowmelt
lysimeter system

The snowmelt lysimeter system with its three individual
lysimeters potentially allows for monitoring the heterogeneous
melt-out of the snowpack at the plot scale. To test this, melt
rates and peak times of the individual snowmelt lysimeters
were compared among each other for six melt events that oc-
curred during the April and November periods. In addition, the
individual melt rate measurements were compared against the
average melt rates of the entire snowmelt lysimeter system.

Three melt events occurred in April due to rising air tempera-
tures (28 April 14:30-21:40 SM-April-a, 29 April 10:50-20:40
SM-April-b and 1 May 07:50-14:20 SM-April-c). In November,
three major snowmelt events were recorded on 11 November
from 01:30 to 09:50 (SM-Nov-a), between 16 November 09:10
and 17 November 02:10 (SM-Nov-b) and between 21 November
01:10 and 22 November 05:10 (SM-Nov-c).

Figure 3c and Figure 4c show that for the six snowmelt
events, the 10-minute average melt rates were within the range
of 0.2 mm (28 April) and 1.32 mm (1 May). The data shown in
Table 2 indicate that the deviations from the 10-minute average
melt rates can be large, especially during the major melt events.
The largest deviations from the 10-minute average melt rates
occurred on 1 May (SM-April-c), which were around 0.66 mm
for Lysimeter-3 and around —0.45 mm for Lysimeter-1, indicat-
ing a high temporal variability of the melt-out from the snow-
pack. Overall, the three individual lysimeters showed no con-
sistent bias of melt rate measurements. Similar to the melt rates,
there was no consistent bias of the peak times of the three indi-
vidual lysimeters (Table 2). From the six snowmelt events, the
21 November event resulted in the longest offsets of peak times
relative to the average (i.e., —133 min for Lysimeters-1 and 2
and 266 min for Lysimeter-3). For the other five events, the
temporal offsets were generally much shorter and ranged be-
tween —37 min and 33 min.

DISCUSSION: PERFORMANCE OF THE SNOWMELT
LYSIMETER SYSTEM
Capturing snowmelt rates

The comparison of the total precipitation and melt rates dur-
ing the April and November periods showed a good agreement
between the snowmelt lysimeter system and the heated rain
gauge (Table 1). This suggests that the snowmelt lysimeter
system provides a representative estimate of incoming precipita-
tion and naturally occurring snowmelt volume at the plot scale.

The deviations between the 10-minute melt rates from the
three individual lysimeters and their average melt rate (i.e. the
snowmelt lysimeter system) suggests large spatial and temporal
variability of the snowmelt process at the plot scale (Table 2).
Additionally, differences in peak times occurred during small-
but also high-intensity melt rates. As reported by Kattelmann
(2000), unenclosed lysimeters might facilitate lateral flow of
meltwater from the surrounding snowpack into the funnel of the
individual snowmelt lysimeters. After the snow depth decreases
to the ridge of the funnel, however, the unenclosed lysimeter
becomes an enclosed lysimeter, which restricts meltwater con-
tribution from the surrounding snowpack (Kattelmann, 2000).
Further, snow distribution by wind may affect the amount of
snow accumulated on the lysimeter funnel and thus, the snow-
melt volume registered by the individual lysimeters.

The unheated precipitation collector significantly underesti-
mated the total precipitation and melt volumes compared to the
snowmelt lysimeter system and the heated rain gauge by up to
43% (Table 1). Daily melt rates measured with the unheated
precipitation collector were often lower than the respective
values from the snowmelt lysimeter system (Figure 6, Figure 7).
One of the main reasons for the underestimation of snowmelt
with the unheated precipitation collector was the extended
funnel that only allowed a restricted snow volume to accumu-
late. This snow volume was likely to be much smaller than the
accumulated snowpack on the ground and thus, the snowmelt
from the snow volume in the unheated precipitation collector
might not be representative for the snowmelt occurring natural-
ly from the snowpack on the ground. As a result, the smaller
amount of snow volume in the extended funnel of the unheated
precipitation collector generated outflow more rapidly when air
temperature increased. In addition, during high intensity snow-
fall events, the extended funnel was likely to be filled up com-
pletely with snow so that remaining snowfall could not be
captured by the unheated precipitation collector. Also, if the air
temperature and/or incoming solar radiation were low during
snowfall events, the black colour of the extended funnel was
not sufficient to accelerate the melt process, and thus the ex-
tended funnel might have filled up with snow completely.

Further, wind can cause significant errors of solid precipita-
tion records due to under-catch by around 20%-50%
(Rasmussen et al., 2012). In addition, if the extended funnel of
the unheated precipitation collector was completely filled with
snow, wind was likely to blow off additional incoming snow.
Another potential reason for the under-catch of snowmelt in the
unheated precipitation collector is evaporation from the snow
accumulated in the extended funnel. Long storage times and/or
wind gusts reaching into the extended funnel may have en-
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hanced evaporation (Nespor and Sevruk, 1999; Earman et al.,
2006). Overall, the comparison analysis suggests that the un-
heated precipitation collector with extended funnel is not appli-
cable for melt rate monitoring at daily temporal resolution.

Capturing the isotopic signature of snowmelt

Figure 6 and Figure 7 show distinct decreases in the meltwa-
ter 8'°0 values during the initial snowmelt events on the 1% and
2™ day of the April and November periods. After that, the
meltwater 5'°0 values increased continuously over several days
until the snowpack was completely melted. Both collection
systems captured this general pattern in the isotope values.
Figure 5 shows that most snowmelt samples of both collection
systems plotted on the approximated local meteoric water line.
The three most negative meltwater samples of the November
period plotted below the linear regression line, suggesting that
isotopic fractionation occurred within the snowpack. Such
isotopic fractionation processes may be driven by vapour con-
densation and (re-)freezing of liquid water resulting in a deple-
tion of the meltwater leaving the snowpack (Ala-aho et al.,
2017; Cooper, 1998; Lyon et al., 2010; Rodhe, 1998; Taylor et
al., 2001; Unnikrishna et al., 2002). Both sampling systems
captured this isotopic response of the early melt period. Since
there were no other snowmelt samples that plotted substantially
off the linear regression line, we conclude that other kinetic
fractionation effects within the two sampling systems (e.g., due
to evaporation or sublimation) might be insignificant.

Overall, the isotopic signature of the samples from the un-
heated precipitation collector was more variable in time during
both snowmelt periods compared to the isotopic signature of
the samples from the individual snowmelt lysimeters. This can
partly be explained with the design of the unheated precipita-
tion collector. The funnel limited the volume of snow to be
collected, which resulted in a substantial under-catch compared
to the snowmelt lysimeter system and the heated rain gauge
(Chapter “Capturing snowmelt rates”). Since the unheated
precipitation collector sampled only distinct volume increments
of precipitation events, the isotopic variability between the
collected samples can potentially be large. In addition, the
isotopic composition of incoming precipitation can be highly
variable during individual events, (Dansgaard, 1964;
McDonnell, 1990; Munksgaard et al., 2012; von Freyberg et al.,
2017), which might further intensify this incremental sampling
effect of the unheated precipitation collector. The more damped
isotopic signature of the lysimeter snowmelt samples can be
explained by vertical and lateral mixing of meltwater percolat-
ing through the isotopically variable layers of the snowpack.
Such mixing processes have been found to depend on the ambi-
ent conditions such as incoming solar energy input, temperature
of the air and of the ground and layering of the snowpack, as
well as on the amount and intensity of incoming precipitation
(Lee et al., 2010; Penna et al., 2017; Unnikrishna et al., 2002).
Because the snowmelt lysimeter system collected samples from
the snowpack that naturally formed on the ground, it integrated
the isotopic signature of all snowfall events compared to the
unheated precipitation collector with its constrained funnel
volume.

During both observation periods, the samples from the un-
heated precipitation collector were marginally but consistently
heavier in 5'°0 compared to the samples from the snowmelt
lysimeter system (Figures 6b,c and Figures 7b,c). However, the
isotope signal of the meltwater samples from the unheated
precipitation collector did not suggest a strong kinetic fractiona-
tion effect (i.e., evaporation) in the dual isotope plots as most of

the snowmelt samples plot on the linear regression line
(Figure 5). As a consequence, this behaviour can mainly be
explained by the incremental sampling effect (more heavy snow
was sampled compared to the snowmelt lysimeters system) and
simple mixing. Other factors, such as fractionation during phase
transitions (sublimation/condensation/evaporation, freeze/melt)
are less obvious from our data set (Earman et al., 2006; Kendall
and Caldwell, 1998; Taylor et al., 2001).

Our results showed that the isotope signature of the snow-
melt samples from the snowmelt lysimeter system was delayed
compared to the samples from the unheated precipitation col-
lector. This can be explained by the generally larger snow vol-
ume captured by the snowmelt lysimeter system compared to
the extended funnel of the unheated precipitation collector.
Consequently, under similar ambient conditions, the snowpack
on top of the snowmelt lysimeter system requires more time to
melt. In addition, the black-coloured extended funnel of the
unheated precipitation collector was specifically designed to
accelerate the melt process to reduce the exposure time of the
meltwater in the funnel. Thus, in order to capture the isotopic
signature of natural meltwater from a snowpack on the ground,
the snowmelt lysimeter system may provide more representa-
tive samples at daily resolution. The unheated precipitation
collector, on the other hand, often fails to capture this signature
because of accelerated melt and incremental sampling effect.
This collection system may, however, still provide a reasonable
estimate of the relative day-to-day variability of snowmelt,
depending on the purpose of the study.

Both collection systems captured an initial decrease of 80
in meltwater, which was followed by a systematic increase of
8'*0 until the entire snowpack was melted (Figures 6b,c and
Figures 7b,c). A possible explanation may be fractionation
during re-freezing of the initial meltwater that percolated from
the snow surface through the snowpack. As a consequence, the
snowpack becomes isotopically heavier, and so does the melt-
water draining from this snowpack with progressive melting
(Herrmann, 1978; Stichler et al., 1981; Taylor et al., 2001;
Unnikrishna et al., 2002). Alternatively, the isotopic signature
of the meltwater samples may simply reflect the melt-out of the
individual layers of the snowpack that build up during the indi-
vidual precipitation events. However, we did not measure the
isotopic signature of incoming precipitation at the field site, and
thus, cannot draw any conclusions about the sources or process-
es causing the isotope pattern in the daily snowmelt samples.

CONCLUSION

This study compared two snowmelt collection systems with
focus on their ability to properly capture snowmelt rates and the
isotopic composition of meltwater. A low-cost, unheated pre-
cipitation collector (ca. 200 USS$, excluding automatic water
sampler) was evaluated against a newly developed snowmelt
lysimeter system (ca. 4000 USS$, excluding automatic water
sampler) consisting of three individual unenclosed lysimeters.
The comparison analysis was carried out for samples from two
snowfall-snowmelt periods in April and November 2016.

Although the unheated precipitation collector sampled much
less snow than the snowmelt lysimeter system (under-catch of
up to 43%), both systems were able to capture very similar
isotope patterns during both periods. Thus, despite the substan-
tial under-catch, the low-cost unheated precipitation collector
seems sufficient to capture the general isotope signal of snow-
melt over the course of a snowfall and snowmelt period. Since
the unheated precipitation collector requires only low mainte-
nance and because its automatic water sampler can potentially
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be run on battery power, possible areas of applications are at
remote locations or at sites where many locations have to be
sampled. In order to adequately capture the rates of incoming
precipitation (and melt) at a site, an additional heated rain
gauge and a temperature logger would have to be installed. The
strength of the snowmelt lysimeter system is its ability to cap-
ture both the variability in melt rates, as well as the isotopic
composition of snowmelt at daily resolution and thus, to pro-
vide valuable information about the snowmelt processes at the
plot scale. The system is based on standard technical compo-
nents, and thus can potentially be rebuilt at other sites with
moderate effort and costs. Compared to the unheated precipita-
tion collector, the lysimeter system is more cost-intensive and
requires more extensive maintenance. In addition, its complex
set-up and the high power requirements prohibit an installation
of the system at remote locations.

For catchment scale studies that aim at quantifying the frac-
tion of snowmelt in streamflow based on hydrograph separa-
tion, other important factors such as topography, vegetation
cover and soil depth control the melt process (Schmieder et al.,
2016; Unnikrishna et al., 2002). Ongoing research in the Erlen-
bach and neighbouring catchments focuses on the effects of
elevation and vegetation cover on the isotopic evolution of
snowmelt. For this, two additional snowmelt lysimeters were
installed at a forested site (1185 m a.s.l.) and at another grass-
land site (1405 m a.s.l.) in December 2016. This extended
sampling network of snowmelt lysimeter systems will provide
further insights into how landscape and climatic properties
control snowmelt and its isotopic evolution.
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APPENDIX

Fig. A1. Webcam picture before the snowfall event in November
2016 (04.11.2016 08:57).

Fig. A2. Webcam picture during the snowfall event in November
2016 (06.11.2016 10:57).

Fig. A3. Unheated precipitation collector with extended funnel
connected to the 6712-Teledyne Isco automatic water sampler
during the winter season 2015/16.
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cipitation collector with extended funnel. (c) Daily meltwater
sample volume (left axis) and &°H values (right axis) from the
snowmelt lysimeter system.
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Fig. AS. The snowfall-snowmelt period in November 2016.
(a) Precipitation and snow depth (left axis) as well as air tempera-
ture (right axis) at the field site Erlenhohe. (b) Daily meltwater
sample volume (left axis) and &°H values (right axis) from the
unheated precipitation collector with extended funnel. (c¢) Daily
meltwater sample volume (left axis) and 8*H values (right axis)
from the snowmelt lysimeter system.
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Abstract: In this paper we describe the use of modified passive capillary samplers (PCSs) to investigate the water iso-
tope variability of snowmelt at selected sites in Slovenia during winter 2011/2012 and during winter 2012/2013. First,
PCS with 3 fibreglass wicks covering approximately 1 m” were tested to determine sample variability. We observed high
variability in the amount of snowmelt water collected by individual wick (185 to 345 g) and in the isotope composition
of oxygen ("0 —10.43%o to —9.02%o) and hydrogen (°H —70.5%o to —63.6%o) of the collected water. Following the ini-
tial tests, a more detailed investigation was performed in winter 2012/2013 and the variability of snowmelt on the local
scale among the different levels (i.e. within group, between the close and more distant groups of wicks) was investigated
by applying 30 fibreglass wicks making use of Analysis Of Variance (ANOVA) and a balanced hierarchical sampling
design. The amount of snowmelt water collected by an individual wick during the whole experiment was between 116
and 1705 g, while the isotope composition varied from —16.32%o to —12.86%o for §'*0 and from —120.2%o to —82.5%o for
6”H. The main source of variance (80%) stems from the variability within the group of wicks (e.g. within group) while
other sources contribute less than 20% of the variability. Amount weighted samples for the 2012-2013 season show no
significant differences among groups, but significant differences for particular sampling events were observed. These in-
vestigations show that due to the variability within the group of wicks, a large number of wicks (> 5) are needed to sam-
ple snowmelt.

Keywords: Snowmelt; Passive capillary sampler; Oxygen and hydrogen isotopes; Balanced hierarchical sampling de-

sign; ANOVA; Slovenia.

INTRODUCTION

Snow and snowmelt significantly contribute to river
discharge and groundwater recharge (Bavay et al.,, 2013;
DeWalle and Rango, 2008). The role of mountains in providing
the indispensable water resources for municipal and industrial
water supply, irrigation, hydropower production and other
environmental services is well known and unquestioned (Fayad
et al., 2017; Mankin et al., 2015). In Europe in particular, the
Alps, with their seemingly vast water resources, are of
immeasurable importance for the economic and cultural
development of not only the Alpine Arc, but also the lowlands
and major urban areas far beyond (Viviroli and Weingartner,
2004; Viviroli et al., 2011). In the Alpine climate zone, the
amount of water stored in the snowpack and the amount
released during snowmelt varies considerably in space and time
and substantially influences the water cycle and aquifers
recharge during the snowmelt period (Weber et al., 2016).
Therefore, an accurate snow balance study is necessary in
mountain areas for determining water storage capacity and for
assessing water residence times, which are crucial for
protecting alpine water resources. Recent climate warming and
changes in atmospheric circulation patterns have resulted in
reductions in the duration of the snow cover season, the amount
of water stored in the snowpack, and a trend towards an earlier
melt (Hohenwallner et al., 2011). Therefore, monitoring the
effects of climate change on water resources requires
techniques capable of identifying and quantifying the relative
contribution of snowmelt to surface water flow and
groundwater recharge (Penna et al., 2014).

Isotopes of oxygen and hydrogen in water molecule proved
to be useful tracers of water cycle and have played an important
role in hydrology in investigating of snow and its influence on
runoff (e.g. Engel et al., 2016; Friedman et al., 1991; Jeelani et
al., 2017; Moser and Stichler, 1974; Sokratov and Golubev,
2009). A major challenge when using these methods is identify-
ing the contribution of snowmelt to runoff and determining the
appropriate isotope composition of the snowmelt (Lee et al.,
2010; Penna et al., 2014), which is variable at the local and
regional scale (DeWalle and Rango, 2008; Pomeroy and Brun,
2001). Historically, different approaches were adopted like
investigating snow cores, using snowmelt lysimeters or in-situ
sampling of snowmelt (Penna et al., 2014 and references there-
in). Recently, in the frame of the project “Use of environmental
isotopes in assessing water resources in snow glacier and per-
mafrost dominated areas under changing climatic conditions”
managed by the International Atomic Energy Agency (IAEA),
passive capillary samplers (PCS) based on a modified design by
Frisbee at al. (2010), were placed at 11 sites in ten partner
countries (Penna et al., 2014). A novel approach for obtaining
snowmelt water samples for isotope analysis was presented
including the strengths and weaknesses of proposed PCS meth-
od in comparison to other techniques. In each participating
country, the PCSs were deployed according to its own specific
research questions and requirements (Jeelani et al., 2016; Krajci
et al., 2016; Massone et al., 2016; N’da et al., 2016; Penna et
al., 2014, 2017).

In Slovenia, previous isotope investigations (Brenci¢ and
Vreca, 2016; Ogrinc et al., 2008; Ortar et al., 2013; Torkar,
2016; Torkar et al., 2016; Vreca et al., 2013) revealed large
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seasonal variations in the isotope composition of hydrogen and
oxygen in precipitation, surface waters, groundwater and the
snowpack. The influence of snowmelt, although known to be an
important driver of these isotopic fluctuations, was not quanti-
fied. Information on snowmelt isotope composition is important
for estimating recharge components, residence times and the
recharge area. To obtain this information it is important to
investigate the variability of the snowmelt in time and space.

The aim of the present paper is to present in detail the results
of testing modified PCSs and the evaluation of the stable iso-
tope composition of snowmelt based on a balanced Analysis of
Variance where sources of variance at different levels (at the
temporal and spatial scales) were predefined.

MATERIALS AND METHODS
Study area

PCSs were positioned on the flat plain above the resurgence
area of the River Radovna. The Radovna valley is situated in
north-west Slovenia in the eastern Julian Alps (Figure 1). It lies
between the two high karstic plateaus of Pokljuka and Mezakla.
Both plateaus together along with the eastern part of the Julian
Alps represent the Radovna River watershed. The bottom of the
valley is filled with fluvioglacial and alluvial sediments creat-
ing a large unconfined porous aquifer used as drinking water
supply for 29,700 inhabitants. A detailed description of the
River Radovna valley and of the study site can be found in
Torkar et al. (2016).

The wider area of the Julian Alps is characterised by high
precipitation, rapid runoff, and low evaporation (Dolinar et al.,
2008; Frantar et al., 2008). Its climate is defined by long cold
winters and short summers with frequent precipitation. In the
upper Radovna River valley a meteorological station is located
at Zgornja Radovna (ZR, Figure 1; 46°25°41.88 N,
13°56°36.24>’ E, altitude 750 m a.s.l.) where precipitation and
snow depth are measured daily (Nadbath, 2012). Snow starts to
accumulate in late autumn. The snow cover is regular and typi-
cally lasts for more than 100 days. In the spring/summertime,
snowmelt feeds the streams (Torkar et al., 2016). In recent
years, the snow cover season has become shorter and the aver-
age snow depth has reduced, which has affected the discharge
regime (Dolinar et al., 2008; Frantar et al., 2008).

Our investigations were performed during winter 2011/2012
and winter 2012/2013. The maximum snow depth at station ZR
was only 18 cm in winter 2011/2012 and 109 cm in winter
2012/2013. In winter 2011/2012 the first appearance of snow
was in the middle October followed by two periods with snow
cover, one from the middle of December (17.12.2011) to the
beginning of January (10.1.2012) and one at the beginning of
February (4.2.2012) where snow remained on the ground until
the end of February (28.2.2012). In winter 2012/2013, the first
appearance of snow was at the end of October and then again in
the beginning of December (1.12.2012) lasting until the begin-
ning of January (4.1.2013) and then again from the middle of
January (14.1.2013) until the end of April 2013 (20.4.2013)
(ARSO, 2017).

Sampling

Modified PCSs as described in Penna et al. (2014) were used
for the first time in winter 2011/2012 in six different countries.
We performed the first tests at the meteorological station ZR
(Figure 1). We used one PCS constructed from a plastic box
with 3 fibreglass wicks (IAEA) passing through the lid of a
sample collection bottle (1L) with the fiddleheads placed direct-

ly on the ground. The whole PCS covered an area of 1 m’ and
was installed on 26 November 2011. The snowmelt samples
were collected on 10 May 2012.

Based on the results from winter 2011/2012 we performed
more extensive investigations in winter 2012/2013 to determine
the variability of snowmelt isotope composition associated with
the PCS at the local and regional scales (Penna et al., 2014).
Variance component analysis based on an Analysis Of Variance
(ANOVA) and a balanced hierarchical sampling design (Figure
2) was used to identify different possible sources of variability
of amount of collected water and its stable isotope composition
to compare: 1) wicks inside of a group (level A — defined as
within group variability); 2) groups of wicks that are close to
each other (level B — defined as variability between sampling
clusters); 3) variability in the wider space (level C — defined as
variability between sampling locations) on plain where level B
samplers are separated for several hundred meters at the same
altitude. The area selected for installation of the PCS was con-
sidered as homogenous with no significant differences in cli-
mate and morphology.

PCSs were prepared according to a common protocol
(IAEA) including construction and installation (Penna et al,
2014). The most important part of the PCS is the wick (a fiber-
glass rope with a core, 10 mm, No. 167 7 995, Bergal Erfurter
Flechttechnik GmbH). The PCSs for our experiment were pre-
pared in the laboratory as follows:

1. The rope (wick) was washed with deionized water until
the measured electrical conductivity reached <100 puS/cm.

2. The wick was then dried and cut into 80 cm sections.

3. Plastic tubing was cut into 60 cm sections and the wick
was pulled through the plastic tubing allowing 20 cm of the
wick to remain exposed. The exposed wick was then rolled and
secured with plastic band.

4. The wick was then fed through lid of a sample collection
1L bottle. The final PCS consisted of a box with 5 wicks con-
nected to bottles (Penna et al., 2014).

5. Finally, the exposed wicks were placed on the top of a
plastic barrier and secured to the ground using a u-shaped pin
(Penna et al., 2014).

We installed the PCSs at 2 locations in the Radovna River
valley near to the precipitation station ZR (Figure 1) approxi-
mately 250 m apart at an altitude of 740 m a.s.1. The locations
were as follows:

- Gogala — G (46°25°50.14°" N, 13°57°2.18”" E)
- Guhar — Gu (46°25°47.21°" N, 13°56°51.58 E)
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Fig. 1. Relief map showing sampling locations: ZR — Zgornja
Radovna, G — Gogala, Gu — Guhar and P — Pokljuka.
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Fig. 2. Sampling design for PCS snowmelt investigations at G and
Gu in winter 2012/2013.

At each location a cluster of 3 PCS boxes each with 5 wicks
were installed (4 December 2012) according to sampling design
shown in Figure 2. We collected the samples at G and Gu twice
during winter 2012/2013, i.e. at the end of 2012 (location G)
and beginning of 2013 (location (Gu) and at the end of the
snow season in April 2013. The samples were transported back
to the laboratory where the amount of sample (expressed in g)
was recorded and stored in 30 mL high-density polyethylene
(HDPE) bottles prior to isotope analysis.

To assess the variability at the different altitudes we installed
a PCS with 5 wicks in the recharge area of the Radovna River
on the Pokljuka plateau (location P; 46°21°54.80”° N,
13°56°15.50°” E, 1330 m a.s.l., Figure 1), south of the Radovna
sampling site on the 1.12.2012. The sampler was emptied only
at the end of the snow season (18 May 2013). Due to high snow
cover in winter 2012/2013 not all of the snowmelt water was
collected at location P (maximum 1115 g) and as a result the
data were used only for a qualitative comparison and were not
included in the ANOVA.

Isotope analysis

The oxygen stable isotope composition (5'*O in %o) of three
samples collected in 2012 was determined using isotope ratio
mass spectrometry (IRMS). For these samples we used a Iso-
Prime MultiFlow-Bio module while all of the other samples
were analysed using a Varian MAT 250 IRMS at the Jozef
Stefan Institute (JSI) by means of water-CO, equilibration
technique. All measurements were carried out against laborato-
ry standards periodically calibrated against primary IAEA
calibration standards to VSMOW/SLAP scale. Long-term
measurement precision of control sample was better than 0.07
%o. Hydrogen (6°H in %o) was determined in the Isotope Hy-
drology Laboratory (IHL) at the JAEA by means of off-axis
integrated cavity output laser spectroscopy (OA-ICOS, Los
Gatos Research, Mountain View CA, United States of Ameri-
ca). All measurements were carried out against laboratory
standards calibrated against primary IAEA calibration standards
to VSMOW/SLAP scale. The typical uncertainty reported as

the long-term standard-deviation of a control sample was 0.5%o
for 0’H.

Data evaluation

Basic descriptive statistics, i.e. weighted mean, minimum,
maximum and range and the deuterium excess (d = 0'H —
8x0'®0; Dansgaard, 1964) were calculated for each PCS. These
statistics are illustrated as box-plots (i.e. min — max, first and
third quartiles, median and mean). The weighted mean was
calculated for data from G and Gu since the bottles were emp-
tied twice during the winter 2012/2013 and consequently isotope
composition of water for the first and second sampling period
was measured separately. The mean '°0, ’'H and d values
weighted according to the amount of water were calculated
based on two sampling events for the whole sampling period.

Samples were collected based on a balanced sampling de-
sign (Figure 2). Such a design enables the evaluation of the
results using ANOVA - two way crossed classification interac-
tion model with the balanced data for the random model. The
first level C, defines the different sampling locations where
sampling clusters were separated by more than 250 m; the
second level B relates to sampling clusters at each location
separated by a few meters, while the third level A is defined as
within groups interaction and is observed for variability within
an area of approximately 1 m’. Variance components estima-
tions are solved for the variance components based on a linear
model. The model of variance components can be defined as:
SZTOT = S2A+SZB+S21NT+Szc. Where SZTOT is the estimated total
variance, syt 1S the estimated interaction variance and sQi is the
estimated variance of each variance component A, B, C. All
calculations were performed using Microsoft® Excel for Mac
Version 15.123. ANOVA and variance component analysis
were performed for each sampling campaign and for the whole
amount of water weighted mean data set. Readers interested in
theoretical details of the variance component analysis should
consult Searle et al. (2006).

RESULTS AND DISCUSSION

During the first snowmelt investigations in winter
2011/2012 we collected only 3 samples (ZR1-1, ZR1-2 and
ZR1-3; Table 1). The amount of the collected water varied from
185 to 345 g (mean 248 g, range 160 g) and was smaller than
expected in an average winter but reasonable due to particular
climatic characteristics during winter 2011/2012 when the
ground was mostly uncovered by snow and the maximum snow
depth at location ZR was only 18 cm. The 60, &H and d
values varied between —10.43 and —9.02%o (weighted mean
—9.96%o, range 1.41%0), —70.5 and —63.6%0 (weighted mean
—68.0%0, range 6.9%o), and 8.5 to 13.1%0 (weighted mean
11.7%o, range 4.6%o), respectively. The data obtained showed
high variability in the amount of the collected water and its
isotope composition inside of a group of wicks (1 m’).

During winter 2012/2013 we performed sampling according
to the balanced design (Figure 2). Results for all 35 wicks in-
stalled at G, Gu and P are summarized in Tables 1 to 3 while
the descriptive statistics are presented in Table 4. Results for G
and Gu are presented in Tables 2 and 3 while weighted means
for each wick are included in Table 1. Similarly as for winter
2011/2012, we observed considerable variation in the amount
of collected water and its isotope composition at all locations
and also between the two sampling campaigns at G and Gu
(Table 4, Figures 3-5). In addition, we observed at both loca-
tions a large variability in the amount of water collected
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Table 1. Amount of collected water (Amount), isotope composition of oxygen (8'°0) and hydrogen (6°H) and deuterium excess (d) for all
wicks installed at ZR, G, Gu and P.

Wick label Sampling period (from-to) Amount [g] 60 [%o] SH [%o] d [%o0]
ZR1-1 26.11.2011 10.5.2012 185 -10.17 —68.3 13.1
ZR1-2 26.11.2011 10.5.2012 345 -10.43 —70.6 13.0
ZR1-3 26.11.2011 10.5.2012 215 -9.02 —63.7 8.6
Gl-1 4.12.2012 23.4.2013 1140 -14.76 -107.8 10.3
Gl1-2 4.12.2012 23.4.2013 463 -14.19 -97.6 16.0
GI1-3 4.12.2012 23.4.2013 430 -15.56 -111.9 12.6
Gl-4 4.12.2012 23.4.2013 1705 —14.84 -103.4 15.4
Gl1-5 4.12.2012 23.4.2013 216 —15.55 -112.7 11.8
G2-1 4.12.2012 23.4.2013 645 -13.49 -95.0 13.0
G2-2 4.12.2012 23.4.2013 727 -14.33 —100.7 14.0
G2-3 4.12.2012 23.4.2013 703 -13.71 —91.5 18.2
G2-4 4.12.2012 23.4.2013 1361 —13.66 -95.0 14.3
G2-5 4.12.2012 23.4.2013 828 -15.09 —108.7 12.1
G3-1 4.12.2012 23.4.2013 1500 —13.64 -95.3 13.8
G3-2 4.12.2012 23.4.2013 259 -14.39 —103.3 11.8
G3-3 4.12.2012 23.4.2013 1385 —14.55 —103.5 13.0
G3-4 4.12.2012 23.4.2013 1236 -14.94 -107.7 11.9
G3-5 4.12.2012 23.4.2013 291 —14.48 —106.6 9.3
Gul-1 4.12.2012 23.4.2013 880 -14.06 —100.7 11.8
Gul-2 4.12.2012 23.4.2013 1184 -14.18 -102.2 11.3
Gul-3 4.12.2012 23.4.2013 1558 -14.19 —100.9 12.7
Gul-4 4.12.2012 23.4.2013 116 -16.28 —120.3 10.0
Gul-5 4.12.2012 23.4.2013 1351 —14.46 —106.2 9.6
Gu2-1 4.12.2012 23.4.2013 652 —14.24 -103.9 10.0
Gu2-2 4.12.2012 23.4.2013 247 -14.72 —105.3 12.5
Gu2-3 4.12.2012 23.4.2013 656 -14.34 —104.4 10.4
Gu2-4 4.12.2012 23.4.2013 847 —14.00 -103.5 8.6
Gu2-5 4.12.2012 23.4.2013 507 -12.86 —82.5 20.4
Gu3-1 4.12.2012 23.4.2013 1216 -15.14 —108.8 12.4
Gu3-2 4.12.2012 23.4.2013 985 —14.47 —104.4 114
Gu3-3 4.12.2012 23.4.2013 1477 -14.03 -99.5 12.7
Gu3-4 4.12.2012 23.4.2013 746 -12.94 -92.4 11.1
Gu3-5 4.12.2012 23.4.2013 1461 -13.79 -97.8 12.5
P1-1 1.12 2012 18.5.2013 1100 —14.84 —106.1 12.7
P1-2 1.122012 18.5.2013 465 -13.95 -96.7 14.9
P1-3 1.122012 18.5.2013 215 -16.32 -117.0 13.7
P1-4 1.122012 18.5.2013 1100 -14.51 -102.7 13.5
P1-5 1.12 2012 18.5.2013 830 -14.51 —102.0 14.2
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Fig. 3. Box plots of snowmelt and its isotopic composition collected using seven PCSs instaled at G, Gu and P. Sampling period at G and
Gu was between 4 December 2012 and 23 April 2013, and at P between 1 December 2012 and 18 May 2013.
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Fig. 5. Box plots of snowmelt and its isotopic composition collected during the second sampling in winter 2012/2013 using 6 PCSs instaled
at G and Gu. The sampling period at G was between 27 December 2012 and 23 April 2013 and at Gu between 12 January 2013 and 23

April 2013.

and a small variability in the 6'*0, &'H and d values (Table 4)
during the second sampling period. At P, we collected on aver-
age less snowmelt water than at G and Gu (Table 4). As ex-
pected, the water was depleted in heavier isotopes (‘*O and *H)
due to the higher altitude of P.

Results of ANOVA and variance component analysis are
presented in Tables 5 and 6. In all cases, the estimated interac-
tion was not significant at the o= 0.05 level. It also follows that
the mean square for the interaction is smaller than the mean
square error of the model meaning that the variance of interac-
tion is less than zero. We interpret it as that sampling at one

location does not influence the data obtained from other sam-
pling locations. Accordingly, such variance does not exist and
consequently no statistical interaction is present. This conclusion
agrees with the selected design and conditions in the field. If we
did observe an interaction, another, more complicated model of
ANOVA with no interaction would have to be applied.

When performing ANOVA on the data from G and Gu dur-
ing both sampling campaigns the situation appears more com-
plicated. For instance, for amount of water, we observe no
significant differences in the mean amount of water sampled,
while for 8*0 the differences are significant between the dif-
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ferent sampling locations. We also observe a significant differ- From the variance component analysis it follows that the
ence between locations in the second sampling period for  largest part of the variability is present at level A - within
d-excess. For the second observation period, significant differ-  groups, inside of the PCS clusters (Tables 5 and 6). The varia-
ences in averages can be observed between clusters for §'H. bility at level A in amount of water is similar as in the case of

Table 2. Amount of collected water (Amount), isotope composition of oxygen (8'°0) and hydrogen (6'H) and deuterium exces (d) for all
wicks installed at G, first and second sampling campaigns.

Wick label Sampling period (from—to) Amount [g] 60 [%o] SH [%o] d [%o]
Gl-1 4.12.2012 27.12.2012 100 —13.44 —94.7 12.9
G1-2 4.12.2012 27.12.2012 343 —-14.06 -95.3 17.2
G1-3 4.12.2012 27.12.2012 120 —-14.38 -104.9 10.2
Gl-4 4.12.2012 27.12.2012 640 —-13.08 —83.5 21.1
G1-5 4.12.2012 27.12.2012 131 -15.12 -110.2 10.8
G2-1 4.12.2012 27.12.2012 155 —12.65 —81.3 19.9
G2-2 4.12.2012 27.12.2012 237 -14.22 -93.5 20.2
G2-3 4.12.2012 27.12.2012 448 —-13.31 —85.6 20.9
G2-4 4.12.2012 27.12.2012 386 —12.11 -76.4 20.4
G2-5 4.12.2012 27.12.2012 213 -16.30 -117.7 12.7
G3-1 4.12.2012 27.12.2012 490 -12.79 —82.9 19.4
G3-2 4.12.2012 27.12.2012 164 -14.13 —101.1 12.0
G3-3 4.12.2012 27.12.2012 285 —13.44 —90.6 16.9
G3-4 4.12.2012 27.12.2012 156 —14.50 -103.9 12.1
G3-5 4.12.2012 27.12.2012 196 —-14.18 —-105.8 7.6
Gl-1 27.12.2012 23.4.2013 1040 —14.88 -109.0 10.0
G1-2 27.12.2012 23.4.2013 120 —14.53 -103.9 12.4
G1-3 27.12.2012 23.4.2013 310 -16.01 —114.6 13.5
Gl-4 27.12.2012 23.4.2013 1065 —-15.90 —-115.3 11.9
Gl-5 27.12.2012 23.4.2013 85 -16.21 -116.5 13.2
G2-1 27.12.2012 23.4.2013 490 -13.75 -99.3 10.7
G2-2 27.12.2012 23.4.2013 490 —-14.38 -104.1 11.0
G2-3 27.12.2012 23.4.2013 255 -14.40 -101.8 13.4
G2-4 27.12.2012 23.4.2013 975 -14.26 -102.3 11.8
G2-5 27.12.2012 23.4.2013 615 —14.66 —-105.5 11.8
G3-1 27.12.2012 23.4.2013 1010 —-14.04 -101.3 11.0
G3-2 27.12.2012 23.4.2013 95 -14.82 -107.1 11.4
G3-3 27.12.2012 23.4.2013 1100 —14.83 —106.7 11.9
G3-4 27.12.2012 23.4.2013 1080 —-15.00 —108.2 11.8
G3-5 27.12.2012 23.4.2013 95 —-15.07 -107.9 12.7

Table 3. Amount of collected water (Amount), isotope composition of oxygen (8'°0) and hydrogen (6'H) and deuterium exces (d) for all
wicks installed at Gu, first and second sampling campaigns.

Wick label Sampling period (from—to) Mass [g] 60 [%o] S [%o] d [%o)
Gul-1 4.12.2012 12.1.2013 135 —15.61 —106.8 18.1
Gul-2 4.12.2012 12.1.2013 69 —16.64 -115.9 17.2
Gul-3 4.12.2012 12.1.2013 458 —14.61 —96.5 20.4
Gul-4 4.12.2012 12.1.2013 26 -17.96 -129.1 14.6
Gul-5 4.12.2012 12.1.2013 251 —13.88 —95.6 15.4
Gu2-1 4.12.2012 12.1.2013 202 -17.60 -129.4 11.4
Gu2-2 4.12.2012 12.1.2013 102 -15.28 —108.2 14.1
Gu2-3 4.12.2012 12.1.2013 71 —17.80 —128.9 13.5
Gu2-4 4.12.2012 12.1.2013 72 -15.18 —108.8 12.7
Gu2-5 4.12.2012 12.1.2013 457 -12.62 -79.9 21.1
Gu3-1 4.12.2012 12.1.2013 311 -12.90 —88.8 14.4
Gu3-2 4.12.2012 12.1.2013 115 -15.34 —112.0 10.7
Gu3-3 4.12.2012 12.1.2013 387 -13.12 —87.4 17.5
Gu3-4 4.12.2012 12.1.2013 56 -14.09 -92.7 20.0
Gu3-5 4.12.2012 12.1.2013 356 -13.33 —90.5 16.2
Gul-1 12.1.2013 23.4.2013 745 -13.77 —99.5 10.7
Gul-2 12.1.2013 23.4.2013 1115 —14.02 -101.3 10.8
Gul-3 12.1.2013 23.4.2013 1100 —14.01 -102.7 9.4
Gul-4 12.1.2013 23.4.2013 90 -15.79 -117.7 8.7
Gul-5 12.1.2013 23.4.2013 1100 -14.59 —108.5 8.2
Gu2-1 12.1.2013 23.4.2013 450 -12.72 -92.4 9.4
Gu2-2 12.1.2013 23.4.2013 145 -14.31 —103.1 11.4
Gu2-3 12.1.2013 23.4.2013 585 -13.91 -101.4 9.9
Gu2-4 12.1.2013 23.4.2013 775 -13.89 —103.0 8.2
Gu2-5 12.1.2013 23.4.2013 50 -15.01 —106.2 13.9
Gu3-1 12.1.2013 23.4.2013 905 -15.90 —115.6 11.6
Gu3-2 12.1.2013 23.4.2013 870 —14.35 —103.4 11.4
Gu3-3 12.1.2013 23.4.2013 1090 —14.34 —103.7 11.0
Gu3-4 12.1.2013 23.4.2013 690 —12.84 -92.4 10.4
Gu3-5 12.1.2013 23.4.2013 1105 -13.93 —100.2 11.3
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Table 4. Descriptive statistics for amount of collected water (Amount), isotope composition of oxygen (6'°0) and hydrogen (&H) and
deuterium exces (d) for all wicks installed at G, Gu and P in winter 2012/2013.

Location Sampling period Parameter Min Max Range Mean (weighted)
(from—to)
G 4.12.2012 23.4.2013 Amount [g] 100 640 540 271
80 [%o0] ~16.30 —12.11 4.19 —13.57
SH [%o] -117.7 —76.4 41.2 -91.1
d [%o] 7.6 21.1 13.5 17.4
27.12.2012 23.4.2013 Amount [g] 85 1100 1015 588
8%0 [%o] ~16.21 ~13.75 2.46 —14.78
SH [%o] -116.5 —99.3 17.2 -106.7
d [%o] 10.0 13.5 3.5 11.5
4.12.2012 23.4.2013 Amount [g] 216 1705 1489 859
5%0 [%o] -15.56 —13.49 2.07 ~14.40
SH [%o] -112.6 91.5 212 -101.8
d [%o] 9.3 182 8.9 13.4
Gu 4122012 12.1.2013 Amount [g] 26 458 432 205
8%0 [%o0] -17.96 -12.62 5.34 ~14.19
SH [%o] -129.4 —79.9 49.6 —96.6
d [%o] 10.7 21.1 10.3 16.9
12.1.2013 23.4.2013 Amount [g] 50 1115 1065 721
%0 [%o] -15.90 -12.72 3.18 ~14.15
SH [%o] -117.7 -92.4 25.3 -102.9
d [%o] 8.2 13.9 5.8 10.3
4.12.2012 23.4.2013 Amount [g] 116 1558 1442 926
80 [%o] ~16.28 -12.86 3.42 —14.15
SH [%o] -120.2 -82.5 37.7 -101.5
d [%o] 8.5 20.4 11.8 11.7
P 1.12.2012 18.5.2013 Amount [g] 215 1100 885 742
5%0 [%o] -16.32 -13.95 2.37 —14.64
SH [%o] -116.9 —96.7 20.2 -103.6
d [%o] 12.6 14.9 2.3 13.6

Table 5. Results of the variance component analysis (contributions
of components to the total variance are represented in shares ex-
pressed by %) for amount of collected water.

Sampling mass Total sampling

First sampling

Second sampling

Between locations 1.4 10.6 7.3
Between clusters 8.0 0.3 9.6
Within groups 90.6 89.1 83.2

Table 6. Results of the variance component analysis (contributions
of components to the total variance are represented in shares ex-
pressed by %) for 6'°0, 6°H and d values.

Parameter = Level Weighted First Second
mean — total sampling sampling
sampling

00 Between locations 6.2 33.4 29.8

Between clusters 16.1 7.0 12.1
Within groups 77.6 59.7 58.0
&H Between locations 0.3 24.9 18.5
Between clusters 14.8 3.8 16.7
Within groups 84.8 71.3 64.8
d Between locations 16.6 0.2 49.4
Between clusters 4.5 4.4 1.6
Within groups 78.9 95.4 49.0

the total amount. In the case of total amount of collected water,
during the first and second sampling campaigns only a small
redistribution in the variability source at other two levels ap-
pears (Table 5). The variability at level A for 60 and &H still
predominates but is smaller compared to the amount of water
weighted means (Table 6). In both cases, a relatively high vari-
ability component exists between locations for 8°0 i.e., 33.4 %
and 29.8 % for each sampling campaign, respectively. A similar
relation is observed for 0'H where this component represents
24.9 % and 18.5 %, respectively. According to the significance
of differences for 80 it means that at the level of particular
sampling campaign they have to be considered. For d values we
obtained different results (Table 6) that can be explained by

distribution of d-excess which is statistically a derived distribu-
tion from empirical parent distributions of 6’H and §'°0. Be-
cause ANOVA results are not identical for 6°H and 'O the d-
excess for ANOVA is different. For the first sampling cam-
paign nearly all variability is at the level A, but for the second
sampling campaign the variation sources are nearly similar for
levels A and C.

The ANOVA for weighted mean isotope composition and
cumulative sampling volume shows that between all levels and
groups no significant differences in averages are present. In this
case variance components reveal how nearly all variability is
present for the variance source within groups (Tables 5 and 6),
meaning that a large part of the variability is present inside of
the sampling cluster of the PCSs. Following the applied model
some variability is also present between sampling clusters, but
variability between locations is small and can be neglected. The
reverse is observed for d-excess (Table 6); here variability is
relatively large between the sampling sites but negligible be-
tween the clusters. A comparison of the results obtained for
winter 2012/2013 at P with the results from G and Gu (Table 1)
reveals no visual significant difference between the sites (Fig-
ure 3). The range of variability at P is very similar to other sites.

The differences between the results obtained at G and Gu for
winter 2012/2013 (Figure 3) and for the two sampling cam-
paigns (Figures 4 and 5) have important implications for inter-
preting the isotope composition of snowmelt when several
snowmelt events are possible during winter such as in the case
of Radovna. The data obtained from the first and the second
sampling campaigns in winter 2012/2013 at G and Gu show
differences in variability structure. When we calculate the
means weighted by the amount of water, the differences be-
tween variability structures representative for particular period
diminish and integrate (Tables 5 and 6). This can have im-
portant consequences when interpreting residence times in
groundwater based on this data. If residence times are short
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(e.g. in karstic aquifers), it is important to observe the isotope
composition of each snowmelt event. Contrary, when residence
times are long (e.g. in porous aquifers with relatively low per-
meability), integrated data for all snowmelt events are needed.

Our findings regarding variance component analysis have
important implications for the future sampling strategies of
snowmelt with PCSs. We have shown that most of the variabil-
ity is present inside of the PCSs sampling clusters (level A,
within groups) and that the share of other variability compo-
nents is relatively small in homogeneous regions. This shows
that the variability in the isotope composition of snowmelt at
one location (approx. 1 m”) is high and should be sampled
using a large number of wicks (more than 5) and at the same
time there is no need to sample snowmelt at other places with
similar conditions. With a small number of wicks we cannot
define the variability in isotope composition. As shown before,
the lack of information on isotope composition variability can
have important consequences in the case of other models where
isotope composition of snowmelt represents input data.

We observed also a large variability in the amount of water
collected inside of the PCSs clusters (at level A). This indicates
that suction of water by the fiberglass rope and therefore its
physical characteristics (permeability and transmissivity) af-
fects the amount of snowmelt water collected in each sampling
bottle. Suction of water through the fibreglass wicks also de-
pends on its pre-event state. If the wick is saturated it will be-
have completely differently than if it is dry. The amount of
water collected by the sampler can also be influenced by the
fiddlehead position on the ground and how it is exposed on top
of the plastic barrier. Similarly, the variance structure between
the amount of snowmelt and the stable isotope composition of
the snowmelt indicates that it is possible that the amount of
collected snowmelt water can influence its isotope composition.
Therefore, the physical characteristic of wicks and their influ-
ences on the stable isotope composition of snowmelt water
must be further investigated.

There are several strengths and weaknesses in applying the
PCS method and some of the questions that remain open are
already discussed in detail in Penna et al. (2014). During our
sampling campaigns we have recorded similar problems. The
large variability in the amount of water collected shows that the
maximum was somehow limited because some bottles were full
or almost full (in our case 34% of bottles in the second sam-
pling campaign) and therefore we assume that not all the melt
water was collected. Similarly, as reported by Penna et al.
(2014) there are indications that due to the rapid melting of the
snow, not only snowmelt but also the overland flow over still
frozen ground was sampled and some rain events were record-
ed. In addition, snow was already on the ground when we in-
stalled the PCS and the samples were not collected immediately
after all the snow had melted.

CONCLUSIONS

In this paper, we present detailed results of snowmelt isotope
investigations performed using modified PCS in Slovenia dur-
ing two winters. The differences were expected in snowmelt
isotope composition at different levels due to space and time
heterogeneity characteristic for snowpack in temperate areas
and related to changes in air temperature, wind, relative hu-
midity and precipitation (snow and rain) events. Testing of the
PCS was performed to determine the variability of collected
snowmelt water and the stable isotope composition of the sam-
ples within a group of wicks distributed over a small area,
within sampling clusters at each location separated by a few

meters and between locations separated by a few 100 m but
with similar conditions.

Results of applied balanced sampling design and ANOVA
revealed no significant differences in the mean values between
all levels and groups for amount of water weighted mean values
for the entire winter. However, if snow is not permanently
present on the ground through the winter and the snowmelt is
sampled more often, the variability between locations becomes
significant for the oxygen and hydrogen isotope composition.
For all sampling events and the whole data set, nearly all of the
variability is related to source of variance related to a particular
group of wicks (e.g. within group variability).

Our results show that the isotope composition of snowmelt
should be sampled using a relatively large number of wicks on
site. In relatively homogeneous regions (e.g the same altitude,
snow exposition and similar meteorological conditions) the
variability among the different sampling sites is relatively small
and makes only a small contribution to total variability.

Further work is needed to characterise the isotope composi-
tion of infiltrated melt water, particularly in karstic areas where
snowmelt begins at different times, at different altitudes and it
is often mixed with rain which blurs the snowmelt isotope
signal in the runoff.
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Abstract: Nine years of seasonal 8'°0 values in precipitation, soilwater and groundwater were evaluated in the Uhlifska
catchment between 2008 and 2016 and recharge winter/summer ratios were calculated using 5'°O values. The longterm
average '*O content in groundwater is lower than the mean weighted '*O content in precipitation. This is explained by
more than 50% of winter- and snowmelt- induced groundwater recharge that occurs in all years except of 2010 and 2013.
The recharge of the peat organic soil water is balanced between summer and winter, whereas the mineral hillslope soil is
dominantly recharged by summer precipitation. The 67% portion of baseflow, dominantly generated in the winter sea-
son, is composed of groundwater and peat organic soil water, according to the hydrochemical distribution of runoff com-
ponents. Isotopic mass balance of individual winters shows that precipitation in warmer winters is entirely transformed
into outflow until the end of the winter season, generating no significant water storage for potential drought

periods.

Keywords: '*0O isotope; Precipitation; Soil water and groundwater; Snowmelt/recharge ratios; Winter; Summer.

INTRODUCTION

The relation between snowmelt and groundwater recharge in
catchments remains poorly understood. The role of groundwa-
ter in runoff generation (Sayama et al., 2011) and baseflow
(Fenicia et al., 2006) is generally recognized and assessed in
terms of temporally invariable tracer-derived groundwater
residence times (McDonnell et al., 2010) and their links to
spatial distribution of various geological, topographical and
landscape characteristics (Cody Hale and McDonnell, 2016;
Doésa et al., 2011; Soulsby et al., 2010). However, little has
been carried out to understand the role of snowmelt in the
groundwater recharge and, conversely, in the hydrological
drought. This topic has become more popular in the hydrologi-
cal research over the past years, being widely recognized cru-
cial in the context of climate-induced shifts of the hydrological
cycle and groundwater recharge (Van Loon and Laaha, 2015).

Despite these efforts, the spatial and temporal variability of
snowmelt-induced groundwater recharge remains poorly under-
stood. One of the reasons is that the simultaneous monitoring of
snowmelt, runoff and groundwater and its isotopic or other
tracer characteristics in catchments has been rare. The vast
majority of catchment studies has considered the isotopic aver-
age content in streamwater as a catchment-average value, that is
nearly equal to annual isotopic average content in precipitation
and presumably also to the average isotopic content in ground-
water. These assumptions are, however, rarely met; instead, the
isotopic variations in streamwater often indicate catchment
water residence times (Hrachowitz et al., 2009; Pfister et al.,
2017) biased toward the faster runoff components, poorly ad-
dressing the residence time of the groundwater components
(Kirchner, 2016).

The difference between average isotopic values of precipita-
tion, streamwaters and groundwaters is very variable in time
and space. It is widely accepted that groundwater recharge in
temperate regions is generally stronger towards winter and
snowmelt periods. Various studies (Earman et al., 2006; Penna
et al., 2014) have revealed that more than 50% of recharge is

generated by snowmelt. The strong contribution of snowmelt to
groundwater in cold-temperate catchments has been also high-
lighted in stable isotope applications over the past decades to
intuitively explain groundwaters depleted in '*O and *H (Maulé
et al., 1994; O’Driscoll et al., 2005; Sanda et al., 2014). In turn,
the isotopically depleted groundwater recharge in tropical re-
gions is typically explained by isotopic amount effect (Demlie
et al., 2007; Lapworth et al., 2013) or paleoclimatic conditions
(Jasechko et al., 2015). In an arid catchment, Turner et al.
(1987) observed that the average stable isotope values in
groundwater match the average values in streamwater. Reddy et
al. (2006) have identified various site-specific relations between
average isotopic values in streamwater and groundwater that
were linked to various direct interactions between streamwater
and groundwater. Darling et al. (2003) identified a winter-
dominant groundwater recharge in sandstones, resulting in a
depleted average isotopic content on groundwater compared to
streamwater. In contrast, chalk aquifers did not show any win-
ter groundwater recharge bias, presumably due to limited per-
colation of winter precipitation and snowmelt-induced water to
recharge.

To assess the winter-summer groundwater recharge varia-
tions, Jasechko et al. (2014) have analyzed the long-term aver-
age spatial distribution of the isotope-derived groundwater
recharge rates over a large set of Canadian and some selected
worldwide catchments. They have proven that the isotopic
groundwater depletion in the majority of temperate-humid
catchments was dominantly associated with recharge of winter
precipitation. However, little understanding exists of the tem-
poral (annual and decadal) changes in the snowmelt induced
groundwater recharge. This paper therefore explains, using
readily available isotopic data in precipitation and groundwater,
the seasonality of groundwater recharge in the well-
instrumented mountainous catchment Uhlii'ska, over the 9-year
period 2008-2016. The study is also part of the trinational
initiative aimed at the snowmelt-recharge-drought assessment
(Zappa et al., 2015).
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STUDY SITE

The Uhlifska catchment is located in the Jizera Mountains
near the northern border of the Czech Republic. Focus in this
study is given to its subcatchment at the Porsche gauge profile
(Fig. 1). It is a small (1,18 km?®) forested granitic headwater
catchment with average altitude 822 m a.s.l. in cold humid
climate, characterized by mean annual precipitation amount of
1300mm and mean annual temperature 4.7°C (Hrnlif et al,
2010). Mineral soil hillslopes cover approximately 90% of the
catchment area and their 0.6 - 0.9 m thick soil profile consists
of highly permeable Dystric Cambisols, Podzols or Crypto-
podzols (Nikodem et al., 2013). Wetlands along the stream
course are formed by Histosol soil types. They are up to 3 m
deep, with permeability values substantially lower as compared
to the soils on the hillslopes (Sanda et al., 2014). Wetlands are
located on a layer of sediments deposited in the catchment
valley with a various depth reaching up to 50 m proven by
geoelectrical resistivity measurements along the valley bottom
and in perpendicular hillslope profiling. A more detailed recent
description of the Uhlifska catchment can be also found in
Sanda et al. (2014), Vitvar et al. (2016), Votrubova et al. (2017)
and Jankovec et al. (2017).

Studies at Uhlifska using long term stable isotopes meas-
urements ('°0) along with analysis of diluted SiO, proved that
the wetland is predominantly groundwater-supplied, as its SiO,
concentration is close to the range of SiO, concentration in the
perennial groundwater (Sanda et al., 2014). Water in stream is
partly supplied also with the event water component (direct
flow), which is quickly transferred via upslope saturated soil-
weathered bedrock interface. Recent works at Uhlii'ska revealed
that the BFLOW approach to separate runoff components de-
livered about 67% of baseflow (Sanda et al, 2014), which cor-
responds with the inverse hydrochemical modelling approach
NETPATH (Vitvar et al., 2016). This approach was employed
in three scenarios on the October 2015 dataset, characterizing
hydrological conditions close to the average discharge of about
38 I/s at the Porsche gauge profile. Carbon, sodium and '*O
were selected as model constraints in the mixing of initial wa-
ters (rain, mineral soils, peat soils, and wetland groundwater)
towards the streamflow. The most reliable scenario distributed
the runoff contributions among the wetland groundwater (28%),
peat (42%) and mineral soil (23%) water and 7% rainfall. The
sum of wetland groundwater and peatwater (about 70%) can be
therefore considered as baseflow amount, corresponding to the

altitude
(mas.l)

67% obtained by the discharge data approach BFLOW (Sanda
et al., 2014; Vitvar et al., 2016).

MATERIAL AND METHODS

This study used '*O data measured between the hydrological
years 2008 and 2016 in precipitation, hillslope pore soil water
(Cambisols, Podzols and Cryptopodzols) (further denoted as
mineral soil water), valley peat pore soil water (Histosols)
(further denoted as peatwater), shallow groundwater and
streamwater. Soil water and groundwater is manually sampled
in 1-2 month interval throughout the whole year, whereas
streamwater is sampled weekly manually in winter period ex-
cluding snowmelt time (November—February/March). Stream-
flow is sampled once a day at midnight at low flows or every 6
hours (4times a day) during high flows (summer stormflow and
snowmelt period, i.e. February/March—October) by carousel
samplers at the Porsche profile (Fig. 1). Downslope Histosols
and upslope Cambisols/Podzols in young and mature forest are
instrumented with total of4pairs of suction cups (each pair of 30
and 60 cm depth), at two sites each (Fig. 1 shows pore water
and ground water in one symbol due to their vicinity). The
suction cups are emptied (vacuum of 600-700 mbar is applied
for 24 hours) and closed. At the sampling time, they are depres-
surized and accumulated water sample are collected. Four shal-
low boreholes (2.4-5.2 m deep) of 40-50 mm in diameter are
sampled is sediments below the Histosols. Boreholes are close
to each other (distance below 50 m) along the mild hillslope
transect covered by Histosols. Due to their low yield, the bore-
holes are fully emptied by peristaltic vacuum pump (maximum
of 5 minute pumping) and left for 24 hours to refill. They are
finally sampled with the same vacuum pump.

Monthly liquid total precipitation samples are collected
manually by means of 24 cm wide funnel directed to 50 liter
container located partly in the soil subsurface. A thin film of
light oil is applied to prevent evaporation of collected precipita-
tion. Solid precipitation is sampled manually in two replicates
as weekly and monthly sample in two 10 cm wide and 100 cm
long cylinders raised to 3 m height above the soil surface. The
monthly '®O contents in precipitation and streamwater are in-
cluded in the global monitoring databases of stable isotopes in
precipitation GNIP (IAEA/WMO, 2017) and in rivers GNIR
(IAEA, 2017). The 8'*0 values in water samples were obtained
by means of the Czech Technical University in Prague (CTU)
laser water isotope analyzer.
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X sampler
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Fig. 1. The Uhlitska-Porsche catchment with location of sampling stations.
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The isotope sampling in the Uhlifska catchment is supported
by a wide hydrometeorological monitoring that was established
in the 1980°s. The runoff gauge Porsche is gauging 2/3 of
whole Uhlitska catchment (i.e. 1.18 km?) and it is equipped
with 120 degree open V-notch sensed by pressure transducer in
10 minute interval.

The §'®0 data interpretation was based on seasonal grouping
of monthly 8O values from the principal compartments. The
recharge index (after Jasechko et al., 2014) is expressed as

d

terrestrial (annual) — 6precip.(summer)

o )—8

) _
(5%)

precip.(annual precip. (Summer)

(1

O terrestrial (annual) — 5 precip.(winter)

precip(annual) — 8 precip.(winter)

where P is precipitation, R is runoff, terrestrial is consecutively
used for groundwater, mineral soil pore water or peat organic
pore water, and summer and winter are average values for the
months May—October and November—April, respectively. We
are aware that this approach does not consider intra-seasonal
isotopic differences such as isotopic content of melting snow
during various phases of the snowmelt process.

The baseflow amount at the Porsche profile for the period
2008-2016 was obtained by three approaches: BFLOW tool
(digital filter approach), the monthly minimum approach and
the Kliner-Knézek approach. The approach BFLOW (Arnold et
al.,, 1995) analyses the frequency spectrum of daily hydro-
graphs, associating long waves with baseflow and high-
frequency variability with direct run-off. The Kliner-Knézek
approach (Kliner and Knézek, 1974) applies the relationship
between stream discharge and groundwater level in the nearby
borehole P20 (2 m deep). The baseflow amount was computed
in absolute volume values for a 6 month-period and not in
percentages of daily total flow. We are aware that the seasonal
stream baseflow amount is not necessarily equal to seasonal
groundwater recharge amount. In this study we consider
baseflow as seasonally generated mixture of subsurface water
components. It should be also noted that the three selected
baseflow separation methods represent different approaches
(Holko and Spankova, 2014): digital filter, simple statistics and
more physically-based Kliner-Knézek method, which all deliv-
er non identical baseflow results. The eq. 1 was therefore ap-
plied for winter/summer recharge ratios, where R is the mean
baseflow value of the three baseflow separation methods, ac-
companied by a corresponding band width of two sigma-values
of standard deviations of the three methods.

The relations between the seasonal isotopic content of vari-
ous groundwater compartments were also explored by the use
of summation curves (isotopic mass curves). They sum up (over
the winter period) the weighted isotopic content of precipita-
tion, streamwater and groundwater, weighted by the respective
runoff amount. The summation curves of precipitation sum the
monthly precipitation amounts multiplied by the respective
isotopic content, the streamflow summation curves sum the
hourly runoff amounts multiplied by the respective streamwater
isotopic content, (where weekly, daily or 6-hourly values of
isotopes are linearly interpolated for respective streamflow
data) and the baseflow summation curves sum the hourly runoff
amounts multiplied by the respective groundwater isotopic
content as its average for a given hydrological year. The latter
therefore creates a summation curve of a hypothetical runoff
formed only by groundwater. This concept is widely analogous
to the typology of post-winter droughts developed by Van Loon
et al. (2014), in our case presented through summation curves
and additional isotope mass balance.

RESULTS AND DISCUSSION
Isotopic records in precipitation and groundwater

Table 1 presents the seasonal and annual precipitation, run-
off and air temperature parameters for the period 2008-2016. It
shows that although the winter precipitation (577 mm in aver-
age) contributes by less than 50% to the total annual precipita-
tion (1318 mm on average), the winter precipitation is more
sustainable and contributes substantially to runoff through
subsurface water components. Three winter seasons (2008,
2009 and 2012) provide more than 650 mm of precipitation and
can be therefore considered wet. Winter air temperature in the
catchment is typically near the freezing point, however three
warm winters (2008, 2014 and 2016) showed mean winter
season air temperature values around 1 centigrade.

Table 1 also shows higher runoff coefficients in winter sea-
son (0.96) than in summer season (0.58). This reveals that
groundwater storage and release are dominant in the winter
season (in absence of winter evapotranspiration).

Average groundwater 8'°O values (~10.34%o) are overall
more depleted in comparison to the downhill peat water
(—9.96%o0), uphill mineral soil water (—9.47%o) and the weighted
precipitation (—10.06%o) (Fig. 2). It is assumed that this is
caused by the groundwater recharge supplied dominantly from
winter precipitation and snowmelt. Isotopically depleted winter
precipitation in 2010 and 2011, however, cause that the average
values of peat water and groundwater in 2011 are nearly identi-
cal (see also Table 2).

Table 1. Hydrological and climatic paramaters of hydrological years 2008-2016.
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2008 1256 685 572 0.54 0.46 1.2. 196 917 673 244 0.73 0.98 0.43 6.52 1.75 11.29
2009 1390 658 732 0.47 0.53 27.2 486 1090 603 487 0.78 0.92 0.66 5.15 —0.49 10.79
2010 1643 472 1171 0.29 0.71 19.3 274 1224 459 765 0.74 0.97 0.65 4.59 —1.50 10.69
2011 1465 573 892 0.39 0.61 18.4. 169 1149 585 564 0.78 1.02 0.63 5.38 —0.78 11.55
2012 1384 777 607 0.56 0.44 29.2. 462 1025 712 314 0.74 0.92 0.52 5.52 —0.52 11.56
2013 1630 629 1001 0.39 0.61 2.4, 310 1295 570 725 0.79 0.91 0.72 4.92 —1.49 11.33
2014 996 404 592 0.41 0.59 27.3. 78 767 413 354 0.77 1.02 0.60 5.87 1.39 10.35
2015 803 439 364 0.55 0.45 15.1. 196 575 414 161 0.72 0.94 0.44 6.06 0.29 11.84
2016 1294 557 737 0.43 0.57 17.2. 127 912 518 393 0.70 0.93 0.53 6.32 0.93 11.71
average 1318 577 741 0.45 0.55 255 995 550 445 0.75 0.96 0.58 5.59 —0.05 11.23
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Fig. 2. Stable isotopes of oxygen in various catchment compartments (6-month averages).

Table 2. Isotope signatures of precipitation, groundwater, mineral soil pore water, organic-peat pore water, of hydrological years 2008-2016.
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2008 -9.91 -11.30 —8.24 -10.43 —10.38 —10.49 —-9.24 —9.98
2009 -9.98 -11.99 —8.18 —10.57 —10.59 —10.55 —9.40 —-9.96
2010 -10.73 —13.38 —9.66 —10.42 —10.44 —10.39 —10.31 —10.08
2011 —10.14 —12.85 —8.41 —10.26 —10.30 —10.23 —10.28 —10.28
2012 -9.62 -11.00 —7.86 —10.28 —10.24 —10.32 —8.66 —10.08
2013 —10.53 —13.57 —8.62 —10.31 —10.28 —10.33 —-9.93 -9.93
2014 -9.93 -11.10 -9.14 —10.33 —10.39 —10.28 —8.86 -9.92
2015 -9.58 —10.62 —8.32 —10.22 —10.26 —10.19 —-9.11 -9.71
2016 -10.07 -11.27 -9.16 —10.17 —10.19 —10.16 —-9.43 —-9.69
average -10.06 —11.86 -8.60 -10.34 —10.35 -10.33 —-9.47 -9.96

Fig. 3 reveals the differences in the isotopic composition of
precipitation in relation to their signal in the subsurface water
components. A decrease of the isotopic content of summer
precipitation and an increase of the isotopic content of winter
precipitation can be observed. This may cause the general iso-
topic enrichment of all subsurface water components over the
9-year period. The difference in the isotopic composition of
summer and winter uphill soil water in the years 2010 and 2011
is caused by the abundant summer precipitation in 2010 fol-
lowed by isotopically very depleted winter precipitation. These
two winters were the only cases within the entire 9 year-period
where uphill soil water was isotopically more depleted than
groundwater (Fig. 3a). These effects led to the differences in
2010 and 2011 (Fig. 3b), whereas the overall low isotopic val-
ues in the peat water in 2011 seem to be the consequence of the
mixing of these isotopically depleted waters in the deeper peat
horizon (Fig. 3c). In turn, the groundwater carries also isotopic
signals of longer memories, which may explain the low values
in 2009 that have no obvious background in the recent-to-date
precipitation values.

Seasonal and annual isotopic differences and ratios

Table 2 provides seasonal 8'°0 values of groundwater, min-
eral soil water, peat water and precipitation. Based on these
data, Fig. 4 exhibits the difference between summer and winter
precipitation isotopic compositions from the 9 winters. The
difference between summer (April to September) and winter
(October to March) 8'"0 values is between 2 and 5%
V-SMOW from the annual mean and it is negatively correlated

with the amount-weighted §'*O values in precipitation (annual).
Jasechko et al. (2014) found similar differences for a worldwide
set of catchments, stating that the difference around 5% V-
SMOW in between summer and winter 8O values in precipi-
tation is typical for isotopically depleted precipitation in the
extratropics, whereas the difference around 2%0 V-SMOW is
typical for tropical areas. Our study shows, however, that a
catchment can exhibit the full spectrum of winter-summer
differences within a decade. The difference between summer
(May to October) and winter (November to April) 80 is about
5%o for the coldest years with most depleted annual precipita-
tion, and about 2% V-SMOW for months with isotopically
more enriched precipitation.

No correlation was found between the annual groundwater -
precipitation isotopic difference and shallow groundwater (Fig.
5). This difference is typically negative, showing that for most
of the time the mean isotopic content in groundwater is lower
than in precipitation. This occured in seven out of nine years
where the isotopic content of groundwater oscilled between
—10.1%0 and —10.6%o0 V-SMOW. It shows the dominance of the
groundwater winter isotopic content regardless of the isotopic
composition of groundwater in particular years. Similar trend
can be observed in the peatwater, highlighting that the isotopic
differences between peatwater and precipitation do not depend
on the annual mean isotope average. In contrast, the difference
mineral soil water - precipitation is related (R* = 0.63) to the
annual isotopic content of the mineral soil water, revealing that
the mineral soilwater can be used as proxy for the annual long-
term amount-weighted isotopic composition of precipitation in
the Uhlifské4 catchment.
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Fig. 3. abcd (from top left to bottom right) — Stable isotopes of oxygen in precipitation (a), uphill mineral soil (Cambisol or Podzol) water
(b), downhill peat water (c) and shallow groundwater (d) (6-month averages: summer: May—Oct, winter: Nov—Apr and 12 months averages
Nov—Oct of hydrological year). Note the different scales on the y-axes.

Table 3. Recharge ratios by isotope and hydrological hydrograph separation methods of hydrological years 2008-2016. Groundwater re-
presents average of four shallow wells (2.7-5.2 m deep) according to fig. 1 in the valley, where groundwater discharges from the aquifer,
sampled in 1-2 month intervals and averaged for 12 months (or 6 summer/6 winter months, thus average of maximum of 48 values or 24

values respectively).
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2008 2.09 1.11 0.41 1.89 1.36 2.37
2009 1.88 0.97 0.53 1.25 0.97 1.44
2010 0.63 0.31 0.52 1.05 0.92 1.14
2011 1.12 1.14 1.13 1.28 1.07 1.42
2012 2.62 1.89 0.27 1.64 1.09 2.03
2013 0.82 0.58 0.58 0.93 0.86 0.97
2014 2.26 0.98 -0.18 1.30 1.07 1.45
2015 3.94 1.26 0.43 1.52 1.29 1.68
2016 1.22 0.19 0.19 1.28 1.01 1.44
average 1.84 0.94 0.43 1.35 1.07 1.55

Table 3 also shows the relative winter/summer recharge in-
dex calculated using Eq. (1) for the groundwater, peat water
and hillslope water through the period 2008-2016. It reveals
that the winter groundwater recharge was always greater than
the summer recharge (index greater than 1), except for the years
2010 and 2013 with highly abundant summer precipitation
(more than 1000 mm). This result (Fig. 6a) therefore underlines
the overall winter dominance of isotopically depleted ground-

water recharge, as reported by Jasechko et al. (2014) in non-
tropical areas. Other catchment compartments show a more
(hillslope mineral soil water, summer groundwater recharge
bias in 8 years out of 9) or less (peat soil water, summer
groundwater recharge bias in 5 years out of 9) substantial ten-
dency to dominant summer recharge. Fig. 6a also shows the
winter/summer recharge ratio in form of a winter/summer rela-
tion of baseflow volumes averaged from three approaches
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(BFLOW, monthly minima and Kliner-Knézek). This relation
is almost entirely greater than 1, indicating the winter domi-
nance of groundwater on baseflow. Fig. 6b compares the win-
ter/summer baseflow ratio from Fig. 6a with a combined win-
ter/summer recharge ratio, composed by a combination of three
isotopic winter/summer recharge ratios calculated using Eq. (1)
— wetland groundwater, peat organic soil water and mineral soil
water. Best combination of these three isotopic winter/summer
recharge ratios was identified, that delivered the baseflow R
value in Eq. 1 as close as possible to the mean winter/summer
baseflow ratios determined by the three separation methods and
also to the 20 intervals of three annual baseflow ratios obtained
by the same approach. This procedure was employed each year
(Table 3). It is obvious that the annual winter/summer ratios of
the baseflow indicating the mean and 2¢ intervals are not sym-
metric to the mean, because those ratios are determined inde-
pendently for each year. The resulting contributions yield 29%
(25%-34% as 20 interval of three baseflow separation meth-
ods) ofthe isotopic content of groundwater, 50% of peat organic
soil water (41%—-63% as 20) and 22% (3%—-33% as 20) of
hillslope mineral soil water. As described in Vitvar et al.
(2016), the NETPATH approach distributed the runoff contri-
butions among the groundwater (28%), peat water (42%) and
mineral hillslope soil with rainfall (30%) (combination of min-
eral soil hillslope water (23%) and rainfall (7%)) (Vitvar et al.,
2016).

Isotopic summation curves

Fig. 7 depicts nine occasions of the snowmelt-runoff-
recharge relationship, characterized by summation curves (iso-
topic mass curves) of precipitation, streamflow and baseflow.
The computed summation curves show that all nine winters are
grouped along the relative criteria Wetter, Drier, Colder,
Warmer. Colder winters show rapid increase of the isotopic
mass balance of streamflow caused by the onset of one or two
distinct snowmelt periods (mid-March 2010, end of December
2012 and begin of April 2013, and end of February 2012).
Milder and drier winters (for example, 2013/2014) exhibit
largely parallel summation curves of precipitation and stream-
flow, indicating that the accumulated isotopic mass flows out in
the same winter. Colder and wetter winters also show greater
difference between the sum of isotopic masses in baseflow and
in precipitation at the end of the winter (for example,
2011/2012), due to the accumulated isotopic mass in precipi-
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Fig. 5. Difference in the isotopic composition of groundwater,
peatwater and mineral soil water and the amount-weighted precipi-
tation for the years 2008-2016.

tation. The accumulated isotopic mass in precipitation is typi-
cally greater than the accumulated mass in streamwater. This
shows that the winter precipitation discharged into the stream
not only during, but also after snowmelt periods. The accumu-
lation of isotopic mass in baseflow in all types of winters is
sustainable and does not show any particular differences. In
contrast, in a mild winter with low precipitation amounts such
as 2013/2014 the isotopic mass balance at the end of the winter
is closed, revealing that the winter precipitation is completely
transformed into outflow during the same winter period.

CONCLUSIONS

The study has demonstrated that the nearly 10-year isotope
monitoring in the Uhlifskd catchment delivers significant
information on how different amounts and temporal distribu-
tions of winter accumulation and release affect the subsurface
water transition and storage in mineral soil, peat and ground-
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water. It also showed that the readily available approaches such
as recharge ratios or baseflow separation can explain not only
the spatial, but also the seasonal distribution of recharge pat-
terns in a catchment. These approaches also explain why the
average 'O content in groundwater at Uhlifsk4 remains below
the "*O content in streamwater. Although the overall isotopic
composition tendency highlights the winter precipitation accu-
mulation as the principal origin of the baseflow, a detailed
examination of nine winters reveals several types of winters

characterized by individual isotopic patterns and potential water
storage for summer drought periods. Because the applied ap-
proaches require a monthly isotopic monitoring of various types
of subsurface waters, they can be presently used only in a lim-
ited number of catchments.
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Abstract: High amounts of precipitation are temporarily stored in high-alpine snow covers and play an important role
for the hydrological balance. Stable isotopes of hydrogen (6'H) and oxygen (8'*0) in water samples have been proven to
be useful for tracing transport processes in snow and meltwater since their isotopic ratio alters due to fractionation. In 18
snow profiles of two snowfall seasons, the temporal and spatial variation of isotopic composition was analysed on Mt.
Zugspitze. The 8°0 and §'H ranged between —26.7%o to —9.3%o and —193.4%o to —62.5%o in 2014/2015 and between
—26.5%o0 to —10.5%0 and —205.0%o to —68.0%0 in 2015/2016, respectively. Depth-integrated samples of entire 10 cm layers
and point measurements in the same layers showed comparable isotopic compositions. Isotopic composition of the
snowpack at the same sampling time in spatially distributed snow profiles was isotopically more similar than that ana-
lysed at the same place at different times. Melting and refreezing were clearly identified as processes causing isotope
fractionation in surficial, initial base or refrozen snow layers. For the future, a higher sampling frequency with detailed
isotopic composition measurements during melt periods are recommended to improve the understanding of mass

transport associated with snowmelt.

Keywords: Stable isotopes of oxygen and hydrogen in water; Snow profile; Snowmelt runoff; Isotope fractionation.

INTRODUCTION

In high alpine environments, meltwater from catchments
with temporary snow cover and glaciers plays an important role
for the hydrological balance and peak discharge in spring dur-
ing melt periods (Holko et al., 2011). Runoff patterns are clear-
ly influenced by the temporal storage of precipitation in the
form of snow and ice (Viviroli et al., 2003, 2011). Snow has a
high efficiency for washout of contaminants from the atmos-
phere. They can be accumulated in the snow cover and released
into surface waters in relatively short time periods after snow-
melt initiation in spring and affect water quality (e.g., Johan-
nessen and Henriksen, 1978; Kepski et al., 2016). For balancing
the water and contaminant budgets, knowledge of the snow
processes involving accumulation, metamorphism and snow-
melt is necessary. Measurements of the stable isotopes of hy-
drogen (SH) and oxygen (6*0) in water samples (in the fol-
lowing referred to as “stable isotopes”) have been proven to be
useful for tracing flow paths and transport processes in snow
since their isotopic ratio alters due to fractionation processes
(e.g., Ala-aho et al., 2017; Clark and Fritz, 1997; Juras et al.,
2016). In addition, variations in the stable isotope content in
precipitation, which are mainly influenced by rainout processes
and temperatures, are reflected in fresh snow covers (Stichler,
1987). Generally, higher summer, autumn and spring tempera-
tures correspond to higher isotope ratios in precipitation,
whereas lower winter temperatures result in lower isotope
ratios. Therefore, snow and snowmelt are depleted in heavy
isotopes. This can be traced in catchments for identifying the
impact of glacier or snow meltwater in the hydrological cycle

(Stichler and Schotterer, 2000). Furthermore, precipitation
formed at higher altitudes is usually more depleted in heavy
isotopes than at lower altitudes (Dansgaard, 1964). This was
also observed on Mt. Zugspitze (Lauber and Goldscheider,
2014). A linear §'*0 decrease of —0.2 %0/100 m was found for
the Alps (Siegenthaler and Oeschger, 1980). This altitude effect
is the result of the temperature effect combined with higher
humidity at high altitude as low temperatures and high humidi-
ty lead to pronounced fractionation (Clark and Fritz, 1997). An
altitude effect has been also observed in solid precipitation in
several studies, e.g. by Moser and Stichler (1970) or Dieter-
mann and Weiler (2013). These studies showed that the effect
is less pronounced in solid than in liquid precipitation. Howev-
er, an altitude effect has only been found in fresh snow and
snow samples from the beginning of the snow period as the
snow undergoes further fractionation processes with time. In
altered snow, isotopic signatures change due to condensation,
evaporation, sublimation, snow metamorphism, snowmelt
processes and water vapour diffusion caused by temperature
variations (e.g., Sokratov and Golubev, 2009; Unnikrishna et
al., 2002; van der Wel et al., 2011). Evaporation and sublima-
tion processes due to solar irradiance of the upper layers of the
snowpack result in enrichment of the heavy isotopes in the
snow (Moser and Stichler, 1974; Stichler et al., 2001). Water
vapour diffusion between pore spaces and snowmelt can lead to
isotopic smoothing and homogenisation (Arnason et al., 1972;
Martinec et al., 1977). In melting snow the light isotopes will
prevail in the initial runoff fractions (Stichler and Schotterer,
2000). With time meltwater becomes enriched in heavy iso-
topes as a consequence of isotopic exchange between liquid

49



Kerstin Hiirkamp, Nadine Zentner, Anne Reckerth, Stefan Weishaupt, Karl-Friedrich Wetzel, Jochen Tschiersch, Christine Stumpp

water and ice as the meltwater percolates down in the snowpack
(Taylor et al., 2001). Also external influences like wind, rain-
on-snow events (Juras et al., 2016, 2017) or ground heat fluxes
lead to isotope fractionation processes (Stichler, 1987; Stichler
and Schotterer, 2000).

Most of the previous studies analysing isotope ratios in snow
focus on the investigation of specific processes during melting
(Martinec et al., 1977; Moser and Stichler, 1974; Stichler et al.,
2001; Taylor et al., 2001; Unnikrishna et al., 2002) or compare
the isotopic composition in the snow depth profiles with iso-
topes in precipitation at the end of the winter period (Arnason
et al., 1972; Holko, 1995; Moser and Stichler, 1974). However,
it remains to be tested whether conditions affecting the isotopic
composition within the snowpack at the plot scale can be gen-
eralised to larger areas of snow accumulation in local alpine
areas. Further, the temporal variation of isotopes in the snow-
pack during the accumulation period could give more detailed
information about the potential local effects like redistribution
of snow, interim snowmelt or homogenisation processes. This
study aims (a) to characterise the temporal variation of stable
isotopes in snow profiles at the same location, (b) to identify
the spatial variability of stable isotopes in snow, and (c) to give
implications that can be drawn from the isotope fractionation
for mass transport processes in the snowpack. These objectives
were achieved by investigating snow pits at Zugspitzplatt, Mt.
Zugspitze (2962 m a.s.l.), Bavarian Alps, Germany.

MATERIAL AND METHODS
Study Site

Investigations were carried out at the so-called Zugspitzplatt,
a karstic plateau of 1500-2800 m of altitude (mean 2229 m
a.s.l.) composed of 600—800 m thick bedded limestones (“Wet-
tersteinkalk”, Ladin) with a slightly undulating relief. It is sur-
rounded by several summits and inclined to the east (Fig. 1).
The underlying layer consists of 300-400 m of marly claystone
(“Partnach-Schichten”), which serves as an aquiclude (Miller,
1962). Zugspitzplatt shows forms of glacial erosion and accu-
mulation from the Younger Dryas and of the Little Ice Age
(1550-1850). Large areas covered by frost debris are also exist-
ent (Hiittl, 1999). Abundant soil covers do not exist. At the
eastern margin of the 11.4 km? catchment, surface water infil-
trating and draining through the karst aquifer discharges at a
geological fault in the Partnach spring (1440 m a.s.l., Wetzel,
2004). The Partnach gauge (see Fig. 1), where discharge is
continuously recorded, is situated 200 m downstream and 75 m
of altitude beneath the spring. 3.5% (0.4 km?) of the catchment
is permanently covered with snow and ice (Nordlicher and
Stidlicher Schneeferner glacier, data from 2009 (Rappl et al.,
2010)). Average annual temperature on the highest summit (Mt.
Zugspitze, 2962 m a.s.l.) is —4.8°C. Between 1998-2011, in the
lower parts of the catchment (<1900 m), temperatures only
exceeded 0°C in 54 days, in the upper parts (>2500 m) in 6
days during the snow accumulation period (Weber et al., 2016).
The average annual precipitation on Mt. Zugspitze is 2071 mm
(1981-2010); mainly snow at 58% of all days and 90% of the
precipitation days per year (DWD, 2017). The variability of
snow cover duration is between 33 and 338 days (1998-2011,
Weber et al., 2016). The region is strongly wind exposed and
experiences intensive solar radiation. Wind characteristics
differ between Zugspitzplatt and Mt. Zugspitze summit, where
fresh precipitation samples were taken. Wind velocities at the
summit are approximately twice as high as at the plateau. Wind
directions are limited at the plateau, because it is surrounded by
wind-sheltering mountain ridges to the north, south and west.
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Fig. 1. Spatial distribution of snow profiles at Zugspitzplatt
(“WWE” and “ZSP”, bullets) as well as location of the meteorolog-
ical stations (squares).

Nevertheless, small-scaled turbulences lead to different local
wind fields.

Snow and fresh precipitation sampling

For the investigation of the temporal variation of stable iso-
tope contents in the snow, snow pits were dug every two weeks
(generally on the 1 and 15™ day of a month between December
2014 and May 2015 and again from January to May 2016) at
Station West (2420 m a.s.l.) on Zugspitzplatt (Fig. 1). An area
of approximately 20 m x 20 m surrounding an installed meteor-
ological station was fenced for it to protect the undisturbed
snow cover from ski tourism. The profile excavations started in
one corner at the beginning of the snow accumulation season
each year and followed a grid of 5 m x 5 m to the adjacent pro-
file each 15 days. The order of the profiles was the same in both
seasons, but the day of the first sampling was different, related
to a minimum snow depth of 50 cm. For the investigation of the
spatial variability of isotopes in snow, four profiles (labelled
with “ZSP01-04”, Fig. 1) were additionally excavated on March
14" to 16", 2016 at different remote locations on Zugspitzplatt.
The choice of sites was limited to only a few areas that are not
affected by extreme wind induced snow drift, steep slope gradi-
ents or ski tourism. All sampling locations are situated on solid
bedrock or coarse block debris without soil cover.

The time period for the sampling of ZSP01-04 was kept
short (3 days) in order to minimise strongly variable climatic
influences. It enables a better comparison of all profiles related
to their location rather than to external impact. The Zug-
spitzplatt is inclined to the east and receives sun during the
mornings. The northern parts which are exposed to the south
are illuminated in the afternoons. The locations in the south are
most often shaded, since they are shielded by the southern
mountain ridge. Wind patterns vary due to local roughness of
the relief and rapidly changing wind directions of gusts. East-
west directions dominate, even though the turbulence is high
(Risius et al., 2015). The selected locations are representing
sites with different slopes, solar and wind exposure and are
expected to give a representative distribution of stable isotopes
in the entire Zugspitzplatt catchment.

Eighteen snow profiles were excavated up to the depth of the
solid bedrock (Table 1). Snow characteristics were described in
detail according to Fierz et al. (2009). Snow layers were distin-
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Table 1. Snow profile parameters and statistics of the 6'*0 and &H values.

profile | sampling | altitude location coordinates total depth” | sampling | number of | SWE? | 60 min | 6°0 max | &'H min | &H max | SWE?-weighted | SWE?-weighted
1D date (ma.s.l.) latitude longitude (cm) interval | samples (mm) (%o) (%o) (%0) (%0) mean &0 (%0) | mean &'H (%o)

WWEO1 [2014-12-15| 2420 |[47°2422.75"N [ 10°59'00.39"E 90 layer-wise 6 3579 -21.6 —13.5 —160.1 -92.2 -16.3 —-115.0
WWEO02 | 2014-12-31 2420 | 47°24'22.75"N | 10°59'00.39"E 196 layer-wise 10 494.0 -26.7 -13.3 -193.4 | 925 —18.2 -129.8
WWEO03 [2015-02-01 | 2420 [47°24'22.75"N | 10°59'00.39"E 225 layer-wise 8 803.8 235 -13.4 | -1757 | -94.8 -20.4 -150.5
WWEO04 [ 2015-03-01 | 2420 [47°2422.75"N [ 10°59'00.39"E 221 layer-wise 6 797.8 -17.8 —14.2 —131.0 | -102.8 -16.4 -118.9
WWEQOQ5 | 2015-03-29 | 2420 | 47°24'22.75"N | 10°59'00.39"E 245 layer-wise 12 989.1 -21.1 -11.0 | -156.6 | -77.9 -16.5 -119.7
WWEO06 [ 2015-04-14 | 2420 [47°24'22.75"N | 10°59'00.39"E 319 layer-wise 10 13649 | -16.6 -10.4 | —121.1 | -68.8 -14.9 -106.8
WWEOQ7 [2015-04-30 | 2420 |[47°2422.75"N [ 10°59'00.39"E 276 layer-wise 12 1395.7 -18.1 -10.2 —1329 [ —65.3 —-16.1 —-116.1
WWEO08 | 2015-05-13 | 2420 | 47°24'22.75"N | 10°59'00.39"E 223 layer-wise 23 12033 | -20.0 9.3 —-152.3 | —62.5 -15.1 -108.3
WWEO09 [2016-01-15| 2420 [47°24'22.75"N | 10°59'00.39"E 198 layer-wise 12 570.1 -19.1 -13.7 | —-146.2 | —-103.6 -16.9 —-124.2
WWEI1O0 [ 2016-02-15| 2420 |[47°2422.75"N [ 10°59'00.39"E 280 10 28 1047.9 -24.9 -12.7 -192.9 [ -89.7 -17.6 —127.6
WWEL1|2016-03-14 | 2420 |47°24'22.75"N | 10°59'00.39"E 2609 10 26 1041.5 | -26.5 -12.1 -205.0 | —86.5 -18.3 —-134.0
WWEI2 [2016-04-01 | 2420 [47°24'22.75"N | 10°59'00.39"E 410 30 14 184329 223 -13.6 | —-173.5 | -101.8 -17.3 -130.7
WWEI13 [2016-04-16 | 2420 |[47°2422.75"N [ 10°59'00.39"E 228 30 10 1073.3 -18.9 —13.5 —140.5 | -93.5 -17.0 —125.3
WWEI14|2016-05-03 | 2420 |47°24'22.75"N | 10°59'00.39"E 270 10 29 12236 | 204 -10.5 | 1539 | —68.0 -16.4 -121.3
ZSP01 [2016-03-15| 2053 |[47°24'22.05"N | 11°00'22.07"E 290 20 15 1107.47| 242 -12.8 | —188.4 | 943 SWE ? not determined

ZSP02 [2016-03-15| 2528 [47°24'56.10"N | 10°59'06.34"E 220 20 11 807.7% | —21.7 -11.9 —159.5 | -89.5 SWE 2 not determined

ZSP03 [2016-03-16| 2446 |47°24'55.10"N | 10°59'42.67"E 230 20 12 86777 | —26.0 -12.5 | —201.9 | —93.8 SWE ? not determined

ZSP04 [2016-03-16| 2509 |[47°24'09.49"N | 10°58'38.72"E 170 20 9 628.07 | —22.8 -14.0 | -179.8 | —106.2 SWE ? not determined

! snow and profile depth above solid bedrock (no soil cover)

» SWE = snow water equivalent

) SWE taken from a contemporaneous snow profile dug by the Bavarian Avalanche Warning Service at WWE-location

4 depth of bedrock was not reached, total depth of profile is 395 cm

guished considering differences in snow texture, grain size,
roundness, hardness and water content of the snowpack. Snow
densities were determined in situ in 30 cm depth intervals (in-
dependent of layers) with a metal tube of known volume. A
spring scale was used to measure the sample weight. Snow
water equivalents (SWE) were calculated from the in situ snow
densities for each snow layer (Table 1). SWE was used to quan-
tify the amount of precipitation fallen between two sampling
dates. It is also used for the correlation of the isotopic composi-
tion in the snow profiles compared to that of fresh precipitation,
determined in samples of Mt. Zugspitze summit. Additional
data useful in the interpretation of the results were provided by
the snow pack analyser sensor (Sommer and Fiel, 2009) which
measured the liquid water content of the snowpack 10 cm
above the bedrock. Meteorological information was delivered
by four additional meteorological stations (Station North,
South, East, West, Fig. 1) that cover the entire Zugspitzplatt.

Bulk snow samples for the determination of stable isotopes
were generally taken as depth-integrated samples over the total
depth of the recorded snow layers in 2015. The thickness varied
between a few millimetres for ice layers and maximum 123 cm.
In 2016, the procedure was changed and uniform sampling
depth intervals of 10 cm layers were applied without consider-
ing the snow layering. In the profiles of April 2016 (WWEI12
and —13) snow of 30 cm layers was merged. Samples were
taken by scratching the snow from the profile walls with 100 ml
plastic vials, which were tightly sealed for storage. Icy layers
were dissected from the surrounding snow and broken into
small pieces with a knife to put them into the vials.

The isotopic composition of the snow profiles was compared
to that in fresh precipitation of the same time period. The Ger-
man Meteorological Service (Deutscher Wetterdienst, DWD)
collected daily samples of freshly fallen precipitation from the
ground at Zugspitze summit (2962 m a.s.l.) and merged them to
biweekly bulk samples (Table 2). For the amounts of precipita-
tion, SWE was continuously recorded at Station West using a
snow balance (Smith et al., 2017). Even though this method is
more prone to SWE losses/gains due to wind drift or intermedi-
ate snowmelt, assessing the solid precipitation amount at wind

exposed sites is even more difficult and imprecise when using
traditional precipitation gauges (Lundberg et al., 2016b), that
are also available at Zugspitze summit and at Station West.
Unless there is mass loss of snow due to meltwater runoff at the
snow base, as it is proven for the study site during the winter
months (see section “Snow cover and meltwater runoff devel-
opment 2014-2016 at Zugspitzplatt™), it is feasible to compare
SWE of precipitation and accumulated snowpack.

Sample pre-treatment and measurement of stable isotopes

Snow and ice samples were melted under closed conditions
within the sampling vials before analysis. Precipitation and
melted snow samples were analysed for 8°0 and O'H ratios
using laser spectroscopy (Picarro L2120-i). A two point calibra-
tion with laboratory reference material calibrated against
VSMOW-SLAP (Vienna Standard Mean Ocean Water-
Standard Light Antarctic Precipitation) scale was used. Each
sample was measured up to nine times. Precision of the instru-
ment (16) was better than 0.15%0 and 0.6%o for 6'*0 and &'H,
respectively. Results of stable isotope compositions in precipi-
tation and snow are presented as the ratio of isotopes (Ryampre),
given in the delta notation as &value (%o), which is the relative
deviation of the sample from a standard (Ru4ara):

_ Rsample — Rstandard

0 (%o) = -1000
Rstandard

All samples were referenced to the VSMOW-SLAP scale.
More details about measurement techniques and principles of
isotope hydrology are given by IAEA (1983), Wassenaar et al.
(2014) and Leibundgut et al. (2009).

For the comparison of the stable isotopic composition be-
tween precipitation samples taken at Zugspitze summit (2962 m
a.s.l.) and snow samples of Zugspitzplatt (2420 m a.s.l.) an
altitude correction factor was introduced accounting for the 542
m elevation difference. From comparison of measured stable
isotopes in mainly solid precipitation sampled at the summit
with samples at Hoher Peilenberg (988 m a.s.l.) between 2014—
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2015 an altitude correction factor of —0.12%0/100 m for &0
and of —0.78%0/100 m for §H was determined (not part of this
study, personal communication C. Stumpp). Accordingly, cor-
rections of +0.65 %o and +4.23 %o were applied to the measured
&%0 and &H ratios for fresh precipitation at Mt. Zugspitze
summit, respectively, to compare them with the isotopic com-
position of snow at Zugspitzplatt (Table 2).

Craig (1961) observed that the 80 and &'H values of pre-
cipitation that has not been evaporated are linearly related by
OH =28 §%0 + 10, known as the "Global Meteoric Water Line"
(GMWL). The slope and intercept of a "Local Meteoric Water
Line" (LMWL), which is the line derived from precipitation
collected from a single site, can be significantly different from
the GMWL. In this study, LMWL were calculated from the
precipitation samples applying an ordinary least squares regres-
sion according to Hughes and Crawford (2012) with the equa-
tion O'H = a 6"*0 — b. With the same method also dual isotope
regression lines were calculated for the snow samples using
mean snow water equivalent (SWE)-weighted values of all
isotope ratios. Parameters for the two lines were compared and
discussed. Deuterium (d)-excess was calculated as d = OH —
8 80, and used in identification of water evaporation and
comparison of isotopic composition of precipitation at Mt.

Zugspitze and other German stations. Evaporated water typical-
ly plots below the meteoric water line along lines that intersect
the MWL at the location of the original unevaporated composi-
tion of the water.

RESULTS
Snow cover and meltwater runoff development 2014-2016
at Zugspitzplatt

The measured snow parameters at Station West
(“Wetterwandeck™) since 2012 revealed that there was almost
no mass loss of snow during the winter months from November
to April, as shown for the winters 2014/2015 and 2015/2016 in
Fig. 2. This means, the altitude and recent meteorological
conditions at this site induced a continuous accumulation of
snow and prevented meltwater runoff at the snow base during
the winters. However, surface melting and snowpack
compaction certainly occurred. Fig. 2 shows the daily means of
snow height, snow water equivalent (SWE), density and liquid
water content at the snow base at Station West in the snowfall
seasons 2014/2015 and 2015/2016. The corresponding water
discharge, recorded at the Partnach gauge (1365 m a.s.l),
initiated in late April in both years.

Table. 2. Precipitation amount and altitude-corrected isotopic composition of precipitation measured at Mt. Zugspitze summit (2962 m a.s.L.).

sampling date amount %0 o FH conr d-excess accumulated weighted mean
from to (mm) (%0) (%o0) (%o0) 30 com. (%0) FH corr. (%0)
2014-10-17 2014-10-31 159.1 —11.0 —69.1 18.9 -11.0 —69.1
2014-11-01 2014-11-16 40.4 —18.0 —132.1 11.8 —12.4 —81.8
2014-11-17 2014-11-30 23.1 -14.9 —112.6 6.8 —12.7 —85.0
2014-12-01 2014-12-16 15.6 —13.4 -92.4 14.8 —12.7 —85.5
2014-12-17 2014-12-31 190.9 -22.7 —174.1 7.6 —17.2 —124.9
2015-01-01 2015-01-16 108.5 -12.0 -87.4 8.8 -16.1 -1174
2015-01-16 2015-01-31 140.2 -19.9 —148.3 11.2 -16.9 —123.7
2015-02-01 2015-02-16 69.3 —16.0 -112.9 15.4 —16.8 —122.7
2015-02-16 2015-02-28 229 -19.6 —145.7 11.3 -16.9 —123.4
2015-03-01 2015-03-16 158.9 —12.3 —89.4 9.3 —16.1 —117.6
2015-03-16 2015-03-31 79.5 —12.2 —83.6 14.0 —15.8 —114.9
2015-04-01 2015-04-16 180.0 —12.5 -91.1 9.3 —15.3 —111.3
2015-04-16 2015-04-30 17.8 —13.1 -95.7 9.5 —15.3 —111.1
2015-05-01 2015-05-16 40.8 -15.9 —1184 8.4 —153 -111.3
2015-11-17 2015-11-30 182.1 -20.4 —155.1 8.1 -20.4 —155.1
2015-12-01 2015-12-16 43.3 —14.2 -101.3 12.0 —19.2 —144.8
2015-12-17 2015-12-31 24.8 -12.6 —87.2 13.7 —-18.5 —139.1
2016-01-01 2016-01-15 2153 -17.7 —130.1 11.6 —18.2 —134.9
2016-01-16 2016-01-31 141.8 —17.4 —122.7 16.6 —18.0 —132.1
2016-02-01 2016-02-15 200.2 —14.3 —104.2 10.2 ~17.1 —125.2
2016-02-16 2016-02-29 129.4 —19.0 —146.9 5.4 -17.3 —128.2
2016-03-01 2016-03-16 55.6 -17.0 —129.6 6.1 -17.3 —128.3
2016-03-17 2016-03-31 35.1 —12.0 -96.2 0.2 -17.1 —127.2
2016-04-01 2016-04-16 38.5 —10.2 —71.4 10.3 -16.9 —125.1
2016-04-17 2016-04-30 109.3 -13.3 —100.3 6.2 —16.6 —122.8
2016-05-01 2016-05-16 184.4 —11.0 —80.2 7.8 —15.8 —117.1
2016-05-17 2016-05-31 199.0 —8.3 —55.9 10.2 —14.8 —109.2
1400 A 7
-=--Snow water equivalent
—Snow height

1200 - - -Snow density
----- Liquid water content

—Discharge
1000

Snow density (kg m'3)

200

Snow water equivalent (mm) = Snow height (cm) =

Fig. 2. Records of daily mean snow parameters
for the total snow cover at Station West, Zug-
spitzplatt and water discharge at Partnach spring
for the seasons 2014/2015 and 2015/2016. Lig-
uid water contents and displayed densities were
measured by the snow pack analyser sensor in
the snow 10 cm above the bedrock.

Liquid water content (%) * Discharge (m3s?)
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The accumulation of snow during the winter months was
represented in the continuously increasing amount of water in
the snow (SWE). In contrast, the snow height sometimes de-
creased due to snow compaction and partial melt which coin-
cided with an increase of snow density. Meltwater runoff dur-
ing these periods can be precluded, because no mass loss was
observed on the snow balance. In 2015, the beginning of melt-
water saturation at the snow base was on March 11", accompa-
nied with increased liquid water contents and snow density. On
May 3", snowmelt runoff at the bottom of the snowpack began.
The strongest melt period was in early June after an intermedi-
ate period of frost and snowfall between May 19"-27". In
2016, water saturation at the snow base began on April 12",
and again on May 6" with increasing density and liquid water
contents. Runoff at the snow base started on May 9". A next
peak of meltwater runoff occurred on May 21* and comple-
mented in continuous runoff from the first week of June on.

Temporal variability of stable isotope composition of snow
at Zugspitzplatt

The total snow water equivalent (SWE) of the winter season
2014/2015 in the profiles at Station West continuously in-
creased until end of April and afterwards decreased due to the
beginning of snowmelt runoff (Figs. 2 and 3). Snowmelt was
accompanied by mean air temperatures of 0.2-9.1°C, recorded
at Station West between May 1% and 13", 2015. SWE in the
snow profiles and corresponding amounts of fresh precipitation
did not always match, likely due to the difference in altitude
and wind patterns between the sampling locations. 'O isotope
ratios (and O'H in brackets) ranged between —26.7%o in Decem-
ber 2014 (—205.0%0 in March 2016) and —9.3%0 (—62.5%0) in
May 2015. The depth distribution of stable isotopes, given in
60 values in Fig. 3, is heterogeneous, variable over time, and
does not follow the expected distribution. In recent snow an
isotopic distribution with lower &°O values during the winter
months and higher ones in spring and autumn would be ex-
pected, similar to the seasonal input signal in precipitation.
However, in the first two profiles (WWEO1 and WWEO02) of
the snow accumulation period 2014/2015, isotopes in the snow
samples were most similar to the precipitation values neglecting
differences in SWE.

Layers of freshly fallen snow with low densities, as observed
during the profile descriptions, were represented by low &°O
values, as for example in the surficial layers of WWEO04 and

WWEO7 (Fig. 3). Distinct minima in the uppermost half of the
December 2014 profiles (WWEO1 and —02) corresponded to
cold periods under changing air mass directions. Low &°O
values (<-21.6%o0 and <-25%o) after several icy days (<—10°C)
also between December 26" and 30", 2014 (see WWE02).
From April on, isotopes measured in the surficial snow layers
always had higher values compared to fresh precipitation sam-
ples (WWE06-08).

The total SWE in the profiles of the winter 2015/2016 at Sta-
tion West (Fig. 4) continuously increased until the end of March.
Afterwards it massively decreased by more than 600 mm due to
the beginning of snowmelt with recorded mean air temperatures
about 4°C between May 8" and 11", 2016. A comparably large
decrease in SWE was not observed on the snow balance (Fig. 2).
Isotopic composition of snow and precipitation showed different
isotope ratios over time. 8'*0 ranged between —26.5%o (March
2016) and —10.5%0 (May 2016). Surprisingly, in snow profiles
from April on (particularly WWE13, Fig. 4) the isotopic compo-
sition of snow was in accordance to the isotope ratios measured
in precipitation, except for an enrichment of isotope ratios at the
snow base. In contrast to the previous year, no pronounced
enrichment compared to precipitation was found at the top of the
snow profile at the end of the accumulation period. Still, the
highest isotope values (—10.5%0) were measured in the top layer
of the last snow profile (WWE14).

For both investigated years depth distributions of stable iso-
topes in the snow were strongly variable over time. Comparing
consecutive sampling events, isotopic composition was differ-
ent in the newly dug profiles, except for the period between
profiles WWE10 and WWE11, where the isotopic distribution
in the snow nearly stayed constant over four weeks in Febru-
ary/March 2016. It should be kept in mind that different sam-
pling depth intervals and changes in snow density have to be
considered in the interpretation. Larger sampling depth inter-
vals lead to an apparent homogenisation (e.g. WWEQ7).

Spatial variability of stable isotopes in snow profiles at
Zugspitzplatt

Air temperatures during the sampling of ZSP01-04 within 3
days in March 2016 were between —15—-0°C. Two short precipi-
tation showers (<1.3 mm) occurred on the 14" evening and the
15" within two hours after noon. Otherwise it was sunny. Snow
depth was about 260 cm at Station West. Measured snow water
equivalent was 950 mm. Wind intensities were below 5 m s,

53



Kerstin Hiirkamp, Nadine Zentner, Anne Reckerth, Stefan Weishaupt, Karl-Friedrich Wetzel, Jochen Tschiersch, Christine Stumpp

-30 25 -20 -15 -10 -30 25 -20 -15 -10 -30 -25 -20 -15 -10

2016-01-15 ——— Precipitation | 2016-02-15 2016-03-14

WWE09 —— Snow profile | WWE10 WWE11

1600 - [ 1600

1200 - 1200
800 4 [ 800

400 4 [ 400

2016-04-16 2016-05-03

WWE13 WWE14

1600 [ 1600

Snow water equivalent (mm)

1200 [ 1200

800 [ 800

400 [ 400

T T T T T T T T
-30 -25 -20 -15 -10 -30 -25 -20 -15  -10

5180 (%)

Fig. 4. Temporal variability of altitude corrected 6'°0 contents in
precipitation and in the snow samples of the winter season
2015/2016 at Station West, Zugspitzplatt. The arrow marks one
determined ice layer. Later in the year, the thickness of the investi-
gated ice layers was too small to accurately separate them as indi-
vidual samples.

-30 -25 -20 -15 -10 -30 25 -20 -15 -10 -30 -25 -20 -15 -10

2016-03-14 ——- Precipitation | 2016-03-15 2016-03-15

WWE Snow profile | zspo1 ZSP02
1600 1 I 1600

1200 1200

800 Feoo @
o

]

400 Lao §
8

o

2

o

-]

0 0 5
2016-03-16 2016-03-16 3

1600 | ZSP03 ZsP04 L oo 8

3

1200 F1200 =

- I 800
! I 400
=
8 T —- 0

Fig. 5. Spatial variability of altitude corrected 6'*O contents in
precipitation and in snow samples collected at different locations at
the Zugspitzplatt (see Fig. 1).
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Fig. 6. Spatial variability of 60 contents of selected snow profiles
of March 15™/16™, 2016 at remote locations on Zugspitzplatt.
Despite different expositions, the patterns of stable isotope stratifi-
cation in the profiles are similar.

except for a windy period with northeasterly gusts up to
10 m s™' during the snowfall event on March 15", Snow water
equivalents (SWE) in the fresh precipitation samples differed
from those measured by the snow balance indicating loss
(ZSP02-04) or gain (WWEI11 and ZSP01) in the local profiles
compared to precipitation. Despite different locations of the
snow pits and different external influences, a similar trend of
the depth gradient of the isotopic composition in the snow
profiles ZSP01-04, dug in the same week, could be observed.
All profiles taken in March 2016 fall into the range of isotope
values that would have been expected from isotope measurements
in precipitation (Fig. 5). In the deeper parts of the profiles (up to
600 mm SWE) the depth distribution of the &°O ratios in snow
followed the same trend (Fig. 6) towards higher values in the base
layers compared to fresh precipitation (Fig. 5), and lower ones in
the layers at about 400 mm SWE. Similarity of spatially differ-
ent profiles taken at the same time was higher compared to
similarity of the same location sampled at different times.

DISCUSSION
Variability of snow water equivalents at Zugspitzplatt

Deviations of maximum 365 mm in ZSP04 between the de-
termined snow water equivalents (SWE) in the snow profiles
and precipitation were found (Fig. 5, Tables 1 and 2). This
concerns profiles taken at the same time but at different loca-
tions (up to 2.5 km distance) emphasizing the importance of local
conditions on the snow accumulation (e.g. relief, wind, Lundberg
et al., 2016a). Deviations can be explained by the different sam-
pling locations at Zugspitzplatt in different altitudes, expositions
and wind regimes. Consequently, different amounts of SWE
between the profiles must be attributed to the undulating relief
with small wind-protected troughs in which snow accumulated
and was preserved, whereas in wind-exposed positions mainly
fresh and dry snow was removed. Huge variability of average
SWE (1998-2011) at Zugspitzplatt with three times higher
SWE in the west than at its eastern margin was also found by
Weber et al. (2016). These variations were linked to annual as
well as long-term variations in meteorological/climatological
conditions.

In addition to these differences at the larger scale, the differ-
ence in SWE between the WWE profiles at Station West and
the adjacent snow balance was even larger in one case (max.
857 mm in WWE12). In general, lower SWE were determined
by the snow balance. This leads to the assumption that besides
measurement uncertainties of the device considerable loss by
wind drift or snowmelt on the snow balance occurred since the
onset of the snow accumulation period. Consequently, the
influence of snow redistribution is important not only on the
large scale but also on the local plot scales.

Comparison of isotope values in snow depth profiles and
precipitation

Comparing the isotopic composition of the snow profiles,
the different depth intervals used in this study have to be con-
sidered. Larger sampling depth intervals automatically resulted
in an apparent decrease in variability compared to smaller in-
tervals. The same applied to precipitation sampling representing
average values for biweekly integrative samples. Consequently,
differences in isotope values of individual precipitation events
might still have been visible in snow profiles with high resolu-
tion depth intervals, but could not be distinguished in the bulk
precipitation sample. Still, the overall weighted isotope compo-
sition should be similar.
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Applying a sampling depth interval of 10 cm as performed
in 2016, the difference between taking depth-integrated mixed
samples of the entire layer or selective point snow samples
(horizontal penetration in the middle of each snow layer to fill
the vials) in an additional profile close to Station West on Feb-
ruary 24" 2016 is shown in Fig. 7. Obviously, the results of
both methods do not differ significantly, but will most likely be
higher when using more coarse sampling resolution.

In an "O/H diagram (Fig. 8), all samples from the snow
profiles plot close to the Local Meteoric Water Line (LMWL)
with a mean of 'H = 8.08 6"*0 + 11.46 for both winter seasons
2014/2015 and 2015/2016. The intercept and slope, as well as
the d-excess (10.2%o), are higher compared to other stations in
Germany (Stumpp et al., 2014), but still are in the range of
other high alpine stations (Rank and Papesch, 2005). The slopes
of the snow sample regression lines for both years (8.11 and
7.83) are lower compared to the precipitation LMWL indicating
that evaporation or sublimation effects caused isotope frac-
tionation. The data points that lie below the precipitation
LMWL belong to samples that underwent sublimation and
evaporation processes at the snow surface during prolonged
periods of sunshine, resulting in enhanced snow metamor-
phism. Still, isotope fractionation effects should be of minor
relevance in high alpine regions during periods of high humidi-
ty in winter (Stichler et al., 2001). Such periods frequently
occur due to cloud coverage of Mt. Zugspitze, but can become
more relevant during foehn events with extremely low relative
humidity.

With some exceptions (e.g. WWE13 and ZSP01), the poor
conformity of isotopic composition in snow and precipitation
seems -not solely- to be attributed to processes within the snow,
but also to snow redistribution by the wind. The importance of
wind drift on snow transport and redistribution at Zugspitzplatt
has been shown earlier (Bernhardt et al., 2012). Seasonal evolu-
tion of volume weighted means of 8'°0 of snow (weighted by
SWE) and accumulated precipitation (weighted by precipitation
amount) as well as the calculated d-excess are shown in Fig. 9.
The weighted means of isotopic composition of snow and pre-
cipitation are also given in Tables 1 and 2. Particularly for the
d-excess, deviations between snow and precipitation can be the
result of uncertainties due to the altitude correction of the pre-
cipitation data. The ¢'*0 means in precipitation and snow pro-
files converge over time. Some values of single snow profiles
(e.g., February 1st, 2015) clearly deviate from the precipitation
data, possibly due to higher ice contents or snow drift at specific
times of the year. Nevertheless, throughout the winter season
the mean isotope signature of winter precipitation is well pre-
served in the mean of the last snow profiles. It suggests that
local deviations measured at individual times are averaged out.
The overall conformity shown in Fig. 9 lets us to believe that
the comparison of the isotopic composition of precipitation and
snow is reasonable after altitude correction.

Temporal variability of stable isotopes in snow at
Zugspitzplatt

Looking at the temporal variability of stable isotopes in the
snow profiles, processes within the snowpack and processes
caused by redistribution can be distinguished in more detail. At
the snow base lower isotope ratios were found in snow com-
pared to precipitation in winter 2014/2015 and vice versa in
winter 2015/2016. This may be due to unknown deposition or
melting processes before or after the snow accumulation period,
indicated by fluctuating amounts of snow water equivalents
(SWE). Melting at the snow base due to ground heat flux from
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Fig. 7. 6*0 values in an additional snow profile close to Station
West: Differences between the sampling methods of bulk samples
(line) and point source samples (bullets).
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Fig. 8. Dual isotope plot for all snow samples of the seasons
2014/2015 and 2015/2016 with linear regression lines and the
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the same samples in the seasons 2014/2015 and 2015/2016.

the still warm bedrock in November each year could have re-
sulted in the removal of light isotopes from the initial snowpack
and thus to an enrichment of heavy isotope ratios in the remain-
ing snowpack (compared to precipitation). In contrast, when
melting was induced by solar radiation at the top of the snow-
pack, the light isotopes of the melting snow could have refrozen
within deeper snow layers or accumulated at the base above
frozen ground. Here, they do not necessarily have left the
snowpack, as observed in autumn 2014. The determined high
density of the lowermost layer of WWE03 (514 kg m™) and
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extremely low 6'*O can be explained in this context by a refro-
zen highly water-saturated base layer.

Melting processes were not only of importance at the begin-
ning and at the end of the snow accumulation. They also caused
changes of the snow and the isotopic composition throughout
the winter period. Icy layers formed when snow was exposed to
the atmosphere during pronounced sunny periods. Partial
snowmelt began, before the layer was covered by subsequent
snowfall again. Melt and subsequent nocturnal refreezing or
following frost periods decrease condensation temperatures and
lead to grain coarsening and ice formation (Nakawo et al.,
1993). If icy layers were present in the profiles, they were rec-
orded and separately analysed for isotopes, too. They are
marked by arrows in Fig. 3 and 4 and usually show slight devia-
tions of isotope ratios to higher values, but do not significantly
differ from the bulk snow. As described earlier, the formation
of ice due to melting or refreezing of meltwater can be distin-
guished by the isotopic composition because percolating melt-
water preferentially removes light isotopes (Taylor et al., 2001;
Zhou et al., 2008). If isotope values of the icy layers were high-
er compared to the surroundings, it is more likely that melting
was initiated at the top of the snowpack and these layers were
the remainder of the top layer (see e.g. the thin layers in a depth
of 319 mm SWE in WWEO2 or in 959 mm SWE in WWEOQS5,
Fig. 3). In contrast, if isotope values of the icy layers were lower
compared to the surroundings, it is more likely that melted water
re-froze within the profile (see e.g. in a depth at 1154 mm SWE
in WWEOS (Fig. 3) or at 478 mm SWE in WWE14 (Fig. 4)).

Melting processes, but also vapour diffusion within snow
profiles result in a homogenisation of the snow isotopic compo-
sition in the snowpack (Stichler, 1987), which was also ob-
served in the present study. This is evidenced by a reduction in
amplitudes of the 6O ratios in the course of the year, e.g.
when comparing WWE10 and WWE14 having similar depth
intervals. In addition, both profiles of the end of the accumula-
tion period (WWEO08, WWEO014) have a distinct isotopic distri-
bution with high values at the top decreasing to lower values at
the base. This was caused by the percolation of isotopically
light meltwater through the profile and exchanging isotopes
with the ambient snow. In such cases, the stable water isotopes
can be used as tracers for mass transport in a snow profile,
since it is proven that contaminants deposited as single layers
on top of a snowpack will be released within the first portions
of meltwater (Bales et al., 1989; Hiirkamp et al., 2017; Juras et
al., 2016, 2017). The beginning of meltwater percolation in the
snowpack was also recorded by an increase of liquid water
contents detected by the snow pack analyser and the loss of
mass after onset of runoff, determined by the snow balance
(Fig. 2) during the same time interval in beginning May 2015
and 2016. The transport within the snowpack was associated
with the percolation of liquid water and first initiates after the
snow became ripe, this means isothermal at 0°C. In future, it
would be worth to also study in more detail the isotopic compo-
sition during melting. By comparing snow depth profiles with
the isotopic composition of meltwater over time not only under
controlled conditions (Moser and Stichler, 1970) or in models
(Ala-aho et al., 2017) but also in the field, we can improve the
understanding of isotope transport within the snowpack. Also
local influences on isotope fractionation, such as rain-on-snow-
events (Juras et al., 2016, 2017; Wiirzer et al., 2017) could be
better traced. Here, weighable snow lysimeters would help to
regularly collect snowmelt (Riicker et al., this issue).

What has been mentioned earlier, and what was most unex-
pected, was the poor similarity of the isotopic composition in
snow between the consecutive snow profiles (Fig. 3 and 4). The

only case where the isotopic distribution pattern in snow nearly
stayed constant over four weeks in February/March 2016 is
apparent in the profiles WWE10 and WWEL1 (Fig. 4). During
this period the mean air temperatures were about 3°C lower
(=7.5°C) and relative humidity 12% higher than in the follow-
ing period between the excavations of WWE11 and WWE12. It
indicates better snow conservation and less metamorphism
processes. In contrast, high similarity of isotope depth profiles
over time were found from daily, weekly or biweekly sampling
of snowpack in the Western Tatra Mountains, Slovakia (Holko,
1995), Hokkaido, Japan (Hashimoto et al., 2002; Zhou et al.,
2008) or in the Sierra Nevada, USA (Unnikrishna et al. 2002).
Even in a previous study at the Zugspitzplatt, sampling of snow
profiles between January and July 1972 showed rather stable
snow isotope depth profiles over time (Moser and Stichler,
1974). It remains unknown whether differing weather condi-
tions, the shorter sampling time intervals or the fact that they
always took their samples from the same snow pit could be the
reason for the better recovery of the temporal isotopic variation
in the snow 1972. In the present study, new snow pits were dug
to avoid isotope fractionation in the old depth profiles. In fu-
ture, it needs to be tested whether shorter time intervals with
similar sampling strategies would give more information about
the causes of lacking temporal similarity.

Spatial variability of stable isotopes in snow at
Zugspitzplatt

In contrast to the WWE profiles, the isotopic composition of
all ZSP profiles was comparable; despite their rather large
distances (up to 2.5 km) to each other. Even similarity between
the depth gradients of snow and precipitation isotope composi-
tion existed; compressed or stretched for some ranges of snow
water equivalents (SWE) though. Best agreement of isotope
ratios of snow and fresh precipitation showed the profile ZSPO1
(Fig. 5). It was the easternmost profile which was located at the
lowest altitude (~ 2000 m a.s.l.) at the entrance to the Reintal
valley. It is likely that snow metamorphism due to insolation
and the alteration of the isotopic snow composition were less
pronounced in this area due to cold air streams in the valley,
frequent cloud coverage and fog. Therefore, initial isotopic
signals remained in the snow.

ZSP02 and -03 profiles contained one and ZSP01 two layers
with higher isotope values (>-15%0) in a range between
600-700 mm SWE (Fig. 5). When looking at the precipitation
data for dating these layers, they corresponded to periods of
sunshine and ambient temperatures above 0°C between January
25" and February 3" and on February 21°/22", 2016. During
these days snow surface temperatures rose to isothermal 0°C,
inducing high evaporation and sublimation rates as well as
initiation of snowmelt. It is possible that the melted water infil-
trated and was represented by the light isotopes in the layer at
about 400 mm SWE. Certainly, ZSP01 and ZSP04 were influ-
enced by gains and losses of mass when looking at the SWE.
Strong wind periods that were detected on February 1%, 10™ and
20" —22™ 2016 at all four meteorological stations (wind inten-
sities up to 18 m s and gusts up to 30 m s ') can explain the
low SWE compared to precipitation in profile ZSP04 and the
gains at other locations (WWE11 and ZSP01).

Holko et al. (2013) found a high spatial variability in the iso-
topic composition of the snow cover during a snow-poor winter
2011 in northern Slovakia. For thin snow covers in Canadian
Prairies, the same was investigated by Pavlovskii et al. (2017).
According to Dietermann and Weiler (2013), the spatiotem-
poral isotopic distribution in a snowpack is strongly dependent
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on the exposition, altitude and day in the year. Distinct spatial
variability was also found for north and south-facing slopes in
the Austrian Oetztal Alps (Schmieder et al., 2016), especially
during the early melt season. In our study it remains difficult to
distinguish the role of exposition or altitude (e.g. by comparing
weighted isotopic averages), because the water balance is
strongly influenced by the redistribution of snow within the
study area. Stichler and Schotterer (2000) emphasised that
particularly in summit regions of the Alps, redistribution and
partially removal/accumulation of snow are the main processes
influencing the isotopic composition of the snowpack or even
glaciers. All studies point out the need of isotope measurements
in each stage of hydrologic pathways for their use as tracers for
transport processes concerning snowmelt runoff.

CONCLUSIONS

Eighteen snow pits in the hydrologic catchment of the
Partnach creek, draining the Zugspitzplatt, were dug and sam-
pled for the determination of temporal and spatial variability of
the stable water isotopes in the snow. The temporal variability
of the isotopic composition in 14 snow profiles of the seasons
2014/2015 and 2015/2016 at Station West at a small scale was
extremely pronounced despite close proximity of the profiles,
indicating complex processes happening in the snowpack. This
can be either due to redistribution of snow between the biweek-
ly sampling campaigns or due to processes causing changes of
isotope ratios within the snow profile. Both are likely because
changes and non-uniformity of snow water equivalents indicat-
ed snow gains and losses. In addition, recorded strong wind
intensities and low temperatures support the argument of en-
hanced wind drift. Spatial variability of isotopic composition of
snow layer samples at the same time but at different locations
was much smaller than the above mentioned temporal. Melting
and refreezing were clearly identified processes that caused
isotope fractionation. Surficial, initial base or refrozen layers
could be distinguished by the isotopic content. Isotope ratios
were heavier compared to the surrounding layers due to the
release of isotopically light meltwater or were lighter due to
meltwater enrichment, respectively.

In future it would be necessary to measure with higher tem-
poral frequency, because the similarity of isotopic composition
between the biweekly sampling dates was low. It is recom-
mended to stay with higher resolution depth profiles (e.g. 10 cm
sampling depth intervals, ideally at concurrent consideration of
the snow layering) to also get information about potential ho-
mogenisation throughout the winter period caused by vapour
diffusion or melting. Due to large spatial differences and the
dissimilarity between isotopes in snow and in precipitation, it
remains to be studied how this will effect larger catchment
modelling, where values from precipitation are available. In the
future, also weighable snow lysimeters would help to get better
information about changes of the snow water equivalent over
time and at the same time the melting water could be collected
to measure changes in isotopes and any other potential contam-
inants released due to the snowmelt.
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Abstract: Large-scale forest dieback was reported in recent decades in many parts of the world. In Slovakia, the most
endangered species is Norway spruce (Picea Abies). Spruce dieback affects also indigenous mountain forests. We ana-
lysed changes in snow cover characteristics in the disturbed spruce forest representing the tree line zone (1420 m a.s.l.)
in the Western Tatra Mountains, Slovakia, in five winter seasons 2013—2017. Snow depth, density and water equivalent
(SWE) were measured biweekly (1012 times per winter) at four sites representing the living forest (Living), disturbed
forest with dead trees (Dead), forest opening (Open) and large open area outside the forest (Meadow). The data con-
firmed statistically significant differences in snow depth between the living and disturbed forest. These differences in-
creased since the third winter after forest dieback. The differences in snow density between the disturbed and living for-
est were in most cases not significant. Variability of snow density expressed by coefficient of variation was approximate-
ly half that of the snow depth. Forest dieback resulted in a significant increase (about 25%) of the water amount stored in
the snow while the snowmelt characteristics (snowmelt beginning and time of snow disappearance) did not change much.
Average SWE calculated for all measurements conducted during five winters increased in the sequence Living < Dead <
Meadow < Open. SWE variability expressed by the coefficient of variation increased in the opposite order.

Keywords: Snow characteristics; Forest dieback; Norway spruce; Mountains; Degree-day model.

INTRODUCTION

Forest significantly influences the hydrological cycle
(Bredemeier et al., 2010; Jewitt, 2005; Mracek and Kre¢mer,
1975). Part of precipitation intercepted by the forest is evapo-
rated back to the atmosphere (Chang, 2006). Interception also
changes the spatial distribution of precipitation under the cano-
py (e.g. Bartik et al., 2016; Holko et al., 2009; Lundberg et al.,
1998). On the contrary, horizontal precipitation captured by the
forest can represent an important component of the water and
hydrochemical balance (Elias et al., 1995; Fisak et al., 2001;
Mind’a$ and Skvarenina, 1995). Moreover, forest significantly
affects precipitation partitioning into overland and subsurface
flow through its influence on the soil (Gomoryova et al., 2013;
GOmoryova et al., 2017; Stahli et al,, 2011). Hence, forest
change has manifold hydrological consequences, the effects of
which are not easy to predict in detail (Bredemeier et al., 2010;
Michalova et al., 2017; Rogger et al., 2017).

Forest affects also the snow accumulation and melt. The dif-
ferences in snow characteristics in the forest and in nearby open
areas have been observed for more than a century (e.g. Church,
1914). A number of studies compared snow in the forest and
forest clearings or specifically addressed the influence of forest
management practices, i.e. direct human interventions (e.g.
Andreson, 1963; Ellis et al., 2010; Garstka et al., 1958; Golding
and Swanson, 1986; Kittregde, 1953; Koivusalo and Kokonen,
2002; Kuusisto, 1980; Mayer et al., 1997; Stahli et al., 2000;
Swanson and Golding, 1982; Troendle and King, 1987; Zeleny,
1971). The results of empirical studies of changes in forest
cover and associated changes in snow accumulation and abla-
tion rates were reviewed by Varhola et al. (2010). More recent
studies addressed also the effects of forest dieback, i.e. natural
disturbances, on snow characteristics. They used measured data
or modelling to study the effects of dieback caused by bark
beetle or forest fires (e. g. Bartik et al., 2014; Boon, 2012;

Harpold et al., 2014; Jenicek et al., 2018; Perrot et al., 2012;
Pugh and Small, 2012).

Large-scale forest disturbances were recently reported in Eu-
rope (Mezei et al., 2014, 2017; Seidl et al., 2011) and a number
of authors have pointed out the hydrological consequences of
forest dieback (e.g. Adams et al., 2012; Vido et al., 2015; Win-
kler et al., 2014). In Slovakia, forests cover approximately 40%
of the country. Extensive areas of Slovak forests were recently
affected by dieback as well (Grodzki et al., 2006; Jakus et al.,
2011). Norway spruce (Picea Abies (L.) Karst.), the most abun-
dant coniferous tree in Slovakia (about 26% of all forest tree
species), is one of the most endangered species, especially
owing to its high sensitivity to increasing air temperature. Die-
back does not occur only in areas where spruce was introduced
by people. It is documented also in indigenous mountain forests
(Janda et al., 2016; Parobekova et al., 2016) and in areas which
were until now relatively less affected by human activities
(Fleischer et al., 2017). Because such forests often occur in
headwater catchments, their change can influence snow accu-
mulation and melt and consequently runoff formation and dis-
charge regimes in downstream areas. Understanding the local
effects of such changes on snow accumulation and melt re-
quires studies based on local data measured over a long time.

This article presents the results of measurements of snow
depth, density and water equivalent from the highest part of the
Carpathian Mountains during five winters. It differs from pre-
vious studies in that the measurements were conducted over the
entire winter seasons with a relatively high frequency (approx-
imately every two weeks). The overall objective of our study is
to analyse the influence of the mountain spruce forest dieback
on snow accumulation and melt. The article is organised so that
we first compare snow characteristics and their variability at
sites with different land cover (living and disturbed forest,
forest opening and a large open area outside the forest). Then
we evaluate the influence of different stand characteristics (land
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use) on snow accumulation and melt. The results could be
useful in the assessment of regional snow cover development in
similar snowmelt dominated headwater catchments affected by
forest dieback.

MATERIAL AND METHODS
Study area

The study was conducted at research plot Cervenec
(49.183617°N, 19.641944°E, elevation 1420 m a.s.l.) in the
Western Tatra Mountains, northern Slovakia. The plot is locat-
ed in the Jalovecky creek catchment which is the subject of
long-term hydrological research devoted also to snow cover
(Holko and Kostka, 2010). The bedrock at the research plot is
formed by limestone, marlstone, claystone and dolomite. The
soil is classified as Cambisol and has high stoniness (Hla-
vacikova et al., 2016). The forest at the plot is representative of
the tree line zone in the highest part of the Carpathian Moun-
tains. Although the forest at the plot was significantly affected
by human activities in the past, today it is classified as domi-
nantly natural (Celer, 2013). It is composed solely of Norway
spruce. The age of the trees is more than 130 years (Orenak et
al., 2013). Places with sparse density of the forest are over-
grown with rowan (Sorbus aucuparia L.). The understory is
represented by bilberry (Vaccinium myrtyllus L.); raspberry
(Rubus idaeus L.) occurs in the open area. Part of the forest died
in summer 2012 as a result of the bark beetle (Ips typhographus
L.) outbreak. Branches of the dead trees are covered with lichen
“tree moss” (Pseudevernia furfuracea (L. Zopf.).

Data

Snowpack measurements in the open area and in the forest
have been conducted since the 1990°s (Holko et al., 2009). The
results presented in this article are based on data from the new
snow courses established after the forest dieback since winter
2013. We present data from five winters (2013-2017). A “win-
ter” is defined as the period from November through the fol-
lowing May. For example, winter 2013 is represented by data
measured from November 2012 until May 2013.

The snow courses are located in the living forest (hereafter
denoted as ,,Living*), disturbed forest with dead trees (Dead),
forest opening (Open) and in the large open area outside the
forest (Meadow). The size of the forest opening is 1H — 2H,
where H is tree height. Snow depth (SD) and water equivalent
(SWE) were measured at the snow courses every two weeks
(biweekly) depending on weather conditions (10-12 times per

20 m

Legend

. Snow depth measurements

= Snow density measurements

winter). Snow density was calculated from snow depth and
snow water equivalent at the snow course.

SWE was measured using a fibre glass snow tube with a
cross section area of 50 cm”, which was weighed with a digital
scale with resolution of 10 grams. SD was measured by a grad-
uated rule with resolution of 1 cm.

Snow courses in the open area, i.e. at sites Open and
Meadow, were located 50 meters and 300 meters away from the
snow courses at forested sites (Living and Dead), respectively.

SD was measured every meter at 31 points at each snow
course in the forest sites (Living and Dead). SWE in the forest
was measured every five meters, i.e. seven values were ob-
tained at each snow course (Fig. 1). In the open area, 20 SD
measurements and 3 SWE measurements were made at each
snow course (sites Open and Meadow). Mean values for the
snow courses on individual dates were calculated as follows:

— mean SD value was calculated from 31 (forest) and 20
values (open area),

— mean snow density was calculated from 7 (forest) and 3
(open area) SWE values and the corresponding SD values,

— the SWE for the snow course was obtained by multiplica-
tion of the mean SD by the mean snow density.

Precipitation at the snow courses was measured manually by
the standard rain gauges of the Slovak Hydrometeorological
Institute with orifice area 500 cm’. Three gauges were installed
in the forest to capture precipitation patterns at the typical forest
locations, i.e. in the forest opening, the drip zone and the near-
stem zone (Holko et al., 2009).

Daily precipitation and air temperature data from the auto-
matic weather station equipped with a weighing rain gauge
located near the snow courses were used in snow accumulation
and melt modelling. The weather station is located in the open
area. Therefore, measured precipitation and air temperature
from the station were directly used in the modelling for the
Meadow and Open sites. Model input precipitation for sites
Dead and Living was modified according to the throughfall
measurements conducted at both sites. The throughfall values
calculated from the readings of raingauges located under the
trees and in the forest windows provided precipitation correc-
tion coefficients. The coefficients were applied backwards to
calculate the input daily precipitation at sites Dead and Living
since the previous day with throughfall data. Comparison of air
temperature measured at the weather station with that measured
under the nearby dense spruce tree stand showed that air tem-
perature under the canopy was on average 1°C lower than that
in the open area. This value was therefore used to prepare the
model input air temperature data for the site Living.

N

A

2 e D .QQG%P
@ %ﬁ@%
+  Stem position

m Dead crown
Living crown

Fig. 1. Snow depth and density measurements at forested sites (Dead, Living).

60



Influence of mountain spruce forest dieback on snow accumulation and melt

Methods

Climatic characteristics of the studied winters were first
evaluated using the total precipitation amount and sum of posi-
tive daily air temperature from December to March. The values
for individual winters were plotted as anomalies (Holko et al.,
2012), i.e. as deviations from the long-term mean values for the
period 1989-2017. Such presentation allows fast identification
of extreme winters in the time series data. Climatic conditions
important for snow cover evolution, i.e. precipitation amount
and potential snowmelt in the study winters can also be quickly
assessed and compared. Temporal evolution of SD and snow
density at all sites in the five study winters was compared.
Variability of SD and snow density along each snow course
was expressed by standard deviations to obtain the absolute
values in cm and kg.m”, respectively. The use of standard
deviation helps to perceive the importance of the variability
when compared to the temporal evolution of SD or snow densi-
ty (as in Figs. 3 and 5). Comparison of variability in snow
characteristics among the sites (snow courses) and on different
dates was based on coefficients of variation (Cv). Box-whisker
plots were used to compare the data measured at individual
SNOW courses over entire winters.

Mean values of SD and snow density for each snow course
and day with measurements as well as for the entire study peri-
od were compared using the Student paired test. The aim was to
test whether the two compared data sets were significantly
different from each other at a significance level of 95%. Signif-
icantly different data sets were marked in results with ,,x“ (e.g.
Table 2). Statistical analysis was carried out with Statistica 10
and Statgraphics Centurion XVLI.

Biweekly measurements at snow courses may not capture
the maximum seasonal snow water equivalent (SWE) and pro-
vide correct snowmelt characteristics (onset, termination).
Therefore, snow accumulation and melt modelling was used to
provide daily values of SWE. A simple degree-day model was
used. Snow accumulation was simulated if the mean daily air
temperature during days with precipitation was below the
threshold temperature. Snow melt was calculated according to
the following well-known formula:

M = DDF (T-T,,.,) (H

where M is the snowmelt [mm], DDF is the degree-day factor
[mm.OC".day’l], T is the mean daily air temperature [°C] and
T, [°C] is the threshold air temperature above which the snow
starts to melt.

The threshold air temperature above which all precipitation
falls as rainfall, threshold air temperature at which the snow-
melt starts and the temporally variable degree-day factor were
used to fit the simulated and measured SWE values. The aim of
the modelling was solely to fit the simulated and measured
values during the time of maximum SWE and the snowmelt
period (i.e. not to transfer the model to other sites or time peri-
ods or evaluate the calibrated degree-day factors). Therefore,
model parameters were variable in time and different for each
site and winter. After the simulations we have calculated the
Kling-Gupta efficiency coefficient KGE (Gupta et al., 2009):

KGE=1—\(r=1) +(a=1) +(8-1) )
= Gsim = Hsim
o= (Tbbx /g /lolm

where 7 is the linear correlation coefficient, o is standard devia-
tion, u is arithmetic mean and sim and obs represent simulated
and observed values, respectively.

KGE was used instead of the more common Nash Sutcliffe
coefficient (Nash and Sutcliffe, 1970), because it allows identi-
fication of the origin of model errors.

The degree-day model was run at a daily time step for the
period November 1st to May S5th. Model parameters were cali-
brated by the trial and error approach. Simulated SWEs were
visually compared with measured values during model calibra-
tion. Maximum SWE, dates of snowmelt onset and termination
and snowmelt duration were then obtained from the modeled
data for each site and winter.

RESULTS
Climatic characteristics of winters 2013-2017

The long-term average (1989-2017) of precipitation in cold
months (December to March) at the research plot is about 400
mm (Fig. 2). About 25 days during the same period had daily
mean air temperature above zero. The long-term average of the
sum of positive air temperature from December to March is
about 54°C. Fig. 2 shows that above-average precipitation
occurred in winter 2013. At the same time, the sum of positive
air temperatures was below-average. Thus, winter 2013 had the
most favourable conditions for snow accumulation out of the
five studied winters. Winter 2014 represented the opposite
situation, namely below-average precipitation and above-
average sum of positive daily temperatures. Fig. 2 reveals that
shifting from wet to dry or cold to warm in successive winters
is quite common in the study area. However, winter 2014 was
unique for its unusually dry and warm weather. Satellite data
confirmed that all of Slovakia was extremely snow-poor (Kraj¢i
et al., 2016). In winters 2015-2017, total precipitation and sum
of positive air temperatures were close to long-term averages.

Average 400.9 mm
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Fig. 2. Anomalies of total precipitation and positive air temperature
of winter periods (December to March) at the research plot accord-
ing to data from the meteorological station located in the open area.

Snow depth

Annual maximum snow depths at different sites exceeded
80-100 cm and standard deviations for most days with meas-
urements were under 10 cm (Fig. 3). Coefficients of variations
(Cv) of the SD calculated for individual dates with measure-
ments mostly did not exceed 0.3. The highest SD was almost
always measured in the forest opening (Open). This pattern is
well known and reflects increased snow accumulation at sites
protected from the wind (e.g. Troendle and King, 1985). SD in
the disturbed forest (Dead) was almost always higher than in
the living forest (Living), a result of the interception decrease
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Snow depth [em]
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Fig. 3. Mean snow depth and its variability (SD in the figure represents the standard deviation) at all sites and on all days with measure-

ments in winters 2013-2017.

Table 1. Snow depth [cm] and its variability for the entire winter season.

2013 2014 2015 2016 2017 20132017
g B g E g B g E g 5 g 5
- § E g B § E g B g 8
G G G
: ¥ E S . 2 E ¢ . ¥ E 2 . 2 E ¢ . 2FE ¢ . ®¥E ¢
E 5§ T % £ &5 T % § 5 T % 5 5 T % E 58 T % E ;5 & %
) > s <) s} > s <} ) > s <) s} > s <} ) > s <) ) > s <3
&} < n &} O < N O &} < n &} O < N O &} < »n &} &} < 7] &}
Living 12 43 23 0.53 8 13 13 0.97 10 47 23 0.50 8 16 6 0.38 10 46 22 047 48 35 24 0.67
Dead 12 47 23 0.50 8 17 14 0.79 10 53 26 0.49 8 24 8 0.31 10 53 24 045 48 41 25 0.61
Meadow 12 62 24 0.38 11 26 12 0.46 9 59 13 0.23 9 38 14 0.37 10 49 20 041 51 47 22 0.46
Open 12 81 29 0.36 11 35 13 0.37 10 80 31 0.39 10 53 24 0.45 12 71 27 0.38 55 64 30 0.47
Total 48 58 28 0.49 38 24 15 0.62 39 60 27 0.45 35 34 21 0.60 42 55 25 045 202 47 28 0.58
Table 2. Statistical significance of the differences in mean snow depth among the sites.
2013 2014 2015
5 L _=2oSEsEZE K¥EE . =285 2 = _=mg2g2E8422
X TN = v L 6 B .o 6 » L = R =R R T e T S - N Yo B
o™ o~ — (ae} — (ag} — o~ w — — N — (o] (=2} (o] (=2} (] o~ (] Lagl — vy — — — (] — [l [=)} (] )
Living vs. Dead X X X X X X X X X X - X X X - X X X X X X X X X -
Livingvs.Meadow X X X X X X X X X X X X X X X X X X X X X X X X X X
Living vs. Open X X X X X X X X X X X X X X X X X X X X X X X X X X
Dead vs. Meadow X X X X X X X X X X X X X X X X X X X X
Dead vs. Open X X X X X X X X X X X X X X X X X X X X X X X X X X X
Meadow vs. Open X X X X X X X X X X X X X X X X X X X X X X X X X X X X
2016 2017
= RS- = = N =
T B B i B B = R = = e =
=X+ —~— & — O —~ O & B N v A Y —~ 4 = o =
Living vs. Dead X X X X X X X X X X X X X X X X X
Living vs. Meadow X X X X X X X X X X X X X X X X X
Living vs. Open X X X X X X X X X X X X X X X X X X
Dead vs. Meadow X X X X X X X X X X X X X X
Dead vs. Open X X X X X X X X X X X X X X X X X X
Meadow vs. Open X X X X X X X X X X X X X X X X X X X

x- Significant difference at 95% level .-comparison is not available

caused by defoliation. While the differences between the two
sites were not very high in the first two winters after forest
dieback (2013 and 2014), they clearly increased in winters
2015-2017. The mean SD differences during the first two win-
ters were about 4 cm. In winters 2015-2017 they increased to
7-8 cm (Table 1).

The SD data sets at different sites (snow courses) were sta-
tistically significantly different for most days with measure-
ments (Table 2). The SD at site Open was always significantly
different from that measured at the forested sites (Living,
Dead).

SD in the open area located outside the forest (Meadow) did
not have a consistent relation to the SD at sites located in the
forest (Dead and Living). In winters 2013, 2014 and during the
maximum snow depth period of winter 2016 it was higher, but
in winters 2015 and 2017 it was similar (Fig. 3). Wind redistri-
bution and solar radiation have the biggest influence at site
Meadow. Therefore, the snow depth at this site is more depend-
ent on weather conditions during any particular winter.

The SD data for the entire winters presented in Fig. 4 show
that medians and most often also the first and third quartiles were
increasing in the sequence Living <Dead <Meadow < Open.
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Fig. 4. Box-whisker plots (max-min, lower and upper quartiles, median) of the snow depth for the entire winters; the crosses show arithme-

tic mean.
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Fig. 5. Snow density and its within-site variability expressed by the standard deviation (SD).

The differences in the average snow SD over the winter
were statistically significant with the exception of Living vs.
Meadow and Dead vs. Meadow in winters 2015 and 2017. SD
variability expressed by Cv at the forested sites (Dead, Living)
was in most winters higher than at the sites located in open
areas (Open, Meadow) (Table 1). An exception was observed in
winter 2016 when the coefficients of variation of SD at the
forested sites were smaller than in other winters.

Snow density

Snow density and its within-site variability expressed by the
standard deviation are shown in Fig. 5. Maximum snow density
was close to 0.5 g.cm” and standard deviations were mostly
below 0.05 g.cm ™. Coefficients of variation of snow density
were smaller than those of snow depth. Cvs of snow density on
individual days with measurements were mostly below 0.15.
Temporal evolution and to some extent also differences in snow
density among study sites reflected climatic conditions in indi-
vidual winters. Favourable conditions, i.e. above-average pre-
cipitation and below-average sum of positive air temperatures
in winter 2013 were reflected in the continuous increase of
snow density. On the contrary, warm weather in winter 2014
resulted in a rapid increase of snow density to high values (wet
snow) as early as December, and high variability due to thaws
and new snow events afterwards. Fig. 5 also shows that snow
density at sites without trees (Open, Meadow) was in most
winters higher than at sites located in the forest (Living, Dead).
This difference was clearly visible especially in the snowy winter
2013, and it was very small in winter 2017. Differences among
particular sites were not large at the beginning of the accumula-
tion period (fresh snow). Rapid decreases in snow density at the

end of winter 2014 and at the beginning of April 2017 were
caused by new snow following snowpack melt-out.

Snow density at site Dead was significantly different from
that at site Living in 13 out of 48 days with data (Table 3). The
mean snow density in the living forest was higher than that in
the disturbed forest in 18 out of 48 days. However, larger dif-
ferences (> 0.030 g.cm ), were observed only in 6 cases. The
differences in the remaining 12 cases varied from 0.002 to 0.016
g.cm . Such small differences can result from measurement error
or natural variability of snow density along the snow course.

Snow density data for the entire winters (Fig. 6, Table 4)
show that the main difference among the sites was between the
forested and the open areas. The differences within these two
groups, i.e. between the living and disturbed forest or between
the forest opening and large open area were comparatively
smaller. Winter 2017 was an exception, because snow densities
at all sites were very similar. Differences in snow density be-
tween the disturbed and living forest for the entire winters were
not statistically significant.

Unlike with snow depth, the coefficients of variation of
snow density at the forested sites (Dead, Living) were often not
very different from those in open areas (Open, Meadow). (cf.
Tables 1 and 4).

Snow water equivalent and the results from SWE modelling
(maximum SWE, snowmelt beginning and duration)

Summary statistics of measured SWE for all sites and the
entire winters are presented in Fig. 7. SWE increased in the
sequence Living < Dead < Meadow < Open. As expected, open
areas had higher SWE than the forested sites. Average SWE
during the entire study period in the disturbed forest was about
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Table 3. Statistical significance of the differences in mean snow density among the sites.

2013

2014 2015
R _L.=2zSEg2EEz #FE L _=gE52 L _o==2E2,2%
a2 e2=gy A e A O w2 o2 R2C8 s8R
Living vs. Dead X X X X X X X X
Living vs. Meadow X X X X X X X X X X X X X
Living vs. Open X X X X X X X X X X X X X X X X
Dead vs. Meadow X X X X X X X X X X X X X
Dead vs. Open X X X X - X x- X - X X l
Meadow vs. Open X X X X
2016 2017
SX oS82 EEY gH o HdZdEESE
2328 E=I s & E& 6T = a2
Living vs. Dead X X X X
Living vs. Meadow X X X X X X X X X X X X X
Living vs. Open X X X X X X X X X
Dead vs. Meadow X X X X X X X X X X X X
Dead vs. Open I X X X X X X
Meadow vs. Open X X X X
x- Significant difference at 95% level .—comparison is not available
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Fig. 6. Box-whisker plots (max-min, lower and upper quartiles, median) of snow density for the entire winters; the crosses show the arith-

metic mean.

25% higher than in the living forest. SWE in the forest opening
was on average 31% higher than in the large open area (Mead-
ow). This is in agreement with the finding that forest openings
with widths about 1-2 times the canopy height (such as the
opening in our study) have the most snow (Kittredge, 1953).
SWE variability expressed by Cv increased in the opposite
order as the SWE values, i.e. Open < Meadow < Dead <Living.
Similarly to snow density, the SWE variability within the two
groups of sites (forested, open) was smaller than between them.

After visual comparison of measured and simulated SWE
(Fig. 8) we have concluded that simulated SWE maxima and
dates when the snowpack entirely melted were estimated rea-
sonably well. A more detailed analysis of data reproduction is
given later in the discussion.

Modelling results relevant to the theme of this article, i.e. the
differences in snow accumulation and melt at different sites, are
summarized in Table 5. They show that since winter 2015,
maximum SWE in the disturbed forest was always greater than
in the living forest. That corresponds to the increase in snow
depth that started to become evident at the Dead site since the
same winter. The final snowmelt phase, i.e. the snowmelt
which ended with snow disappearence, started in the living

55/0.52

400 |-

F 55/0.60

300 |-
= 54/0.80
5 L 54/0.84
o 200 T
@ T

100 - l

N il L
Living Dead Meadow Open

Fig. 7. Box-whisker plots (max-min, first and third quartiles, medi-
an) of measured SWE for all winters; the crosses show the arithme-
tic mean; the numbers above the graphs represent number of meas-
urements (54—55) and coefficient of variation (0.52-0.84).

forest mostly later than in the disturbed forest (Dead), but the
delay was only about 1-2 days. Although the SWE in the living
forest was typically smaller than at other sites, the snow usually
disappeared there approximately on the same days.
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Table 4. Snow density [g.cm ] and its variability for the entire winter seasons.

2013-2017

2017

2016

2015

2014

2013

UONJBLIBA JO “JJO0D)

UONJBIADD pIepue)s

aferoAy

juno)

UONJBLIBA JO “JJO0D)

UOIJBIASD pIepue)s

ageroAy

juno)

UONJBLIBA JO “JJO0D)

UOIJBIASD pIepue)s

age1oAy

juno)

uoneLIEA JO JJO0D)

UOIJBIADD pIepue)s

ageroAy

juno)

uoneLIeA JO JJO0D)

UONJBIAJD PIepue)§

oge10Ay

juno)

UuoneLIEA JO JJO0D)

UONJBIAJD PIepue)§

aderoAy

juno))

0.31
0.29
0.25
0.28
0.29

0.078
0.073

0.253
0.253
0.307
0.294
0.278

48
48
51
55
202

0.32
0.32
0.22
0.23

0.081

0.258
0.264
0.276
0.290
0.273

10
10
10
12
42

0.25

0.

0.054
0.036

0.220
0.214

8
8
9

33
32

0.087 0.

0.266
0.280
0.298
0.303
0.286

10
10
9

42
35

0.

0.107
0.078

0.252

8
8

25
0.22
0.25
0.28
0.26

0.

0.066
0.058

0.260
0.266
0.310

12
12

12

Living
Dead

0.085

17

0.

0.090
0.070
0.102
0.086

0.

0.225

0.076
0.082

0.060
0.066
0.072

0.066
0.050

0.326
0.283
0.264

0.24
0.34

0.31

0.100
0.108
0.103

0.322

11

0.077

Meadow

0.18

0.26

10

0.37

0.295

0.301  0.084
0.073

12
48

Open

0.081

0.26

0.069

35

0.37

0.279

38

0.284

Total

Measured data at the end of the snowmelt season were used
to compare maximum snowmelt intensities at different sites
during the precipitation free periods and corresponding degree-
day factors obtained from both measured data and model cali-
bration. Unfortunately, this was possible only for winter 2013,
because precipitation occurred during maximum snowmelt
intensity periods in all other winters. The results are presented
in Table 6. Although the numbers from only one winter cannot
be generalized, the results confirm that snowmelt intensity in
the disturbed forest was higher than in the living forest. The
largest snowmelt was observed in the forest opening. Snowmelt
in the open areas (Open, Meadow) was almost 60% greater than
at the forested sites (Living, Dead).

Degree-day factors for 18-28 April 2013 calculated from
measured data were similar to those obtained during model
calibration.

SWE in our study was significantly higher (25%) in the dis-
turbed forest than in the living forest. This difference is proba-
bly related to higher snow depth in the disturbed forest. How-
ever, unlike for snow depth, there was no significant SWE
difference between the disturbed and living forest in individual
winters (Fig. 8). Jenicek et al. (2018) did not directly compare
SWE in the healthy and disturbed forest. However, they reported
a smaller SWE difference (29%) between open areas and defo-
liated spruce forest with standing trees compared to the differ-
ence between open area and healthy forest (45%). This implies
that the difference between the disturbed and healthy forest was
16%. Boon (2012) concluded that snow density and SWE in
disturbed and living forests are similar in high snow years while
they are distinctly different in low-to-average snow years.
However, their study was based only on two years of measured
data. Pugh and Small (2012) reported 15% more snow in a
“grey phase stand” (needleless trees) than in a paired living
stand. Their results are also based on two years of measured
data at eight pairs of living and disturbed forest stands. Our data
confirm the findings of Boon (2012) and Pugh and Small
(2012) that the SWE difference between the disturbed and
living forest is smaller for winters with higher snow accumula-
tion (Fig. 9). Nevertheless, the SWE difference remained rela-
tively high (about 20%) also in winters with high snow accu-
mulation (Fig. 9).

Evaluation of the snowmelt model efficiency by the objec-
tive function showed that KGE efficiency was high (between
0.7 and 1) for almost all simulations (Table 7). This is not sur-
prising, because model parameters were changed independently
for each site and winter to obtain the best simulation possible
and we focused primarily on good reproduction of measured
values on dates close to winter maximum SWE and during the
ablation period. While model parameters based on such a strat-
egy cannot be transferred to other sites or winters, we believe
that SWE maxima and dates when the snow cover entirely
melted were estimated reasonably well. However, detailed
analysis of other simulated results such as the degree-day fac-
tors from such a modelling strategy is not meaningful. Table 7
shows that deleting one overestimated value at the beginning of
the winter would significantly improve the KGE values for two
of three simulations (sites Living and Dead in winter 2016).
Analysis of the sources of modelling errors for site Meadow in
winter 2015 (equation 2) showed that mean values of observed
and corresponding simulated data were the same (172 mm) and
the correlation coefficient was high (0.88). A low KGE value
(0.008) resulted from the much higher standard deviation of the
simulated data compared to that of observations. However, the
observed values at the time of maximum measured SWE and
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Table 5. Characteristics of snow accumulation and melt from snow modelling.

Winter Maximum snow water equivalent [mm] Snowmelt duration [days]

Living Dead Meadow Open Living Dead Meadow Open
2013 191 202 350 392 19 24 20 23
2014 124 96 173 173 10 5 17 19
2015 212 263 250 351 22 22 21 26
2016 37 81 205 258 3 4 18 20
2017 189 239 236 325 45 46 44 48

Snowmelt beginning Snowmelt end

Living Dead Meadow Open Living Meadow Open Dead
2013 10-Apr 5-Apr 10-Apr 10-Apr 29-Apr 30-Apr 3-May 29-Apr
2014 19-Mar 17-Mar 20-Mar 20-Mar 29-Mar 6-Apr 8-Apr 22-Mar
2015 9-Apr 8-Apr 8-Apr 8-Apr 1-May 29-Apr 4-May 30-Apr
2016 27-Mar 28-Mar 26-Mar 26-Mar 30-Mar 13-Apr 15-Apr 1-Apr
2017 19-Mar 19-Mar 19-Mar 19-Mar 3-May 2-May 6-May 4-May

the beginning of snowmelt were simulated moderately well (the
differences between measured and simulated values were 10%
and 3%). Unlike in other winters, SWE close to snow disap-
pearance was not measured at the Meadow site in winter 2015
(Fig. 8) which did not allow us to compare the measured and
simulated values during the time of intensive ablation and
which would probably improve the KGE value.

DISCUSSION

Our results revealed a statistically significant difference in
SD between the living and disturbed forest which increased
since the third winter after forest dieback. The difference in SD
was most noticeable during snow maximum. These results cannot
be directly compared with findings of other studies using meas-
ured snow characteristics in the disturbed forests, because most
of them were based only on 1-2 years of data. Only Jenicek et

al. (2018) had five years of data. They measured snow charac-
teristics at 16 sites including 3 sites affected by the bark beetle.
Although their measurements were conducted only 2-4 times
per winter, the snowmelt periods were captured in all five win-
ters. However, they did not evaluate the interannual evolution
of SD differences in the living and disturbed forest.

Snow density in the disturbed and living forest was in most
cases not significantly different. Jenicek et al. (2018) reported
that compared to the healthy forest (an analog of the living
forest in our study), snow density was slightly greater in the
disturbed forest during the accumulation period. In contrast,
snow density in the healthy forest was greater in the snowmelt
period. Their conclusions were drawn from integrating the
snow density data for the entire study period. Analogous data in
our study reveal clear differences between the two groups of
sites (forested versus open) while the differences within each
group were smaller (Fig. 6, Table 4).
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Table 6. Snowmelt characteristics during the maximum snowmelt
intensity period (18-28 April 2013); DDF,,s and DDF_, are de-
gree-day factors calculated from the measured data and from model
calibration, respectively

Site Snowmelt Total DDF g6 DDF
intensity snowmelt [mm.day ™' °C] [mm.day™ °C]
[mm.day '] [mm]
Living 123 123 1.51 1.45
Dead 14.3 143 1.76 1.80
Meadow 20.6 206 2.53 2.50
Open 214 214 2.63 2.40

Table 7. Kling-Gupta efficiency coefficients; the values with
asterisks represent KGE if one simulated value at the beginning of
the snow season were omitted.

Winter Living Dead Meadow Open
2013 0.902 0.773 0.692 0.942
2014 0.821 0.833 0.901 0.93
2015 0.695 0.952 0.008 0.959
2016 | —0.807 (0.698%) 0.275 (0.969%) 0.699 0.936
2017 0.866 0.962 0.909 0.99

60 —
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Fig. 9. The relationship between winter snow accumulation (simu-
lated maximum SWE in the living forest at the beginning of the
final snowmelt phase in mm) and the percent difference in meas-
ured mean winter SWE in the disturbed (SWEp.,4) and living forest
(SWELiying) for winters 2013-2017; a value of 50% on the vertical
axis means that mean SWE in the disturbed forest was 50% greater
than that in the living forest.

Snowmelt intensity in the disturbed forest based on meas-
ured data from the end of winter 2013, i.e. the first winter after
forest dieback (and the high-snow winter), was 16% higher than
in the living forest (Table 6). This was an expected result be-
cause forest dieback increases incoming solar radiation. Jeni¢ek
et al. (2018) reported a similar difference (18%). Their value
was based on simulated degree-day factors for five winters. Our
preference of using measured instead of simulated values
means that we could compare the data from only one of the five
winters. In other winters, either the SWE was not measured on
days close to the snow disappearance or the snowmelt was
affected by precipitation. Thus, it was not possible to investi-
gate the evolution of the differences in ablation rates with time
elapsed since the forest dieback. Simulated SWEs indicated that
the mean ablation intensities at the end of winters 2013-2017 in
the living and disturbed forest were similar, and ablation at the
Meadow and Open sites were on average 7% and 16% higher
than at forested sites, respectively. However, because we had

only five values (winters) for each site and the values in indi-
vidual winters varied, the comparison of the mean values of
ablation rates obtained from the modelling is not meaningful.

CONCLUSIONS

This article presents the results of longer-term (five winters)
and relatively frequent (every two weeks) measurements of
snow characteristics at four sites with different land cover. The
main focus was the differences between the living and dis-
turbed forest. Snow depth was significantly greater in the dis-
turbed forest and the difference increased since the third winter
after dieback. Differences in snow density were in most cases
not significant. Differences in snow water equivalent (SWE)
reflected differences in snow depth, although the progressive
increase during the study period (as in the case of snow depth)
was not observed. Average SWE over the entire study period in
the disturbed forest was 25% greater than in the living forest
stand. This indicates that the amount of water accumulated in
snow in areas affected by large-scale forest dieback could sig-
nificantly increase. Higher snow accumulation does not neces-
sarily mean that total runoff or flood peaks would be higher
(Jenicek et al., 2018). Results of our plot-scale simulations did
not indicate significant differences in snowmelt characteristics
between the disturbed and living forest. Although the SWE in
the living forest was smaller and its variability was greater, the
beginning of the final snowmelt phase and the date of snow
disappearance at the two stands were similar. However, timing
of snowmelt runoff events can change if large parts of original-
ly forested catchments are affected by forest dieback due to
higher ablation rates in the disturbed forest. This scenario can
be tested in follow-up modelling studies validated against the
measured values from the plot-scale data.
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Abstract: Conceptual degree-day snow models are often calibrated using runoff observations. This makes the snow
models dependent on the rainfall-runoff model they are coupled with. Numerous studies have shown that using Snow
Cover Area (SCA) remote sensing observation from MODIS satellites helps to better constrain parameters. The objective
of this study was to calibrate the CemaNeige degree-day snow model with SCA and runoff observations. In order to cali-
brate the snow model with SCA observations, the original CemaNeige SCA formulation was revisited to take into ac-
count the hysteresis that exists between SCA and the snow water equivalent (SWE) during the accumulation and melt
phases. Several parametrizations of the hysteresis between SWE and SCA were taken from land surface model literature.
We showed that they improve the performances of SCA simulation without degrading the river runoff simulation. With
this improvement, a new calibration method of the snow model was developed using jointly SCA and runoff observa-
tions. Further analysis showed that the CemaNeige calibrated parameter sets are more robust for simulating independent
periods than parameter sets obtained from discharge calibration only. Calibrating the snow model using only SCA data
gave mixed results, with similar performances as using median parameters from all watersheds calibration.

Keywords: Snow model; Hysteresis parametrization; MODIS snow cover area; Rainfall-runoff model.

INTRODUCTION

Snow accumulation in winter as well as spring snowmelt
gives to mountain catchments a particular hydrological re-
sponse that should be taken into account when modelling river
runoff. Rainfall-runoff models are often coupled with snow
models so that solid precipitation storage in snow reservoirs can
be represented and released as river runoff when this accumu-
lated snow melts. Improving the snow dynamics modelling is a
necessity for improving hydrological forecasting for snow-
dominated catchments. Snow-dominated areas are very sensible
to temperature changes; therefore climate change can drastically
impact the hydrological cycle (Beniston et al., 2017; Bernsteino-
va et al.,, 2015) and the population living in these regions (one
sixth of the world, estimated by Barnett et al., 2005). For study-
ing the impacts of climate change in mountains and other snow-
dominated region, the robustness and reliability of models have
to be assessed (and improved) in order to ensure that the model
structure and parameters are still valid for simulating river runoff
in a different climate context (Thirel et al., 2015a, 2015b).

To improve the robustness of degree-day empirical snow
models, numbers of studies have demonstrated the advantages
of snow cover data in addition to the runoff observations to
calibrate and validate models (e.g. Franz and Karsten, 2013;
Parajka and Bloschl, 2008a) or using data assimilation tech-
niques (Andreadis and Lettenmaier, 2006; Rodell and Houser,
2004; Slater and Clark, 2006; Thirel et al., 2013). Snow models
are traditionally calibrated only with runoff observations, mak-
ing the obtained parameter sets dependent on the rainfall-runoff
model used. Adding snow data information to the calibration
procedure allows the snow model to be less dependent on the
hydrological model, and therefore allows to obtain more robust
snow parameter sets (Franz and Karsten, 2013). In addition to
the improvement of the robustness of the snow model, this
procedure also helps to better identify its structure and parame-
ters (Grayson et al., 2002; He et al., 2014; Parajka and Bloschl,

2008b, 2008a). Most of these studies used satellite Snow Cover
Area (SCA) from the MODIS sensor (Hall et al., 2006), which
provides a spatialized vision of the presence of snow on the
ground at a 500m resolution. The main disadvantage of MODIS
satellite data is that it cannot provide SCA data when there is
cloud cover. Several methods have been developed to compen-
sate for these deficiencies, most of which are based on a spatio-
temporal filter, i.e., replacing the missing pixel value with its
nearest neighbors, whether it be spatial or temporal (Da Ronco
and De Michele, 2014; eg. Parajka and Bloschl, 2008b; Poggio
et al., 2012). Another approach, which can be additionally used
for filling lacunar MODIS data, is to determine the regional
snowline elevation (Gafurov and Bardossy, 2009; Krajci et al.,
2014, 2016; Parajka et al., 2010). SCA data give only geographic
information about presence or absence of snow without giving
any information about the quantity of Snow Water Equivalent
(SWE) present on the watershed. SWE would be more valuable
than SCA for snow models, but unfortunately the accuracy of
remote sensing SWE data is too low to be used effectively (Vuy-
ovich et al., 2014) and point scale measurements are scarce and
difficult to interpolate (Parajka et al., 2012).

SCA parametrization within snow models is highly depend-
ent on the resolution selected. When the model represents an
area with a heterogeneous topography, the relation between the
SCA and the quantity of SWE averaged over the area forms a
hysteresis (Luce and Tarboton, 2004). During an accumulation
period, the SCA increases very quickly and remains stable,
whereas the SWE increases slowly. On the opposite, during a
melting period, the decrease in the SCA is slower and more
gradual. The relation between SWE and SCA therefore differs
depending on whether a snowmelt period or a snow accumula-
tion period is considered. Snow accumulates heterogeneously in
the watershed due to redistribution of snow by wind drift (Es-
sery and Pomeroy, 2004). During the melting period, snow
tends to melt uniformly with variations depending on the moun-
tain slope and orientation (Egli and Jonas, 2009). Snow patches
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tend to be created during the melting period, due to the combi-
nation of heterogeneous snow depths and to heterogeneous melt
rates at watershed scale (Egli and Jonas, 2009; Helbig et al.,
2015; Magand et al., 2014). This representation of the snow
cover area is an issue that has greatly interested the Land Sur-
face Modelling (LSM) community. As snow’s albedo has a
strong retroaction on the earth—atmosphere coupling because of
its influence on the energy budget, precise knowledge of the
SCA is necessary (Zaitchik and Rodell, 2009). This is why
LSMs often integrate a parametrization of hysteresis, linking
SCA to SWE, whose complexity can vary (Liston, 2004; Ma-
gand et al., 2014; Nitta et al., 2014; Niu and Yang, 2007; Swen-
son and Lawrence, 2012). Parametrizations of the hysteresis
have been introduced in a few snow models (Clark et al., 2011;
Duethmann et al., 2014; Franz and Karsten, 2013; Kolberg and
Gottschalk, 2006; Magnusson et al., 2014), as the hysteresis
may be even found at small geographical scales (Luce and
Tarboton, 2004).

To more accurately represent river runoff in snow-covered
catchments using lumped GR rainfall-runoff models (Le Moine
et al., 2007; Perrin et al., 2003; Pushpalatha et al., 2011), the
CemaNeige snow-accounting routine (Valéry et al., 2014a,
2014b) was developed. The present study is based on this mod-
el, which is a degree-day model whose primary objective is to
assist the hydrological model in accurately simulating mountain
river runoff as parsimoniously as possible, i.e., with the mini-
mum of free parameters to calibrate. Once its development had
been completed, the number of parameters necessary for the
snow module was limited to two and required only air tempera-
ture (mean temperature or minimum and maximum daily tem-
peratures) and daily precipitation as forcing variables. The
CemaNeige snow model has been tested on French, Swiss,
Swedish and Canadian watersheds (Valéry et al., 2014b), and
an intercomparison of multiple snow-accounting models cou-
pled with different rainfall-runoff models has been made (Troin
et al.,, 2016, 2015). This study showed that the CemaNeige
snow-accounting model gave good performances in the Québec
area when coupled with any hydrological model. In other types
of climate, the CemaNeige snow model has shown some limita-
tions. In Nepal (Pokhrel et al., 2014) the model performances
were limited, certainly due to the fact that glacier melt and
sublimation processes are not yet represented in CemaNeige. In
the dry Andes, the CemaNeige model had to be adapted in
order to take into account the sublimation process which is a
major cause of snow ablation in arid mountain catchments
(Hublart et al., 2016).

The objective of the study is to improve the robustness of the
CemaNeige snow-accounting model when used with a rainfall-
runoff model. For this, the use of MODIS SCA data for calibra-
tion was investigated and diverse weights in the objective func-
tion, between SCA and discharge, were tested. In order to make
full use of MODIS SCA data at the catchment scale, SWE-SCA
hysteresis were implemented in the snow model and assessed.

DATA
SAFRAN and MODIS data

The forcing data used by the GR4J model with CemaNeige
comes from SAFRAN data (Quintana-Segui et al., 2008; Vidal
et al., 2010). SAFRAN is an atmospheric reanalysis model: it
assimilates surface observations to calculate the energy fluxes
as well as temperature, precipitation, humidity, and wind on a
regular 64-km? grid. For the needs of this study, only SAFRAN
temperature and precipitation data were used, after they were
aggregated by catchment on the daily time step.

The MODIS snow cover product (Hall et al., 2006) came
from the National Snow and Ice Data Center (NSIDC,
http://nsidc.org). The first measurements were taken in summer
2000 by the Terra satellite, followed 2 years later by measure-
ments from the Aqua satellite. The MODIS instruments meas-
ure visible radiance. A post-treatment deduces binary snow
cover data on 500-m resolution grids once or twice a day.

For this study, the MODIS data were aggregated over differ-
ent elevation zones on each catchment so that they would be
comparable to the CemaNeige simulations. This aggregation
makes it possible to obtain a snow fraction for each band. The
quality of the snow fraction provided by MODIS is considered
unsatisfactory if the proportion of pixels covered by clouds is
greater than 40% of the total number of pixels of the elevation
zone considered. If this threshold is not satisfied, these data are
not taken into account for the calibration and evaluation proce-
dures.

Selection of catchments

The catchments for this study were selected based on sever-
al criteria:

. data availability

. sufficient catchment snow cover

. low catchment’s anthropization

The availability of runoff data and MODIS data is a limiting
factor. The runoff data used came from the Hydro database
(http://www.hydro.eaufrance.fr/); they were available at the
daily time step and extracted up to the end of 2010. In addition
to this, the MODIS data begins in 2000. We decided to preserve
the catchments whose runoff data contained a maximum of
1 year of missing data for the 2000-2005 period and the 2005—
2010 period. Moreover, only the catchments whose runoff was
nearly natural, for example not influenced by dams, were re-
tained. This limits the number of catchments available in high-
altitude mountainous areas, which are often developed for
hydroelectric power production.

To ensure that the watersheds were frequently snow-
covered, we decided to retain only those whose outlet was
located above 300 m and whose annual snow cover lasted a
minimum 30 days on the catchment’s highest elevation zone
(i.e. 20% of the watershed area) according to MODIS data.
Finally, 277 catchments fulfilled these conditions and were
used for this study (Figure 1).

METHODS
Description of the CemaNeige snow-accounting model

The CemaNeige snow-accounting model (Figure 2) is a de-
gree-day snow model with two free parameters with a simple
representation of the catchment’s SCA (Valéry et al., 2014Db).
The snowmelt generated by the snow module is considered as
liquid precipitation in the GR4J rainfall-runoff model. To take
into account the effects of the relief on precipitation, the
CemaNeige snow-accounting model is distributed into eleva-
tion zones with equal surface area, usually five bands. Temper-
ature and precipitation are extrapolated for each elevation zone
(Valéry et al., 2014a). Both the basic version of CemaNeige
and the GR4J model come from the R airGR package (Coron et
al., 2017a, 2017b).

The CemaNeige model determines the fraction of solid pre-
cipitation that accumulates when temperature conditions are
adapted. To take into account the thermal inertia of the snow-
pack, melting is delayed by a formulation taking the air tempera-

71



Philippe Riboust, Guillaume Thirel, Nicolas Le Moine, Pierre Ribstein

Annual solid precipitations (mm)
M (0,150]
@ (150,300]
[ (300,500]
(500,700]
B (700,1e+03]

2600000
1

2400000
1

2200000
1

2000000
1

1800000
L

0 200000 400000 600000

Massif Central'ﬂ

Elevation (masl)

‘“:?Jura

- 2500

- 1000
— 750
- 500
- 250

800000 1000000

Fig. 1. Map of the 277 watersheds used in this study. The color of the basins represents the mean annual solid precipitation.

ture of the preceding days into account (Eq. 1), modulated by
one parameter (c¢T). The snowpack’s cold content (eTy) is cal-
culated based on weighting between the value of the internal
variable eT; of the preceding time step and the air temperature
of the day considered.

elg, :min(cT.eTG[_1 +(1—CT)Tmeant ’0) M

When the snow mantel’s temperature simulation (e7g)
reaches a value of 0 and the mean air temperature (7q,) 1S
greater than 0°C, potential melting (Melting,,) is calculated,
which is dependent on the melting factor Kf (Eq. 2).

Melting pot; =Kf. Tonean, 2

This potential melting is modulated depending on the overall
snow surface by the following formula:

Melting, =(0.9SC4, +0.1) Melting ,,,, (3)

For a 100% SCA, melting will be identical to potential melt-
ing. The more the SCA decreases, the more the melting speed
decreases, to a minimum of 10% of the potential melting. The
SCA is calculated in the model as follows:

SC4, = min[ SWE, ,IJ 4)

h,melt

where the SWE is the quantity of snow accumulated on the
catchment in snow water equivalent (a state variable of the
model, in mm) and where 77, .., is the model’s melting thresh-
old. This 7}, . melting threshold is calculated as being equal to
90% of mean annual solid precipitation on the catchment con-
sidered (Valéry et al., 2014b).

This melting modulation stems from the fact that preferential
melting is usually established based on the mountain’s slope
exposure: shaded slopes tend to melt less quickly than sunny
slopes. The conceptual model therefore includes a state variable
close to the SCA. However, this formulation of the SCA does
not necessarily give values that can be directly compared to the
MODIS observations because this melting formulation only
takes into account that the relation between the SWE and the
SCA is not unequivocal and differs depending on whether an

tnpus
N

Snow Max=0°C
Snow thermal
Snow I SWE ) state
Stock el, = f(cT)

|

Kf

Fig. 2. Schematic representation of the CemaNeige snow model
(Modified from Valéry et al., 2014b).

Outputs

accumulation or a melting period is considered. To take this
into account, we suggest a hysteresis that allows simulating a
fast increase of the SCA at the accumulation period and a
smooth decrease at the ablation period. The fast increase at the
accumulation period is due to a homogeneous increase of the
SCA with snowfall (although the redistribution of snow creates
high disparities in snow depths). The heterogeneous SWE cou-
pled to heterogeneous melt rates due to the topography tends to
create patchy snow areas (Liston, 2004; Magand et al., 2014).

Hysteresis

To take this melting heterogeneity into account, several hys-
tereses were implemented and tested in the CemaNeige snow-
accounting routine. The hystereses selected in the literature are
presented in this section.

Accumulation curve

The snow cover curve dependent on the SWE in case of ac-
cumulation was formulated with a linear function dependent on
an accumulation threshold 7}, ... This follows the following
relation:
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ASWE, =F,,, — Melting, ©)
SCA, = min[SCAt_l LASE, ,1} if ASWE, >0 (6)
h, acc

where ASWE represents the variation of SWE at the time step
considered (a positive ASWE corresponds to a snow accumula-
tion, a negative ASWE to melting), SCA, ; corresponds to the

SCA calculated at the preceding time step and P, corre-

ol 4
sponds to the quantity of snowfall at current time step (in mm).
This simple formulation was used in the CLSM model (Magand
et al., 2014). The slope of this relation is set by the parameter
T}, ace» Which defines the threshold of SWE (in mm) based from
which the SC4 is equal to 1. This formulation of the SCA in an
accumulation period is used in this article for all the hysteresis
models tested.

Melting curve

The different formulations tested for this study are presented
in Figure 3; Figure 3a presents the melting curve as it is imple-
mented in the current CemaNeige snow-accounting model
((Valéry et al., 2014b), Eq. 4).

Linear hysteresis (LH)
The first hysteresis tested (Fig. 3b) is a simple linear hyste-

resis that was implemented in the CLSM model (Magand et al.,
2014).

SCA4, = min[ SWE,

h,max

1
J ;if ASWE, <0 7)

SWE, ., = SWE,_, if SCA,_, =1
T _ Th,melt if SWE[ melt >Th,melt (8)
h, - :
e SWEt melt if SWEt melt < Th,melt

This parametrization of the hysteresis melting curve part de-
pends on a local maximum threshold (7}, ,,.,), which defines the
inflexion point and the slope of the melting curve (in red on
Fig. 3b). If the accumulated snow before snowmelt exceeds a
calibrated melt threshold (77, i), the local threshold (77 ,4x)
takes the (7}, ,.;;) value. On Fig. 3b, this means that when melt-
ing occurs, the SCA value decreases only if the SWE value is
lower than 250 mm (this value has been taken as an example).
If during the winter, the accumulated SWE never exceeds the
T} meir value, or in the case that there is a snow accumulation
after the melting phase has started (represented by the yellow
curve in Fig. 3b), the local maximal threshold (77, ,.,.) takes the
maximal SWE value before the beginning of the melt
(SWE, pei» Eq. 8).

Modified linear hysteresis (LH*)

A variation of the linear hysteresis is proposed in this article,
where:

Th,melt =Psola,,,mal 'Rsp ©)

Fol gy TePTEsENts the mean annual precipitation for the

elevation zone of the catchment considered and Ry, is a parame-

ter between 0 and 1. This formulation defines a different 77, ,.0;s
for each of the catchment’s elevation zones, which is not the
case in Equation 7.

MATSIRO hysteresis (MH)

This third hysteresis tested was used within the MATSIRO
surface model (Nitta et al., 2014). The formulation is similar to
the linear hysteresis formulation, except that instead of follow-
ing a linear slope, the hysteresis follows a square root function
for the melting curve.

SCA, =min SWE, , .
hmax ;if ASWE <0 (10)
SWE, ., = SWE,_, if SC4,_, =1
if SWEI melt >Th,melt

Ty ment
Thmax = { SWE (1
t

melt if SWEt melt STh,me‘lz‘

This parametrization also calls on the 7}, parameter. As
equation 8, the value of 7}, depends on the state of the accu-
mulated SWE at the beginning of the melting period
(SWE, i) and of the value of the T}, ., parameter. This curve
shape implies that the decrease in the SCA accelerates as the
SWE decreases. In other words, this formulation would mean
that at the beginning of melting, a decrease in the SWE affects
the south-exposed snow cover only slightly. As the quantity of
snow diminishes, melting affects the entire catchment and the
SCA drops rapidly. The shape of this hysteresis can be consult-
ed in Figure 3c. Like the linear hysteresis, Equation 10 updates
the melting threshold with the SWE value if the SWE accumu-
lated does not go beyond the T, ., value or in the case of a
snow accumulation within a snow melt period.

Swenson hysteresis (SH)

The last parametrization tested comes from the CLM4 model
(Swenson and Lawrence, 2012). It is very different from the
other methods since it does not use the melting threshold to
manage melting. Instead, a N,,.;; parameter directly imposes the
shape of the melting curve (Equations 12 and 13).

Nmelt
_SWE_, Cif ASWE<0 (12)
SWE,

melt

S§C4, =1 —[lacos(Z
T

—1/N,,
cos(n(l—SCA,_l))+l} el 03

SWE, o1t =SWE{ 2

The higher the N, value, the lower the decrease in the
SCA will be at the beginning of melting and it will accelerate
progressively, which makes it possible to model the threshold
effect as it is in the hysteresis presented above. In contrast, the
lower the N, value, the more the SCA will drop rapidly at the
beginning of melting and will be followed by a relative stabili-
zation of the slope until a second, sharper drop at the end of
melting. Conceptually, this would mean that the SCA of the
exposed slopes would drop very rapidly at the beginning of
melting, whereas the SCA of the less exposed slopes would

decrease less rapidly. The influence of the melting factor N,

on the SCA during the melting period is presented in Figure 3d,
3e, and 3f.
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Fig. 3. Schematic representation of the different types of hystereses used a) original relation in CemaNeige, b) linear hysteresis, c)
MATSIRO hysteresis, d-e-f) Swenson hysteresis with three different N, coefficients. The blue line represents the accumulation phase of
the hysteresis while the red line represents the melting phase. The yellow curves represent an example of snow accumulation within a melt-
ing period. The 7}, .. and 7}, ,..;; values have been set respectively at 20 and 250 mm to illustrate the different hystereses.

Calibration and optimization criteria

The four different hysteresis models implemented in the
CemaNeige snow-accounting model were tested and calibrated
on the 277 catchments. The calibrations were performed for
each catchment for two different periods: 2000-2005 and
2005-2010. The routing and rainfall-runoff transformation
were computed using the GR4J hydrological model.

Both the hydrological model’s and the snow model’s param-
eters were calibrated using the steepest-descent calibration
algorithm (Edijatno et al., 1999; Perrin et al., 2001). The cali-
bration criterion used was the KGE' (Gupta et al., 2009; Kling
et al., 2012). This criterion (Eq. 14) takes into account the Pear-
son correlation coefficient (Eq. 15, Cov,, being the covariance
between observation and simulation, ¢ being the standard devi-
ation), the percentage bias (Eq. 16, depending on u the average
of the simulation and observations), and the ratio of the coeffi-
cients of variation between the simulated and observed tem-
poral series (Eq. 17).

KGE':]—\/(r—1)2+(a)—1)2 +(y-1) (14)

Fe COVSO (15)
O-SO-O

o=t (16)
Ho
o,/

To calibrate the model with the runoff and the MODIS data,
the KGE' on the runoff and the KGE' on the MODIS data on
five elevation zones were combined.

5
Crit = KGE'(Q)+ Y B, KGE'(SC4;), (18)
i=1

5
where o+ 5 =1 19)
i1

Thus a weighting i can be assigned to the SCA simulation
on each elevation zone i modeled by CemaNeige (here five
zones were selected: SCA;, SCA,, ..., SCAs). In addition, a
single weighting  can be assigned on the SCA criterion if the
SCA is averaged over the entire watershed (i.e., all the elevation
zones).

The performance presented in the Results section is calculat-
ed from the validation period complementary to each calibra-
tion period (e.g., 20002005 calibration, 20052010 valida-
tion). The performances of simulations are therefore represent-
ed twice for each catchment (one performance per validation
period). To ensure that the performance criteria take into
account the modifications to the snow model, the validation
concerns only the months with snow. For each catchment, the
months with snow correspond to the months whose upper layer
mean SCA is greater than 5% according to MODIS for the
whole period.

A Friedman test (Friedman, 1937) is also applied to the cali-
bration results. This is a statistical test designed to determine
whether the models give significantly different results. For each
catchment, the performances of the simulations of each model
are ranked, and then the ranks are summed for each model. The
model with the highest ranks is considered the best according to
this test.

RESULTS
Analysis of the different hysteresis models

The GR4J—CemaNeige coupled model contains six parame-
ters to calibrate (four for GR4J, two for CemaNeige). The three
versions of CemaNeige with hysteresis add two additional
parameters: 7}, 4cc and T} e O Npe. Except for the original
CemaNeige model that serves as the reference and was cali-
brated only on runoff (o« = 1), the other models tested were
calibrated with weighting o = 0.75 and an identical weighting
for all elevation zones equal to 0.05. The different models used
as well as their calibration weighting are presented in Table 1.
The comparison of the performance of the models is available
in Figure 4.
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Table 1. List of the models and weightings used for analyzing the
performances of the hystereses formulations.

Table 2. Weightings used for the calibrations of the snow model
with the modified linear hysteresis (LH*).

Model Q weighting o | SCA weighting f1...5 Model Q weighting a SCA weighting f1...5
CemaNeige reference (C Q) 1 0 LH* 0 0.2
CemaNeige SCA (C Q SCA) 0.75 0.05 LH* 0.5 0.1
Linear hysteresis (LH) 0.75 0.05 LH* 0.75 0.05
Modified linear hysteresis (LH*) 0.75 0.05 LH* 0.9 0.02
MATSIRO hysteresis (MH) 0.75 0.05 LH* 1 0
Swenson hysteresis (SH) 0.75 0.05
1Q —------------- { --4 ab
BH -} ~-rommmmmemm -+ d L TR { -=4 @
MH - }--4 ab 0.75Q — F---=-=-=---- 1 -4 b
. 21 be 0.5Q —{F------------ | -4 c
CQSCA == 1 -4 € 0Q d
€@ Hjr=sosmretecsr C_ T 1--4 a T T T T T
T T T y 1o} © ~ © o
~ © ) KeE'a S © o © o
KGE'Q o o o 1Q ; c
 —— T ——
B ] A o Y4 0.9Q {1 J-b
LH* F---—-[I}-a 0.75Q — i s
CQS(%X - keznes IJ-a 0.5Q [ (1Tt+a
-1 Fe-=-- {1 F-+ Cc -1 E=zs= =
o B = = R | o | | T T Ellj e
ern © o~ < © ©
KGE' SCA g g g g g KGE'SCA 5 o o (=] (=]

Fig. 4. Performances of the different hystereses used with
CemaNeige coupled with GR4J model. The performances present-
ed are KGE’ values calculated on validation periods. Each boxplot
contains the results from both validation periods for each catch-
ment; the whiskers indicate the 5 and 95 percentiles. The result of
the Friedman analysis is represented by the letters near the boxplot.

The best ranked model is indicated by letter “a” and models with
identical letters are considered as not significantly different.

It can be observed that the reference CemaNeige snow-
accounting model gave the best scores in terms of runoff, ac-
cording to the Friedman test, with a similar median to the mod-
els with hysteresis (0.81), however. In terms of SCA perfor-
mance, the original version of CemaNeige gave much lower
scores than the versions with hysteresis (median, 0.19 versus
0.79 for both linear hystereses). Calibration of CemaNeige with
the MODIS data, as originally designed, showed a decrease in
the runoff score of approximately 0.05 points on the median
and only improved the SCA score very slightly. This shows the
inability of the original CemaNeige model to take into account
the calibrated SCA data without damaging the runoff score.

The implementation of hystereses in CemaNeige significant-
ly improved the SCA score, with the best score obtained by the
linear hysteresis: median, 0.81 and 0.82 for the modified ver-
sion. The runoff scores modeled by CemaNeige with linear
hysteresis were very slightly inferior to the reference scores.
They had the same median and the same quartiles; only the
mean, not represented here, differed slightly. Both of the other
hystereses showed similar performance in terms of runoff, but
slightly inferior in the SCA. It can be concluded that adding a
hysteresis significantly improves the SCA if it is used in cali-
bration while retaining a stable performance in runoff, which
the original model did not allow.

Analysis of runoff criterion and snow cover criterion
weighting

To obtain better validation criteria on the SCA without
harming the runoff criterion, several different weighting con-
figurations were analyzed. The a weighting on runoff was
tested for values of 0, 0.5, 0.75, 0.9, and 1. Weighting corre-
sponding to the SCA criteria was 0.2, 0.1, 0.05, 0.02, and 0 for
each of the layers. This analysis was based on the use of the
modified linear hysteresis, which gave highly satisfactory re-
sults in the previous section. These values are summarized in
Table 2 and the results are available in Figure 5.

Fig. 5. Performances of the snow model with the modified linear
hysteresis for different weightings of the optimization criteria. The
KGE’ performances presented in the boxplots have been calculated
on validation periods.

We can observe that the runoff criterion remains stable in
validation as the weighting performed in calibration decreased.
The SCA criterion seems, on the other hand, to improve as the
weighting on runoff decreases. Nevertheless, it seems that for
weighting greater than 0.25 of SCA (i.e., less than 0.75 of run-
off) the gains are very low on the SCA. Calibration on runoff
only (1Q) significantly deteriorates the model’s simulation of
the SCA. Thus, a weighting of the optimization criterion with
75% allocated to the runoff criterion and 25% allocated to the
SCA criterion seems to be a satisfactory compromise between
the model’s performance in terms of runoff and SCA. Figure 5
also shows that runoff performance is slightly better with a 0.75
weighting rather than a calibration only on the runoff criterion.
This shows that the model potentially has higher robustness
using the calibrated SCA. The robustness of the model will be
more fully studied in section “APPLICATION OF THE SNOW
MODEL TO DIFFERENT SIMULATION CONTEXTS”.

Analysis of the type of snow cover weighting to use

In section “Analysis of runoff criterion and snow cover crite-
rion weighting”, the SCA weightings were considered to be
equivalent for all layers. Based on a 0.75 runoff weighting, we
studied several ways to weight the SCA simulations for each
elevation zone. The first reference combination used in the
preceding sections considers an identical weighting for each
elevation zone (here 5% for each elevation zone). Since the
highest elevation zones have a greater snow regime than the
lower layers, it is possible that the low-elevation zones provide
little information to calibrate the model. Therefore, a calibration
mode with a weighting that increases with elevation was tested,
as was a second mode with a weighting that took only the high
elevation zones into account. Finally, the last type of calibra-
tion, called global calibration, was directly calculated based on
the mean SCA for the entire catchment, with no distinction
made on the performance for each elevation zone. This global
calibration is different to the equivalent weighting for all layers
since there is just one hysteresis computed for all elevation
bands, this should affect the calibration of the hysteresis param-
eters. The different weightings in this analysis are summarized
in Table 3 and the results are presented in Figure 6.
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Table 3. List of the SCA weighting methods used for the snow
model calibration.

Model Cal?;g’e“"“ a | p p | m g ps
Equally
LH* Weighted 0.75 0.05 0.05 0.05 0.05 0.05
(SCAE)
Global 0.25, the SCA from the five-layer bands are
LH* 0.75 averaged and compared to the mean observed
(SCA G) SCA
LH* Increasing 075 0.025 0.025 0.05 0.075 0.075
(SCAT) ) (10%) [ (10%) | (20%) | (30%) | (30%)
High
LH* elevation 0.75 0 0 0 0.125 0.125
(SCA H)
SCAE — b------------ { T }-+a
SCAG ~{t----=-=-=---- LT }--4ab
SCA| —f----=mm-mmme- L T F-0b
SCAH —parsnmsnecen -1 ab
T T T T T
wea 3§ 3 5 8 3
SCAE o k----------- T ]+ a
SCAG | krm-momee- T J-b
SCAl = h-==m-m-mo-- CT 1+ a
SCAH —f----=-------- L T J-+c
T T T I I
KGE'SCA & p S p &

Fig. 6. Performances of the snow model with the modified linear
hysteresis for different types of SCA criteria weighting. The KGE’
performances presented in the boxplots have been calculated on
validation periods.

For the runoff validation, few significant differences were
observed for the different methods taking the SCA selected into
account. However, in terms of SCA validation, the results clear-
ly show that use of the highest elevation zones only to calibrate
the model is not sufficiently informative and gives unsatisfactory
results compared to the other calibration methods. The three
other types of calibration provide similar results in SCA valida-
tion. Identically weighting each elevation zone used in the
preceding sections therefore seems to be a viable choice to
calibrate the snow model with hysteresis and will be retained
for further analysis.
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Overall results: hydrographs and analysis of the model’s
parameters

The analyses above demonstrate that use of modified linear
hysteresis (Egs. 5, 6, 7, 8 and 9) with an optimization criterion
with a 0.75 weighting on runoff and a 0.05 weighting on each
of the elevation zones gives one of the best compromises in
runoff and SCA performance over most of the catchments
studied. The difference in performance between the reference
CemaNeige routine calibrated on runoff and the model devel-
oped in this study, for each catchment, is presented in Figure 7.

The map in Figure 7 indicates that the performance in the
runoff simulations of the reference CemaNeige model with
hysteresis is similar for most catchments. The majority of the
catchments gaining in performance seem to be the small catch-
ments in the Massif Central. However, this figure does not
show spatial coherence in the deterioration of the runoff per-
formance criterion.

Concluding this analysis on various catchments, hydro-
graphs as well as the SCA and the SWE over time are presented
in Figure 8. The three catchments presented are the Durance at
Embrun (X0310010, 2283 km?, the Alps) and the Arac at Sou-
lan (00384010, 170 km? the Pyrenees). The Durance alpine
catchment has its performance improved by the new model
(+0.06 points in KGE"), while the performance of the simula-
tions of the Arac catchment remained stable (identical KGE").

These hydrographs show relatively few differences between
the reference CemaNeige simulations and the simulation with
CemaNeige improved by hysteresis. It can nonetheless be ob-
served that the winter flow peaks were better reproduced on the
Durance (X0310010). A clear improvement in the SCA simula-
tion by CemaNeige with hysteresis, compared to the reference
CemaNeige, can be observed for the two catchments. Figure 8
also shows that SWE was modified over time by the new SCA
formulation in the CemaNeige model. Overall, it seems that the
improvement tends to reduce the SWE accumulated. This
shows that this new SCA parametrization also influences melt-
ing in the model. The impact of hysteresis on the model’s pa-
rameters can be observed in Figure 9.
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Fig. 7. Improvement (or degradation) of KGE’ performances on river discharge for each studied watershed. The value indicated is the
difference between the performances of the modified CemaNeige with the hysteresis formulation minus the performance of the original
CemaNeige model for the 2005-2010 validation period. 16 watersheds have significant degraded runoff performance (red), 104 have slight-
ly degraded runoff (orange) and 51 watersheds have similar performances (yellow), while 75 have slightly improved performances (green)

and 31 have seen significant improvement (dark green).
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Fig. 8. Hydrograph, evolution of SCA and SWE for three snow-dominated watersheds. These two watersheds were calibrated on the 2000—
2005 period and the simulations presented in this figure are coming from the 2005-2010 validation period.
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Fig. 9. Analysis of the melt coefficient (Kf, in mm.°C™' d™"), the cold content parameter (cT) and the hysteresis parameters (Thacc and Ryy)
for the reference model (C Q 1) and the snow model with the modified linear hysteresis calibrated with a weighting of the runoff and SCA
criteria (LH* 0.75), with a calibration on the runoff criterion only (LH* 1) and with a calibration on the SCA criterion only (LH* 0).

Figure 9 shows that the melting parameter changes consider-
ably between the reference model and the model with hysteresis
calibrated by weighting the two objectives. Using the MODIS
data and hysteresis constrains the melting parameter to much
lower values than for calibration with runoff only. With quar-
tiles between 2 and 4.5 mm °C™' d”', these values seem more
plausible than what calibration of the reference model proposes
(quartiles 4.5 and 38 mm °C "' d), as values for degree day
coefficient varying between 0.3 and 7.6 mm °C ' d ' can be
found in the literature (Martinec and Rango, 1986). As snow
melt rate decreases with SCA in the model (due to Eq. 3), the
implemented hysteresis directly impacts the melt rate and the

melting parameter. Globally, the model with hysteresis has
much higher SCA values compared to the original formulation
(Fig. 8). This could explain the decreased value of the degree-
day melt coefficient as higher SCA values tends to increase this
melt rate (Eq. 3).

The cold content parameter cT seems to be less restricted by
the model calibrated with MODIS than with the reference. The
reference model’s c¢T values cluster around a very low value
(median, 0.04), indicating that for a consequential number of
catchments, thermal inertia is considered to be very low. Figure 9
also shows that the parameters with Ty, and Ry, hysteresis
require MODIS data to be constrained. The values are indeed
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Fig. 10. Performances for runoff and SCA simulations, calculated
on the whole validation period and calculated on the winter month
of the validation period only.

highly dispersed with calibration based only on runoff. To limit
the addition of a parameter to the CemaNeige SCA, it seems
cautious to set the accumulation threshold (T}, ,c.). Its value varies
little from one catchment to another (quartiles at 5.8 and 15 mm)
and since the increase of SCA is very fast in accumulation peri-
ods, its influence on the model (whether for the SCA or runoff)
should be less important than the melting threshold ratio (Rgp).

Finally, to check that the improvement of the winter runoff
performance does not occur at the expanse of runoff perfor-
mance for the rest of the year, Figure 10 allows one to verify
the performance over the validation periods for criteria calcu-
lated only on winter runoff and criteria calculated on the whole
year runoff.

The performance over the whole period is close to the winter
period performance, considering that overall, taking the whole
period into account tends to improve both the runoff and SCA
scores. This remains true for the snow module with hysteresis
and the reference CemaNeige SCA, meaning that the introduc-
tion of the hysteresis has a negligible influence on non-snow
dependent runoff modelled by GR4J.

APPLICATION OF THE SNOW MODEL TO
DIFFERENT SIMULATION CONTEXTS
Using the calibrated model on a period from the past

Following calibration of the snow model with the MODIS
observation data, several questions come to mind. For example,
is the model with hysteresis more robust in terms of climatic
variability than the reference CemaNeige model? For this anal-
ysis, both models were run for three 10-year periods from the
past using the parameters calibrated on the 2000-2005 and
2005-2010 periods. Only the catchments with runoff measure-
ments for these three periods were used (representing approxi-
mately 50% of the sample used in this article). The three peri-
ods used were 1960-1970, 1970-1980, and 1980-1990. The
boxplots in Figure 11 present the performances of the simula-
tions using the model with hysteresis and the reference model
for each of the past periods. The SCA performance criteria
could not be calculated as the MODIS data were not available
for these periods.

These results are encouraging because they show that the
model calibrated on the SCA tends to keep slightly more stable
performance for simulations far from the calibration period, as
observed in the boxplots, which are slightly decentered toward
a positive difference in performance. These preliminary results
on the use of a set of parameters on a distant period should
make the model with hysteresis more adapted than the refer-
ence model for analyses such as impact studies on climate
change.
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Fig. 11. Performances of the snow model with the modified linear
hysteresis and the original CemaNeige model for three past peri-
ods: 1960-1970 (in red), 1970-1980 (in green), 1980-1990 (in
blue). The parameters used here come from the calibrations of the
2000-2005 and 2005-2010 periods.

Sequential calibration of the snow model and the
hydrological model

Here we wish to answer the following question: is it possible
to calibrate the snow model completely independently of the
rainfall-runoff model? This question seeks to determine which
part of the information comes from MODIS SCA and whether
it is sufficient to calibrate the snow model. Independently cali-
brating CemaNeige would facilitate the elaboration of a region-
alization strategy for these parameters. Therefore, the snow
model was first calibrated only on the SCA and then the rain-
fall-runoff model was calibrated on runoff observations, with
the parameters from the snow model set to the values obtained
in the first calibration (sequential calibration). This result was
compared to the calibration of the rainfall-runoff model coupled
with the snow model (reference or with hysteresis) whose pa-
rameters are set to the median value of the 277 catchments for
each period (LH* med and C Q med) as well as a joint calibra-
tion of the snow model with hysteresis and the rainfall-runoff
model (as was done above, LH* 0.75 here LH* ref).

The sequential calibration strategy applied is summarized in
Table 4; the results are available in Figure 12.

Table 4. List of the calibrations realized for the analysis of the
independency of the snow model from the rainfall-runoff model.

Snow model [ Rainfall-runoff model
LH* ref Coupled model optimization on Q and SCA, with
a=0.75and SCAE
C Qref Coupled model optimization on Q

Sequential calibra-
tion (LH* seq)

Optimization on
SCA only

Optimization on Q only

LH* med

Fixed parameters at
median value

Optimization on Q only

C Qmed

Fixed parameters at
median value

Optimization on Q only

CQref —--
LH* ref o
LH* seq —
LH* med —
C Qmed —

KGE'Q

C Qref
LH* ref —H
LH* seq
LH* med —
CQmed —

0.6
0.8

KGE'SCAS & 3

Fig. 12. Performances of the model simulations used for sequential
calibration analysis and the two references calibrated on runoff
data presented in Table 4.

The performances between the model calibrated sequentially
and the original CemaNeige reference model are very similar
for runoff (median performance of 0.81). Using median param-
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eters for the snow models gives results that are also very similar
to the sequential and reference calibrations. It therefore seems
that the hydrological model can compensate for a large part of
the modifications resulting from change in parameters from the
snow model to the sequential calibration. Sequential calibration
therefore contributes little to the rainfall-runoff model com-
pared to the use of median parameters for the snow model.

Application of the model to a ungauged context

Many mountain catchments are not gauged, and runoff
measurements are therefore not available to calibrate the snow
model or the hydrological model. On the other hand, the
MODIS SCA data are available everywhere, meaning that, as
above, they provide a calibration of the snow model for the
SCA even if the catchment is not instrumented. The difference
compared to the preceding section is that the rainfall-runoff
model cannot be calibrated; the parameters are then set to their
median value (the median of the parameters between all the
catchments for each calibration period). This calibration of the
snow model on SCA only is compared to the performance of
the simulations with the reference CemaNeige model with
hysteresis, with their parameters set at a median value. A sum-
mary of this analysis is available in Table 5 and the results are
presented in Figure 13. The performance data presented are the
KGE'’ deltas, the difference in performance of the catchments
considered to be ungauged, and the same catchments calibrated
on runoff with the reference model.

Table 5. List of the simulations made for analyzing the perfor-
mance of the snow model for ungauged watersheds.

Snow model | Runoff model
LH* ref Coupled mgdel optimization on Q and SCA
with a =0.75 and SCA E
C Qref Coupled model optimization on Q

Sequential calibra-
tion (LH* SCA)

Optimization on
SCA only
Fixed parameters at

Fixed parameters
at median value
Fixed parameters

*
LH* med median value at median value
CQmed Fixed pgrameters at Fixed pgrameters
median value at median value
C Qref o Foooo-- {1t-a
LH* ref — - { I}-a
LH* SCA —f--------------- T J-+ ¢
LH* med —f---------------- T t--4b
oY I R — C 17 d
I I I I I
= | N < © [ee]
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Fig. 13. Performances of the models presented in Table 5 used in
an ungauged watershed situation and the two reference simulations.

Using the median parameters for the GR4J rainfall-runoff
model implies a much greater loss in performance compared to
the results shown in Figure 12 in section “Sequential calibration
of the snow model and the hydrological model”. Setting param-
eters of the hydrological model at a median value is relatively
harsh. However, we observe that calibrating the snow model on
SCA with hysteresis gives slightly better results than using the
median parameters of the reference CemaNeige model but the
LH* model with median parameters still performs a little better

for flow simulation. It remains difficult to calibrate the snow
model as well as the hydrological model without flow data.

CONCLUSION

Many studies have shown the utility of calibrating the snow
model with MODIS snow cover data (SCA). The objectives of
the present study were to improve the SCA formulation of the
CemaNeige snow-accounting model, to test several model
calibration strategies using SCA MODIS data, and to assess
their performance in a variety of application conditions.

The results of this study demonstrated that the original
CemaNeige model gives highly satisfactory runoff simulations
when it is combined with a rainfall-runoff model, but also that
its internal snow cover surface variable cannot capture the
MODIS SCA data. Calibrating CemaNeige in its original ver-
sion with an optimization criterion taking runoff and SCA into
account shows a clear reduction in performance in terms of
runoff simulation, with only a slight improvement in perfor-
mance with SCA.

Introducing a hysteresis in CemaNeige made it possible to
go beyond the restrictions of the original model by improving
the performance of the SCA simulation, without deteriorating
the performance for runoff. Different SWE-SCA hystereses
were tested: the modified simple linear formulation with a
melting threshold dependent on annual solid precipitation pre-
sented the best results and was retained. Several analyses also
determined that the most advantageous compromise for the
model’s evaluation criterion was a 75% weighting of the flow
criterion, and an identical weighting of each of the elevation
zones with 5% weighting on the SCA criterion.

These different analyses improved the CemaNeige model
and allowed us to design an adapted calibration method taking
the MODIS snow cover data into account. Introducing this
hysteresis adds two parameters to the CemaNeige snow-
accounting model, which brings the total number of parameters
to four. Even though this improvement of the model requires
additional parameters, it is constrained by both runoff and SCA
instead of only runoff. Further development of the model could
also use SCA data for correcting solid precipitation inputs as
done by Shrestha et al. (2014), as snowfall measurements are
generally underestimated due to precipitation gages under-
catchment.

This CemaNeige snow-accounting model improved by hys-
teresis was compared to the original CemaNeige model for
simulating time periods far in the past. The model with hystere-
sis gives slightly better performances than the original model
and seems more robust. This is encouraging in the study of
climate change impacts where the model’s uncertainty is great
in the context of climate non-stationarity. The snow model was
also submitted to different calibration strategies, namely com-
paring a sequential calibration of its two components (ie. by
calibrating the snow model only with SCA and the rainfall-
runoff model only with runoff) or a calibration in ungauged
conditions (ie. by calibrating the snow model only with SCA
and using uncalibrated parameters for the rainfall-runoff model)
to the combined calibration of the snow model and the rainfall-
runoff model used in previous sections. The independent cali-
bration of the snow module, i.e., performed only on the SCA,
within a sequential calibration or the estimation of an ungauged
catchment, gives fairly mixed results. These analyses were
carried out using the median values of the parameters. This was
the simplest parameter regionalization method that allowed
testing the snow module in the most unfavorable condition
possible. For the hydrological model, more advanced parameter
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regionalization techniques could be tested to improve the mod-
el’s performance on ungauged catchments.

The MODIS data used underwent a very simple treatment:
no spatiotemporal data filtering system was applied. This could
improve the model’s performance by improving the calibration
data (Parajka and Bloschl, 2008b). One of the future perspec-
tives could also be the use of single SWE measurements and
integrating them into the model calibration. It is highly proba-
ble that the conceptual model should be modified to provide a
response that is comparable to the observation. The analysis of
the sensitivity of the hysteresis parameters would be useful
given that it would inform even more on their influence on
runoff simulation. It is likely that the snow accumulation thresh-
old could be set easily: this sensitivity analysis would make it
possible demonstrate this and find the best adapted value.
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Abstract: Predicting snow cover dynamics and relevant streamflow due to snowmelt is a challenging issue in mountain-
ous basins. Spatio-temporal variations of snow extent can be analyzed using probabilistic snow cover maps derived from
satellite images within a relatively long period. In this study, Probabilistic Snow Depletion Curves (P-SDCs) and Proba-
bilistic Snow Lines (P-SLs) are acquired from Moderate Resolution Imaging Spectroradiometer (MODIS) cloud-filtered
daily snow cover images. Analyses of P-SDCs show a strong correlation with average daily runoff (R* = 0.90) and tem-
perature (R* = 0.96). On the other hand, the challenge lies in developing noteworthy methods to use P-SDCs in stream-
flow estimations. Therefore, the main objective is to explore the feasibility of producing probabilistic runoff forecasts
with P-SDC forcing in a snow dominated basin.

Upper Euphrates Basin in Turkey has large snow extent and high snowmelt contribution during spring and summer
periods. The melting characteristics are defined by P-SDCs using MODIS imagery for 2001-2012. The value of snow
probability maps on ensemble runoff predictions is shown with Snowmelt Runoff Model (SRM) during 2013-2015
where the estimated runoff values indicate good consistency (NSE: 0.47-0.93) with forecasts based on the derived
P-SDCs. Therefore, the probabilistic approach distinguishes the snow cover characteristics for a region and promotes a
useful methodology on the application of probabilistic runoff predictions especially for snow dominated areas.

Keywords: Euphrates River Basin; MODIS; Probabilistic snow maps; Hydrological modeling; Ensemble streamflow

estimation.

INTRODUCTION

Snow is an essential component in hydrological cycle par-
ticularly for mountainous regions and accumulated snow plays
a crucial role during melting season in terms of water supply,
hydropower generation, flood control, irrigation and avalanche
research. However, estimation of potential snowpack and its
contribution to streamflow is challenging due to complex phys-
ics of snowmelt and harsh topographic conditions in these
regions. Snow cover is an important indicator of the climatic
character of winter and spring (Krajci et al., 2016). Thus, as-
sessment of snow cover dynamics at catchment scale helps to
better understand the changes in flood regimes and improve
snowmelt runoff forecasting. Due to the limitation in sparse
observation network particularly for the mountainous regions,
spatial patterns and seasonal depletion of snow cover is more
easily monitored by multi spectral remote sensing.

Among the variety of satellites, MODIS (Moderate Resolu-
tion Imaging Spectroradiometer), with visible/near-infrared
satellite sensors on Terra and Aqua platforms, provides pro-
cessed Snow Cover Area (SCA) products since early 2000s.
Numerous global and regional studies have been conducted on
validation of MODIS snow data to identify snow mapping
accuracy (Arsenault et al., 2014; Crawford, 2015; Hall and
Riggs, 2007; Huang et al., 2011; Maurer et al., 2003; Parajka
and Bloschl, 2008; Raleigh et al., 2013; Riggs et al., 2006;
Tekeli et al., 2005; Wang et al., 2009). MODIS data have been
successfully applied in snowmelt modeling (Day, 2013;
Duethmann et al., 2014; Finger et al., 2015; Franz and Karsten,
2013; He et al.,, 2014; Li and Williams, 2008; Parajka and
Bloschl, 2008; Sensoy and Uysal, 2012; Sorman et al., 2009) or
in hydro-climatological and topographic research of snow cover
variations (Cornwell et al., 2016; Forsythe et al., 2012; Gascoin

et. al., 2015; Singh et al., 2003; Tang et.al., 2013; Tong et al.,
2009; Wang and Xie, 2009). Moreover, various researchers
attempted to apply different algorithms to decrease cloud cov-
erage of MODIS products (Da Ronco and De Michele, 2014;
Gafurov and Bardossy, 2009; Gao et al., 2010; Krajci et al.,
2014; Parajka and Bloschl, 2008; Parajka et al., 2010; Sorman
and Yamankurt, 2011).

Probability analysis of satellite snow cover data with rela-
tively long and continuous records would be beneficial for
analysis of snow climatology and operational snowmelt runoff
forecasting. However there are limited studies associated with it
in literature. Brander et al. (2000) derived snow cover duration
maps using a limited number of Landsat-TM imagery. Richer
(2009) derived snow probability maps for a basin in Colorado,
using 8-day snow cover products of MODIS for the melting
periods of 2000-2006 and investigated spatial and temporal
snow distribution trends. Sensoy and Uysal (2012) presented
the probability approach in snow depletion forecasting with a
limited number of MODIS snow cover data. Lopez-Burgos et
al. (2013) wused the locally-weighted logistic regression
(LWLR) method to estimate probabilistic snow occurrences for
developing the cloud removal technique. Gafurov et al. (2015)
presented a methodology mainly based on correlations between
station records and spatial snow-cover patterns, for reconstruct-
ing past snow cover using historical in situ snow-depth data,
remote sensing snow-cover data and topographic data. Recent-
ly, Tekeli et al. (2016) calculated snow probability maps using
Interactive Multi Sensor Snow and Ice Mapping System (IMS)
snow products over Turkey. The work was accomplished with
lower spatial resolution images, and only the validation meth-
odology was discussed with ground measurements. On the
overall, the elaborated studies are either limited on the num-
ber/time resolution of snow cover data or their implementation
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within any hydrological modeling context are poorly addressed
in terms of probabilistic studies.

Improved techniques in hydrological modeling studies may
reveal the quantification of knowledge on long-term probabilis-
tic snow cover extent and create an added value for water re-
sources management. SCA can be examined both temporally
and spatially with daily snow depletion curves (SDCs) which
designate the snow coverage on each day of the melt season.
One of the well-known conceptual models is Snowmelt Runoff
Model (SRM) which enables to use SDCs as the main variable
of snowmelt modeling for mountainous basins applied to sever-
al catchments around the world (Gémez-Landesa and Rango,
2002; Jain et al., 2010a; Jain et al., 2010b; Lee et al., 2005;
Martinec, 1975; Panday et al., 2014; Sensoy and Uysal, 2012;
Sensoy et al., 2014a; Sensoy et al., 2014b; Tahir et al., 2011;
Tekeli et al., 2005). On the other hand, estimation of SCA is
still a challenging issue in operational runoff forecasting.

Snow plays an important role in the hydrological regime,
operational applications and climatic processes for the headwa-
ters of transboundary Euphrates River as in many other moun-
tainous regions. The Upper Euphrates River Basin is a highly
snow-dominated area where snowmelt constitutes approximate-
ly 2/3 of total annual volume during spring and early summer
months. Therefore, one of the headwater basins of the Euphra-
tes River is selected as a pilot basin in this study with 10275
km® area. Concerning the harsh environmental conditions, the
extent of the area and relatively scarce observation network,
satellite remote sensing provides the most suitable method of
monitoring snow variations over the region with a diversity of
temporal and spatial scales. Even though particularly important,
it is still a less-studied region of the world to extract and assess
the snow cover characteristics using satellite technology.

Building upon the previous accuracy assessment and model-
ing studies (Sorman et al., 2007; Sorman et al., 2009; Tekeli et
al., 2005) the work presented here provides the probabilistic
appraisal of reliable snow cover monitoring by taking the ad-
vantage of long-term, continuous observations of MODIS SCA
data over the mountainous headwaters of Euphrates River. The
main purpose of the study is to derive daily probabilistic snow
cover extent and characteristic snow depletion curves (P-SDCs)
with corresponding Probabilistic Snow Line (P-SL) using a
relatively long period of (12 years) daily cloud-filtered MODIS
snow cover data for the area of interest, and also to investigate
the possible relations with P-SDC and hydro-meteorological
variables. Moreover, the main contribution herein is to present
a noteworthy methodology to produce Probabilistic Ensemble
Streamflow Forecasts (P-ESF) with P-SDC forcing into a hy-
drological model for a snow dominated data scarce headwater
region of the Euphrates River Basin.

STUDY AREA AND DATA
Study area

Eastern Anatolia in Turkey has harsh weather and rough
topographical conditions with high snow potential. Foremost
precipitation falls as snow and is retained on the ground surface
almost half of the year. Snowmelt starts during spring in con-
junction to the rise of temperatures which makes considerable
increment in streamflows. Transboundary Euphrates River, the
longest in southwest Asia, is formed by the union of two major
tributaries: Karasu and Murat rising in the highlands of eastern
Turkey. Euphrates Basin is the largest in Turkey in terms of
drainage area with 127,304 km” contributing 17% of the total
water potential where most important dam reservoirs (Keban,
Karakaya, Atatiirk) are located within its boundary. Hence,

forecasting the amount and timing of runoff at the headwaters
of Euphrates River has great importance for the operation of
these reservoirs.

Several studies on satellite snow product validation (Akyu-
rek et al., 2010; Sorman et al., 2007; Sorman and Yamankurt,
2011; Sorman and Beser, 2013) as well as streamflow modeling
and forecasting applications (Sensoy et al., 2006; Sorman et al.,
2009; Sensoy and Uysal, 2012; Tekeli et al., 2005) are conduct-
ed in Karasu Basin as one of the pilot basins selected for vari-
ous national and international funded projects. Karasu Basin is
located within the longitudes 38° 58’ E to 41° 39° E and lati-
tudes 39° 23° N to 40° 25° N. It has a drainage area of 10275
km” and elevation ranges from 1125 to 3487 m. The main land
cover types are pasture (35.0 %), agriculture (31.5%), bareland
(27.5 %) and others (urban, forest, lakes etc., 6.0%).

The location and elevation distribution of Karasu Basin, con-
trolled by stream gaging station E21A019 at Kemah, along with
the observation network are provided in Figure 1. A summary
of basin topographic properties are given in Table 1.
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Fig. 1. Location, digital elevation model and observation network
of Karasu Basin.

Table 1. Topographic properties of the basin.

Zone Elevat(igll; range %) Hy&i(z]r;ei:;rrilc(nn‘:;an
A 1125-1500 10.6 1355
B 1500-1900 31.7 1762
C 1900-2300 33.8 2097
D 2300-2900 22.3 2484
E 2900-3487 1.6 2993
Basin 1125-3487 100.0 1983

Satellite snow cover data

MODIS satellite images are extensively used for determin-
ing areal snow coverage especially in hydrologic modeling.
MODI10AL1 for Terra and MYD10A1 for Aqua version 5 daily
500-m products are being produced and distributed by the
NASA Distributed Active Archive Center (DAAC) located at
the National Snow and Ice Data Center (NSIDC). Four MODIS
tiles (h20v04, h20v05, h21v04, h21v05) are firstly mosaicked
and later subset comprising the mountainous eastern part of
Turkey using MODIS Reprojection Tools (MRT) program
(https://Ipdaac.usgs.gov/tools/modis_reprojection_tool) (Figure 2).
The tiled images are then reprojected to World Geodetic Sys-
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Fig. 2. MODIS tiles and selected study area window.

tem 1984 (WGS84), Universal Transverse Mercator (UTM)
Zone 37 with a cell size of 500-m.

The MODIS snow-mapping algorithm is fully automated
and is based on the Normalized Difference Snow Index (NDSI)
with a set of thresholds (Hall et al., 2002). Based on NDSI and
threshold values, snow cover pixels are separated from non-
snowy areas using Eq. (1). Optical satellites are hindered by
cloud cover and hence a filtering methodology (combination,
temporal, spatial, elevation) (Sorman and Yamankurt, 2011) is
applied on a pixel-by-pixel basis to totally eliminate cloud
cover and determine binary snow/no snow areas especially
during the period of snow melt.

— MOD[SBand4 - MOD[SBandé
MODIS ..y, + MODIS 5,6

NDSI (D

Hydro-meteorological and snow data

There are totally 18 climatologic and automated weather op-
erating stations (AWOS) ranging in altitude between 981 and
2937 m (Figure 1). Detrended Kriging (DK) method (Garen et
al., 1994; Garen and Marks, 2005) is used to distribute daily
average temperature (T) and daily total precipitation (P) in each
elevation zone (Table 1) for hydrological modeling.

General trends of total annual precipitation (P in cm), aver-
age annual temperature (T in °C), average annual runoff (Q in
m’/s), snow season (Jan-Jun) average snow cover (SCA in %)
of Karasu Basin and maximum Snow Depth (SD in cm) at
Guzelyayla SNOTEL (2065-m) are given in Figure 3 to provide
an insight for hydro-meteorological and snow conditions ob-
served in the last 15 years (2001-2015 water years, 01 Oct-30
Sep). SD values are measured at several automatic snow telem-
etry (SNOTEL) stations and manual snow courses are conduct-
ed twice a month during the winter season. Guzelyayla station,
located at 2065-m altitude which is close to the hypsometric
mean of the basin, has relatively long continuous records of SD
values.

According to data analysis between 2001-2015 years for
Karasu Basin, total annual precipitation is 601 mm yr' and
average temperature is 4.6°C. A relatively low-flow period is
observed for 2012-2014 water years. Having the sample mean
and standard deviation to be much smaller than the population
values, extreme events may cause outliers in data analysis and
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Fig. 3. Hydro-meteorological and snow data.

modeling. Therefore, the Modified Thompson Tau technique is
used for verification of streamflow outliers. According to outli-
er test results for the mean streamflow, 2014 water year is
found out as a low-flow outlier. 2004 is another extreme year
with relatively high SD and P that resulted in flooding for some
parts of the basin.

METHODOLOGY

In the most general form, the flow chart of the study is pre-
sented in Figure 4. The methodology is presented with four
subtitles as; (1) derivation of Snow Probability Maps and clas-
sification of Probabilistic Snow Occurrence, (2) extraction of
corresponding Probabilistic Snow Depletion Curves (P-SDCs)
and Probabilistic Snow Line (P-SL), (3) analysis of P-SDCs
and P-SL, (4) Probabilistic Ensemble Streamflow Forecasts
(P-ESF) with SRM using P-SDC.

Probability of Snow Occurrence (PSO)

Spatial patterns of snow occurrence can be derived to ex-
plore spatial extent of snow cover in the watershed. “Probabil-
ity of Snow Occurrence” (PSO) can be defined for each day
and pixel as the fraction of MODIS images that are snow cov-
ered during the analysis period. The cloud coverage is eliminat-
ed from the satellite images with certain filters (Sorman and
Yamankurt, 2011) in this study. Therefore, probability of snow
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Fig. 4. Flowchart of the study.

distribution is calculated using daily SCA images, for which
pixels are classified as snow or no snow, and probability maps
are derived accordingly.

The probabilities are classified into six equal classes (Ta-
ble 2). Zero probability (P = 0) means that there is no snow
observation throughout the studied period, and P = 1 shows
snow coverage within all these years. Accordingly, Snow De-
pletion Curves (SDCs) are derived indicating snow coverage on
each day of the melt season and are frequently required for
snowmelt runoff management.

Table 2. Probability classes.

Classes Category
0 No-snow
0.00-0.25 Low snow probability
0.25-0.50 Average snow probability
0.50-0.75 Moderate snow probability
0.75-0.99 High snow probability
1 Full snow

Extraction of Probabilistic Snow Line Elevation (P-SL)

Snow Line (SL) estimates the boundary separating snow
covered areas from snow-free areas. The time series of snow-
line provides an important indicator of snow response to climat-
ic change and allow the prediction of future snow behavior
(Tang et al., 2014). Temporal variability of SL elevation is
calculated using (probabilistic) snow cover maps. Firstly, a
threshold probability is defined and all pixels above this thresh-
old are classified as snow, then probability maps are converted
into binary snow cover maps. Afterwards, they are superposed

with DEM of the basin and average pixel elevations correspond-
ing to the boundary line are calculated for each day of the year.

Snowmelt Runoff Model (SRM)

Snowmelt Runoff Model (SRM) (Martinec, 1975; Martinec
et al., 2008) is a conceptual model based on a degree-day meth-
od to estimate river runoff resulting from snowmelt and rainfall
for mountainous basins with the aid of snow cover data. SRM
requires daily average air temperature, total precipitation and
average snow covered area values as input variables. Based on
these input values, SRM computes daily streamflow by Eq. (2):

Qn+l = [CSnan (Tn + Aj;l )Sn + CRnP ]M

n 86400 (l_kn+l)+ann+l

2

where Q is average daily discharge (m’ s™'); ¢ is runoff coeffi-
cient expressing the losses as a ratio (runoff/precipitation) with
cg referring to snowmelt and cy to rain; a is degree-day factor
(em °C' d"); T is number of degree-days (°C d); AT is the
adjustment by temperature lapse rate; S is ratio of the snow
covered area to the total area; P is precipitation contributing to
runoff (cm); Tcgyr, determines whether this contribution is
rainfall (°C); A is the area of the basin or zone (km?), k is re-
cession coefficient. According to Eq. (2), the daily average
discharge on day n+1 is computed by summation of snowmelt
and precipitation that contributes to runoff with the discharge
on the proceeding day. Eq. (2) is applied to each zone or eleva-
tion band (approximately 500 m) of the basin when the model is
used in a semi-distributed manner and then the discharges are
summed up.
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In this study, SRM is re-developed within Delft-FEWS
(Flood Early Warning System) (oss.deltares.nl/web/delft-fews)
platform (Sensoy et al., 2014a, 2014b; Uysal et al., 2015) and
an external automatic optimization methodology is used to
estimate the runoff coefficients. After modification and valida-
tion of the parameter sets, the basic idea is to use the classified
P-SDCs in SRM. Since P-SDCs are generated for selected
probability intervals, the cumulative probability alternatives are
used in runoff estimation and all the results are presented as an
ensemble of streamflows.

For the accuracy assessment, the model is tested with 4
goodness of fit criteria defined as the coefficient of determina-
tion (R?), Nash-Sutcliffe Efficiency (NSE), Root Mean Square
Error (RMSE), Mean Absolute Error (MAE) denoted as:

2

2.(2.-0,)(%-0)

R?= (3)
VTl (e-a)
Nt )P
NSE =1 —%Q_”’))z (4)
=1 ta) Yo
N )\
RMSE = Zt:l(Qm Q") (5)

zt]il Q _Q’t”|
N

MAE = (6)

is observed flows, Q  1is

m

where Q! is modeled flows,

0,
average modeled flows, Q, is average observed flows, N is the
number of data sets.

RESULTS and DISCUSSION
Probability maps and Probabilistic Snow Depletion Curves
(P-SDCs)

PSO areas are calculated on a pixel-by-pixel basis at daily
intervals from January 15 to June 30 using the MODIS binary
SCA images during the 2001-2012 period. Figure 5 shows the
15-day areal distribution of PSO (herein also probability maps)
across the selected frame during 1 March to 15 April. Accord-
ing to results, there is a rapid melt from 1 March to 1 April due
to increase in temperatures and solar radiation. Snow remains
only in the upper altitudes through 15 April. A very small por-
tion of the basin is snow covered especially at higher regions
and almost all the snow melts until June. After that time, the
rest of the snow cover in upper zones is not significant.

Cumulative P-SDCs are presented with box-whisker plots
for Karasu Basin in Figure 6a. The graphs are formed with an
expected depletion above the selected probabilities. P = 1 is the
lower band and P > 0 is the upper band, a probability range is
given for snow coverage through the season. New snowfall
creates a sudden increase in the depletion. The frequency of the
new snowfall directly related with the selected probability
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Fig. 5. MODIS Probability of Snow Occurrence maps of selected frame using 2001-2012 data (a) 01 March, (b) 15 March, (c) 01 April,

(d) 15 April.
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classes, such that if they occur many times, then the depletion is
shifted to an upper probability class. On the other hand, the less
frequent new snowfall observed in the lower zones create sud-
den increases in the P > 0 band.

Probabilistic Snow Line (P-SL)

P-SL is also calculated for each probability class and the re-
sults are given in Figure 6b. The outcomes indicate that the
lowest SL elevation and hence the largest snow coverage oc-
curs in the basin during January and February. All P-SL are
below the hypsometric mean elevation in these months and this
condition lasts till mid-March. P-SL starts to increase at the
beginning of March (more than 50% of the area is snow cov-
ered with a 100% probability) and the median P-SL reaches to
maximum elevation of the basin in the first half of June. The P-
SL has the largest variability particularly through the end of
March till the beginning of April. Before and after this period
the variability in 25% and 75% of SL is almost constant. The
median P-SL coincides with hypsometric mean elevation of
2000 m at the beginning of April (Figure 6b). At the end of the
first week of April, 50% of the area is snow free and almost all
percentiles of P-SLs are above the mean elevation of the basin
afterwards.

Assessment of probabilistic snow extents
Temporal analysis

Strong seasonal variations in SCA are found with a homoge-
nous snow cover distribution throughout the probability classes.

Table 3. Performances of P-SDCs vs MODIS SDCs.

Osnow period O snowmelt period
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Fig. 7. Percentage of observed and probabilistic SCA for snow
(Jan—Jun) and snowmelt (Mar-May) period.

Melting rates of different P-SDCs are calculated based on the
slope of the P-SDCs (from Figure 6a). In order to simplify
calculations, the slope between 90% and 10% coverage of snow
is determined. Temporal variations of P-SDC (0.25-0.75) indi-
cate that on average the melting rate is between 1.2-1.4% day '
for the whole catchment when new snowfall events are discard-
ed in the calculations. The highest rate of depletion (4% day ')
is observed at the highest elevation zone with latest but shortest
melting period.

The basin-wide average seasonal snow cover percentages are
calculated to detect inter-annual variation in observed daily
SCA and P-SCA). Inter-annual variability of the mean snow
season (January—June) and snowmelt (March—-May) SCA is
presented in Figure 7. Observed SCA of 2001-2012 years are
used to derive P-SDCs and observed SCA of 2013-2015 years
are used to test the derived P-SDC:s. It is calculated as the mean
of all daily SCA values in the corresponding period. The time
series of oscillations in the average SCA shows a high inter-
annual variability, but there is no significant trend in the mean
observed SCA for the period 2001-2015. The highest SCA
throughout the snow season is observed in 2003 and 2007 (av-
erage is around 50%). The snow poor winters are 2001, 2010
and 2014 (average is around 30%).

For the 3 years (2013-2015), where SCA data are not in-
cluded in the probability calculations, an assessment study is
carried out to check the performances of derived P-SDCs. The
validation performances are given in Table 3 with statistical
scores. Observed SDCs have high consistency with P = 0.50
and P > 0.75 for 2013. SDC shows the highest relationship
with high probability classes (P = 0.75 and P = 1) which is an
indication of low streamflows observed in 2014. 2015 SDC
shows average characteristics on streamflow with the highest
correlation in P > 0.25 and 0.50 for the basin (Table 3). Thus,
the performance assessment of independent (validation) SCA
data set provides convenient results in accordance with Figure 7.

Streamflow analysis
Snow cover within mountainous areas imposes a definite in-

fluence on streamflow and there is a strong relation with SCA
and streamflow. The cumulative average of observed discharge

2013 2014 2015
Karasu Basin | = p> | g R?;S)E l\é{;\)E R | NSE | RMSE (%) | MAE(%) | R* | NSE | RMSE (%) | MAE (%)
0 (1]

P>0 071 | 041 | 3188 | 21.72 | 070 | —0.44 3812 3072 | 083 | 066 312 15.76
P>=025 092 | 085 | 1610 | 1048 | 0.88 | 036 25.44 1944 | 0.98 | 0.9 7.88 5.43
P>=0.50 0.96 | 095 | 895 | 546 | 093 | 0.67 18.09 1354 | 0.98 | 0.98 5.58 3.03
P>=0.75 0.97 | 096 | 862 | 577 | 095 | 0.88 10.83 730 0.95 | 0.90 12.85 9.28
P=1 091 | 072 | 2210 | 15.19 | 0.93 | 0.89 10.47 6.20 087 | 055 26.62 20.87
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values (2001-2012) in March—-May snowmelt period are nor-
malized and their relation with cumulative P-SDC (P > 0.50) is
analyzed for Karasu Basin (Figure 8a). There is a significant
negative trend between SCA and streamflow, the decrease of
P-SCA with time causes an exponential depletion of runoff in
mountainous basins. The same analysis conducted for each year
confirms this relationship. Exponential relationship implies that
late decrease in SCA leads to higher changes in runoff than
early decrease in SCA of the same magnitude. During melting,
the snow line retreats from the lower altitude to higher altitude
and consequently SCA in the basin is reduced. The retreat rate
is increased in the later part of the melt season due to higher
depth of snow at high altitudes. As a result, the highest coeffi-
cient of determination for exponential relationship in terms of
Pearson R” is observed as 0.90 corresponding to P > 0.50.
Moreover, the cumulative normalized runoff relationships are
also analyzed in relation with P-SL (P > 0.50) (Figure 8b) for
2001-2012 March—May periods and it seems that runoff in-
creases linearly with the snow line.

The correlation analyses between SCA and the proportion of
runoff during snowmelt period indicates that the increase of
runoff volume ratio is closely related to the SCA changes
(Marcil et al., 2016). Therefore, one of the final analysis is the
correlation between SCA (conventional and probabilistic) and

runoff volume fraction. The fraction of runoff volume is also
determined for the melting period, March-May. The daily
fractions of runoff volume are computed as the ratio of the
daily cumulative runoff volume to the total runoff volume and
then they are converted to percent values. A scatter plot of SCA
(SCA and percent runoff volume fraction of each year) and P-
SCA (probabilistic SCA and percent runoff volume fraction of
average runoff) for Karasu Basin is shown in Figure 9, for
average runoff values over a 12 year (2001-2012) period. As
expected, the fraction of runoff volume increases with a de-
crease of the snow areal extent. The runoff volume is expected
to increase as the snow cover depletes to the upper elevations in
the basin. An exponential function is found to be the best fit to
the data and results indicate a robust correlation between SCA
and runoff with R> = 0.88 as presented in Figure 9.

Temperature analysis

It is very essential to understand the relationship between
P-SDC / P-SL and temperature since snow ablation processes
are strongly controlled by air temperature. The average daily
temperatures are calculated for the snowmelt period (March—
May) of 20012012 and scattered with respect to corresponding
P-SCA (Figure 10a) and P-SL (Figure 10b). The high positive
correlations between P-SDC / P-SL and temperature is the
robust evidence of temperature effect on snow extent. The
rising temperature increases snow melting, thus causes higher
SL and lower SCA.

Assuming that snowmelt is linearly related with temperature,
one can conclude that SCA and cumulative temperatures should
have an exponential relationship. Since cumulative negative
temperatures disturb the exponential relationship for the initial
period of the melt season, instead of cumulative temperatures,
daily average temperatures are used in the analysis with a linear
relation. These relations might also help to determine possible
SCA values in case of a gap in the data series (ground data) or
cloudy periods (satellite data).
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Fig. 10. Relationship with average daily temperature and (a)
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Probabilistic Ensemble Streamflow Forecasts (P-ESF)

Snowmelt Runoff Model, SRM, is implemented to produce
Probabilistic Ensemble Streamflow Forecasts (P-ESF) from the
derived probability maps. The watershed is divided into sub-
elevation zones (Table 1) to improve modeling accuracy. The
data is split into calibration and validation stages; calibration
data is used to optimize the model parameters from 2002 to
2008 water years, validation is done for the remaining four
years 2009 to 2012. The Nash-Sutcliffe goodness-of-fit coeffi-
cient, NSE, is used to determine the fit between modeled and
observed flows. The observed and modeled runoff values are
presented for Karasu Basin in Figure 11 and the performance of
the model is summarized consecutively in Table 4. The accura-
cy of SRM model to mimic streamflow is high in terms of
magnitude, trend and timing of the discharges considering
relatively higher NSE value of 0.85 for the calibration period.
NSE is sensitive to extreme values, thus, high overestimation of
model simulations for 2010 reduces the model accuracy to
some extent (Table 4).

Table 4. Model performance.

Period ) ;
(Water Year) R NSE RMSE (m’/s)
Calibration
(2002-2008) 0.86 0.85 32.62
Validation
(2009-2012) 0.84 0.73 34.59

The model uses three major variables of daily average Snow
Cover Area (SCA), average temperature (T) and total precipita-
tion (P) as model inputs. Using different daily SCA patterns (P-
SCA) with same P and T time series in the model gives differ-
ent runoff values and these are called as ensembles. Therefore,
the forecasting procedure is based on the hydrological model
(SRM) that allows for the calculation of probabilistic ensemble
streamflow (P-ESF) values for the period of 2013-2015 with
two types of forcing data: observed snow cover area data on the
basis of conventional SCA by MODIS (MODIS-SDC) and
probabilistic SCA data by P-SDC for a range of probabilities.
The model is applied by means of the perfect meteorological
forecast data set (observed precipitation and temperature varia-
bles) and without any updating technique to focus on the direct
effect of SDCs on runoff dynamics. The results are depicted by
hydrographs in Figure 12 and goodness of fit statistics are given
in Table 5.

(a) Karasu - Calibration period
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Table 5. P-ESF goodness of fit statistics, 2013-2015.

Water Year | Simulation R? NSE g\lé[/i;: ?ﬁlé/]s)
P-SDC>0.25 | 0.68 | —5.65 157.24 | 102.48
o P-SDC>0.50 | 0.65 | -0.75 80.59 | 56.81
S P-SDC>0.75 | 0.60 | 0.47 4423 | 29.80
P-SDC=1.00 | 035 | —0.21 67.04 | 46.23
MODIS-SDC | 0.79 | 0.76 29.56 | 19.87
P-SDC>0.25 | 0.59 | —146.77 | 189.94 | 140.26
< P-SDC>0.50 | 0.66 | —-52.78 | 114.58 | 86.28
5 P-SDC>0.75 | 0.69 | —12.51 | 57.43 | 4439
P-SDC=1.00 | 0.58 | —1.40 2422 | 17.21
MODIS-SDC | 0.68 | —6.19 4191 | 30.87
P-SDC>0.25 | 0.97 | 0.81 36.67 | 26.75
" P-SDC>0.50 | 0.93 | 0.93 2285 | 15.27
5 P-SDC>0.75 | 0.85 | 0.73 4352 | 2931
P-SDC=1.00 | 0.81 | 0.60 5266 | 35.62
MODIS-SDC | 0.93 | 0.86 3090 | 22.70

It is interesting to note that each year has a different snow
trend and observed runoff values show correlation with one of
the derived cumulative probability ranges (Figure 12, Tables 3
and 5). The results indicate that; i) 2013 water year; this year
can be classified as a dry year in terms of average rainfall but
normal in regard to snowfall (snow depth) and discharges com-
paring 15-year averages of basin variables. Simulation with
observed SDC gives NSE of 0.75 with an underestimation of
the early runoff peak observed in 18 March. Either model pa-
rameters or rainfall representation (or both) might have caused
this underestimation in the peak simulation. P > 0.75 best
suites to 2013 runoff hydrograph in general (NSE = 0.47),
however there is a better agreement by P = 0.50 for the first
runoff peak, ii) 2014 water year; it is a low-flow outlier year
with very low precipitation and snow depth. Even the simula-
tion model performance with observed SDC is low in terms of
NSE (with relatively high R?) in this year. There would be
several reasons for this, one of which might be the rather high
runoff coefficients (such a low-flow condition precipitation and
runoff was not used in the calibration data set) when P-ESF
analysis is carried out. Least snow probability (P = 1) seems to
best coincide with the observed runoff giving almost similar
performance, iii) 2015 water year; model results give high
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Fig. 11. SRM results in comparison to observed flows (a) Calibration period (2002—-2008) (b) Validation period (2009-2012).
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Fig. 12. SRM P-ESF results using P-SDCs (a) 2013, (b) 2014, (c) 2015.

model performance both using conventional observed SDC and
P-SDC with NSE of 0.86 and 0.93, respectively. These results
are most probably achieved due to average runoff and precipita-
tion conditions. Simulation with P = 0.50 provides quite a
good match with the observed runoff values for 2015 except for
the first peak where P = 0.25 provides better estimates (Figure
12 and Table 5). All of the results are highly coherent with the
outcomes of the assessments on conventional SCA and P-SCA
for the melting periods of 2013-2015, therefore, the corre-
spondence is high with Table 3. The results indicate that P = 1
and/or P >0.75 work better for dry years and P = 0 and/or P >
0.25 can be chosen for wet years. A choice of P-SDC for a
forecasting period could be determined according to the latest
SCA and SWE states if available. A higher consistency can also
be achieved if an additional update or assimilation procedure is
implemented throughout the streamflow forecasting period.

CONCLUSIONS

Quantifying snowmelt has been a challenging aspect of hy-
drology with data and model uncertainties due to harsh topog-
raphy and atmospheric conditions in a data scarce region. The
research makes significant contributions to this field providing
a valuable methodology to better understand snow cover dy-
namics and aid in probabilistic runoff forecasting.

Although ground-based measurements are generally accu-
rate, stations are often sparsely located and the measurements
do not adequately represent the spatial distribution of the snow
extent. Remote sensing provides an ideal tool to observe status
and dynamics of snow coverage whereby dedicated satellite
snow data have an extensively increasing potential in water
resources. An accurate information on the temporal and spatial
depletion of snowpack can be efficiently implemented for oper-
ational runoff forecasting. Therefore, the study is intended as a
precedent toward using satellite SCA products to assess snow
cover assortment producing P-SDC and P-SL for better under-
standing of snow climatology and characteristics. Moreover,
the value of making use of P-SDCs in hydrological modeling as
well as generating probabilistic ensembles in operational runoff
estimation for a mountainous catchment is presented. Forcing
the hydrological model with P-SDCs shows promising results
in probabilistic streamflow prediction.

Snow cover depletion curves are derived from 2001 to 2012
using MODIS satellite images that provide widely-used opera-
tional snow products with fine temporal resolution. Generaliza-
tion of processed satellite snow cover images as probabilistic
snow cover depletion (P-SDC) and snow line (P-SL) are the

P>025
P> 0.50 | Modeled P-ESF
with P-SDC

P=0.75

15-05-15
15-06-15 7

P=1

main features representing the snow cover characteristics of
regions over mountainous domains. It is also shown that P-
SDCs are useful in generating probabilistic ensemble stream-
flow forecasts (P-ESF) which is carried out for 2013-2015
snowmelt periods. As a conclusion, both the correlation estab-
lished between the position of the snow depletion curve (or
snowmelt line) and the value and/or timing of runoff, as well as
P-ESF results based on the derived P-SDCs can guide decision-
makers responsible for water resources management in the
region. Since the proposed framework is a generic one, it can
easily be adapted to other scarce networks or even ungaged
mountainous watersheds dominated by snow accumulation and
melt.

The forecasts can further be improved with the selection of
suitable P-SDC through near real time SCA observations over
the basin and also considering state updating of the hydrologi-
cal model. On the other hand, any variation in a characteristic
depletion curve over the decades could point out a climate
change which would further indicate a reassessment in water
resources planning.
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Abstract: In this work we present a methodology for the mapping of Snow Water Equivalent (SWE) temporal variations
based on the Synthetic Aperture Radar (SAR) Interferometry technique and Sentinel-1 data. The shift in the interferomet-
ric phase caused by the refraction of the microwave signal penetrating the snow layer is isolated and exploited to gener-
ate maps of temporal variation of SWE from coherent SAR interferograms. The main advantage of the proposed
methodology with respect to those based on the inversion of microwave SAR backscattering models is its simplicity and
the reduced number of required in-situ SWE measurements. The maps, updated up to every 6 days, can attain a spatial
resolution up to 20 m with sub-centimetre ASWE measurement accuracy in any weather and sun illumination condition.
We present results obtained using the proposed methodology over a study area in Finland. These results are compared
with in-situ measurements of ASWE, showing a reasonable match with a mean accuracy of about 6 mm.

Keywords: Snow Water Equivalent (SWE); Synthetic Aperture Radar (SAR); SAR interferometry (InSAR); Sentinel-1.

INTRODUCTION

The Snow Water Equivalent (SWE) is the quantity of water
stored in the snowpack. Its measurement is important for pre-
dicting the water supply at the snowmelt time, useful for both
assessing the energy potential of snow in hydroelectric power
plants and the flood risk in valleys and plain areas crossed by
rivers. Furthermore, the seasonal snow cover is an important
component in land surface climate since it causes a seasonal
variation in surface albedo, and it has a low thermal conductivi-
ty, so it insulates the soil surface from large, rapid temperature
fluctuations. The monitoring of snow cover with a high spatial
and temporal resolution over large areas can provide useful
information to Numerical Weather Models (NWMs) since it
can help to set dynamic boundary conditions based on the land
cover. Estimates of the SWE can be extracted by using remote
sensing techniques. Different remote sensing techniques have
been used to estimate the SWE. As an example, Snow-Covered
Area (SCA) maps provided by the Moderate Resolution Imag-
ing Spectroradiometer (MODIS) have been used in SWE mod-
els (see e.g. Bavera and De Michele (2009), Guan et al. (2013)).

However, visible and near-infrared sensors are affected by
cloud cover that can hinder the possibility to image the terrain
surface. Radiometers provide information on snow at a very
low spatial resolution (about 25 km) and have difficulties in
both deep and shallow snow conditions (Takala et al., 2011). A
new microwave spaceborne mission has been presented to the
European Space Agency (ESA) for the high resolution mapping
of SWE and of its temporal variations to study climate changes
and their impact on the environment (Rott et al., 2012a; Rott et
al.,, 2012b). However, the snow accumulation and melt are
highly variable in space and time. This requires detailed field
measurements to correctly model the snow variability on
catchment scale (Krajci et al., 2016). Synthetic Aperture Radar
(SAR) can provide high resolution maps of snow properties

over wide areas, in all-weather and day/night conditions. SAR
images are currently acquired by different spaceborne missions
at different microwave frequencies, X-band (COSMO-SkyMed
and TerraSAR-X), C-band (Sentinel-1 and RADARSAT-2) and
L-band (ALOS-2) using different polarization channels (HH,
HV, VV, where e.g. HV means that the SAR image is obtained
by illuminating the scene with H-polarized microwave signal
and receiving the V-polarized component of the backscattered
signal). SAR images have been used to study the snow physical
properties based on their capability to penetrate the snowpack
or being absorbed when the snow is melting (Malnes and
Guneriussen, 2002; Nagler and Rott, 2000; Pivot, 2012; Sun et
al., 2015). The SWE is defined in terms of snow density and
depth. The first quantity can be estimated by L-band SAR im-
ages (Shi and Dozier, 2000a). Although the L-band radar signal
passes easily through dry snow, snow density affects the radar
backscattering coefficient. The snow density is estimated using
L-band VV and HH measurements and a numerical model to
compute the backscattering coefficients (Shi and Dozier,
2000a). Furthermore, the C and X-bands have been used to
retrieve the snow depth (Shi and Dozier, 2000b). The algorithm
does not require a priori knowledge of the subsurface dielectric
and roughness properties. A numerical model is also used to
invert C and X-band SAR images to estimate the snow depth
(e.g. see Longepe et al. (2009), Shi and Dozier (2000b)). Usual-
ly, this requires a large amount of in-situ measurements to
accurately estimate the relationship between the radar cross
section and the snow properties.

In this manuscript, we investigate the use of SAR interfer-
ometry (InSAR) to map SWE over large areas using spaceborne
C-band Sentinel-1 SAR data, at the light of their short revisiting
time of six days, large spatial coverage and high spatial resolu-
tion of 20 meters. Furthermore, ESA is providing Sentinel-1
data using a free-access policy. The main motivation of this
work is to understand if the use of InSAR technique can reduce
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the amount of in-situ SWE measurements while keeping all the
other advantages of SAR images, mainly its high spatial resolu-
tion. In fact, SWE estimation methods based on SAR amplitude
images require many in-situ SWE measurements to invert the
microwave SAR backscattering model.

Guneriussen et al. (2001) presented a theory to explain the
presence of fringes in SAR interferograms acquired over areas
covered by dry snow. They interpreted the interferometric
phase in terms of a possible temporal change in the SWE.
However, the authors pointed out that in-situ meteorological
observations were needed to distinguish the phase contributions
due to the temporal change of SWE from the propagation ef-
fects in atmosphere. The physical principle used by SAR inter-
ferometry is that of phase delay due to propagation in a non-
dispersive medium. This implies that the snow is supposed to
be dry to allow the propagation of the SAR signal. The fact that
the SWE estimation is based on the measurement of a phase
delay implies that phase contributions due to terrain morpholo-
gy and propagation in the atmosphere should be properly mod-
eled and corrected. For instance, a precise Digital Elevation
Model (DEM) of the area is used to model and remove the
phase due to topography modulation of the interferometric
signal. Critical is the mitigation of the atmospheric phase delay
since it is characterized by a low spatial frequency fringe pat-
tern affecting the whole interferogram. These characteristics
could be similar to the spatial distribution of SWE in the winter
season and for this reason it is very important to remove the
phase component due to propagation in atmosphere. The at-
mosphere’s phase delay can be modeled by using external data
such as NWMs (Mateus et al., 2015; Nico et al., 2011) or delay
measurements provided by Global Navigation Satellite System
(GNSS) receivers or passive satellite sensors, such as MERIS in
the past or MODIS for current studies (Mateus et al., 2010).
Concerning the presence of terrain displacements, due to differ-
ent geological phenomena or to the human activity, it is as-
sumed that they are negligible within the time interval between
the acquisitions of the master and slave SAR images used to
generate the interferograms. The proposed methodology pro-
vides a direct estimate of the snow depth which is then used to
derive the SWE.

Even if it is no longer needed to invert a backscattering
model relating SAR data to in-situ measurements of SWE, as in
the case of the estimation techniques based on the SAR
backscattering coefficients, the knowledge of the SWE in a few
points is still needed to calibrate InNSAR data. The main reason
for this is related to the interferometric processing of SAR data.
In fact, phase measurements are always relative to a reference
point. In space geodesy applications of SAR interferometry, the
reference point is a stable target which has no displacement in
the time interval between the master and slave images or a
target with known displacement rate. In this paper, the
reference points correspond to sites where the SWE is provided
by in-situ measurements. Absolute estimates of the SWE can be
obtained by building a time series of SAR images sharing the
same acquisition parameters, with the first image during the
summer season when the SWE is zero. An important novelty of
this work is the use of a numerical weather model to estimate
the 3-D fields of the most relevant atmospheric physical
parameters (including atmosphere’s temperature, relative
humidity and total pressure) with a 1 km spatial resolution and
a variable vertical resolution from the Earth surface up to an
altitude corresponding to 10 hPa. These parameters are used to
model the microwave phase delay in troposphere. The proposed
methodology is applied in an experiment to estimate the
temporal variation of SWE, from December 29, 2015 to

January 22, 2016, over a large area in the northeastern part of
Finland.

STUDY AREA AND DATASET

The study area is located at the northeastern border of Fin-
land (66° N, 28° E) as shown in Figure 1. It partially covers the
three Finnish regions of Kainuu, Northern Ostorbothnia, and
Lapland. The small portion of the Russian territory which is in
the Sentinel-1’s footprint has been removed by means of a
mask. It spans an area of about 22 000 km® with an average
altitude of 250 m above the sea level. The minimum and maxi-
mum altitudes of the study area are 110 m and 511 m a.s.l,,
respectively. The area is characterized by a moderate topogra-
phy, with an altitude standard deviation of 55 m, and a season-
ally snow covered surface in the winter season.

Three consecutive C-band ESA Sentinel-1 SAR images, ac-
quired between December 2015 and January 2016 in Interfero-
metric Wide (IW) swath mode along a descending pass, have
been used. Each image has a dual polarization VV+VH, a 32°—
43° incidence angle, and a spatial resolution of 5 m x 20 m.
Two consecutive interferograms have been generated from the
SAR images. The interferograms were generated by keeping
the temporal baseline at the lowest possible value of twelve
days. Each interferogram was corrected for the topographic
phase contribution, using a DEM with a spatial resolution of 10
m and a vertical accuracy of 1.4 m, created by the National Land
Survey of Finland (see Figure 1), and then multilooked. Table 1
summarizes the acquisition dates of the master and slave

69°N

66°N

63°N

60°N

9°F  12°F

Fig. 1. Location of the study area (yellow rectangle) on the Scan-
dinavian Peninsula map. The Digital Elevation Model (DEM) of
the area is reported in the inset on the upper-left corner, where the
ten locations of in-situ SWE measurements (red triangles) and the
footprint of the SAR images (red outline) are overlaid.

Table 1. Master and slave acquisition dates, temporal and perpen-
dicular spatial baselines of the interferograms.

Master image Slave image Temporal Perpendicular
acquisition date acquisition date | baseline (days) baseline (m)
2015-12-29 2016-01-10 12 43.60
2016-01-10 2016-01-22 12 55.45
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225

200

Fig. 2. SWE measurements for each in-situ location from Novem-
ber 2015 till April 2016. Sentinel-1 SAR acquisition dates are
represented by vertical dashed lines. For the acquisition dates of
master and slave SAR images (Table 1) SWE values have been
estimated by 2™ order polynomial regression.

Sentinel-1 SAR images, the temporal and perpendicular base-
lines of the corresponding interferograms.

The in-situ SWE data are measured at ten different locations
scattered across the study area, as reported in Figure 1. The
time series of SWE values, shown in Figure 2, are from snow
course measurements made by the Finnish Environment Insti-
tute (SYKE) (available at  http://www.syke.fi/en-
US/Open_information). The measurement, made along 2 km
long snow courses, have been carried out over different land
cover categories, so that an average calculated from individual
measurements gives a representative SWE value for the location.

The course is typically measured once per month using
manual snow depth probe and snow tube (Leppdnen et al.,
2016).

Cloud-free Sentinel-2 MSI Natural Colors images and a re-
cently updated Corine map of the study area have been used to
get information about land use and cover around each in-situ
measurement location (see Figure 3).

It is worth noting that, as plotted in Figure 2, the acquisition
dates of in-situ SWE measurement and Sentinel-1 data do not
coincide. As a consequence, the in-situ reference SWE values
at the acquisition times of master and slave images, used to
generate the interferograms (see Table 1), have been obtained
by a 2-nd order polynomial regression from data acquired from
November 23, 2015 till March 10, 2016 (see Figure 2). In-situ
measurements acquired in April have not been used as it has
not been possible to generate coherent SAR interferograms for
that period.

METHODOLOGY

The interferometric phase, computed as the complex product
of two satellite SAR images, contains different contributions.
The most significant ones are: 1) topography, 2) terrain dis-
placement, 3) atmospheric phase delay, 4) contribution due to
inaccurate knowledge of satellite orbits and hence of the inter-
ferometric spatial baseline. All these contributions can be iden-
tified and removed or at least mitigated. The topographic
contribution is removed using a DEM of the area. The atmos-
pheric contribution can be modeled and mitigated by using
external data such as Numerical Weather Model (NWM) output
or permanent GPS receivers and meteorological stations. The
phase contribution due to satellite orbits errors are easily identi-
fied since it gives rise to phase ramps in the interferogram
which can be removed. Contribution due to terrain displace-

ment (e.g. due to landslides, earthquakes, and subsidence) are
not easily identified since they usually affect small areas and
are related to geological phenomena and/or human activity. In
this work we assumed they are negligible over the temporal
interval of twelve days. We assume that the residual phase is
related to the propagation of microwaves into the snow layer.

When isolated from the contributions listed above, the inter-
ferometric phase due to the propagation into the snow layer can
be used to estimate the temporal changes of SWE. In fact, due
to the dielectric contrast at air-snow interface, the radar signal
is refracted when it impinges on the snow layer, resulting in a
longer path (ARg) when compared with the linear path (AR,) as
sketched in Figure 4. A relationship can be found between the
variation of snow depth and the measured interferometric phase
(Guneriussen et al., 2001):

6, atnt - ) 0

where Agg is the interferometric phase contribution due to the
2-way propagation into the snow layer, measured as the phase
difference between two SAR images acquired at two different
times (master and slave SAR images). The other parameters of
the equation are: the radar wavelength 4, the surface incidence
angle 0;, the snow depth temporal variation AZ, and the snow
relative permittivity ¢ which depends on the snow density pg.
The SWE is defined as:

SWE(p,)=£5 7 @)
w

where pjy is the liquid water density. From Equations (1) and
(2) the following relationship can be found between the tem-
poral variation of SWE and the interferometric phase:

;SA% (3

| 1.59+62

ASWE =SWE(1,) - SWE(1,) = 22
T

where ¢, and ¢ are, respectively, the acquisition times of the
master and slave SAR images and a = 1 is a parameter slightly
depending on the incidence angle #; (Leinss et al., 2015). The
local incidence angle is estimated from the DEM, computing
the local slope and aspect angles, and the spaceborne SAR look
angle. Using the Sentinel-1 SAR wavelength 4, = 5.5 cm, a
mean incidence angle of 8, = 37° and a = 1, Equation (3) can
be re-written as:

ASWE =SWE(t,)— SWE(1,,) = 0.0045 Ag, (4)

This relationship says that since the phase variation Agj
measured by SAR interferometry is always within the basic
interval [-m, m] rad, the temporal variation of SWE can be esti-
mated unambiguously, without the need of phase unwrapping,
only in the interval [-14.3, 14.3] mm. It is worth noting that
this interval depends on the local incidence angle and so in real
conditions it slightly varies in space according to the local 8;.

A key point of the proposed methodology is the modeling of
the atmospheric phase delay. In fact, the interferometric phase
signal has two main contributions, after the correction of
topography contribution, and in case of no significant terrain
deformation within the time window between two SAR
acquisitions, phase delays in atmosphere and the snow layer. If

95



Vasco Conde, Giovanni Nico, Pedro Mateus, Jodo Cataldo, Anna Kontu, Maria Gritsevich

65°13'12"

29927'36" B 29°27'36" 29°28'30"

66°23'17"

66°22'23"

29°18'18" 29°19'12" 29°18'18" 29°19'12"

65°20'24"

65°19'30”

260446 28°450"

65°19'48"

65°18'54"

27°10'12" 27°11'6"

65°12'50"

65°11'56"

27°37'48"

27°36'54" 27°36'54" 27°37'48"

65°31'30”

0o28'48"  20°29'42"

o 65930°36” ‘

| 29°28'48" 29°29'42"

i

65°43'30"

28°33'36"

fin

28°33'36" 28°34'30" 28°34'30”

65°55'12"

29°10'30" 29°11'24"

29°10'30"

I

27°19'48" 27°20'42"

_ -
e |-
O sl . o= T

8 27°2924" 27°30'18"

|

27°2924" 27°30'18"

Fig. 3. From left to right, from top to bottom, details of cloud and snow-free Sentinel-2 MSI Natural Colors and 2012-Corine map around
the ten locations of in-situ SWE measurements (denotes as red triangles with the corresponding location number used throughout the pa-
per). The colors in the Corine map denote: a) black green — coniferous forest; b) bright green — transitional woodland-shrub; c) yellow-
brown — land principally occupied by agriculture with significant areas of natural vegetation; d) cyan — water bodies; e) mauve violet —

inland marshed; f) dark violet — peat bogs.

the modelling of phase delay in atmosphere is not correct, also
the estimate of ASWE is not correct. The phase delay in atmos-
phere is computed using the output of the Weather Research
and Forecast (WRF) model. This is a next-generation
mesoscale numerical weather prediction system used in a wide
range of meteorological applications across scales ranging from
meters to thousands of kilometers. Four one-way nested do-
mains at 27-, 9-, 3-, and 1-km horizontal grid resolutions were
defined. The initial time-dependent boundary conditions are
derived from the latest European Centre for Medium Range
Weather Forecasting (ECMWF)/ERA-Interim global atmos-
pheric reanalysis (1989—present). The top of the atmosphere in

the model is located at the 10-hPa level, approximately corre-
sponding to a height of about 30 km; a total of 50 vertical lay-
ers that are unevenly spaced were used, and the lowest model
layer is about 60 m thick. The model is used to simulate a 3-D
field with the vertical profiles of the atmosphere’s parameters
(temperature, pressure, water vapor fraction, geopotential, and
precipitable water vapor) generated over a 1 km x 1 km grid.
The initial and time-dependent conditions were derived from
the European Centre for Medium Range Weather Forecasts-
ERA Interim reanalysis. The grid resolution of the ERA-
Interim data is 0.75° x 0.75°, with a total of 37 pressure levels.
Simulations were conducted starting 12 h before SAR
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Fig. 4. Schematic depiction of the optical path delay of SAR mi-
crowaves when a uniform snow layer is crossed giving rise to the
interferometric phase due to SWE (A¢g). Ry denotes the SAR
range in air (without snow) and Rg is the SAR range when a uni-
form snow layer of AZg depth is intersected (Leinss et al., 2015).

acquisition time. Delays computed using a ray-tracing
procedure were interpolated over the geolocated InSAR grid
(Nico, 2002). These quantities were used to compute the 3D
field of atmosphere refractivity at the acquisition times of the
two Sentinel-1 SAR images used to generate a SAR
interferogram. The phase delay at a given time has been
obtained by integrating the phase delay along the SAR line-of-
sight using a ray tracing procedure. The difference of phase
delays at the acquisition times of master and slave SAR images,
mapped from WRF longitude/latitude grid to Sentinel-1
range/azimuth grid, provides the phase screen used to correct
atmosphere propagation effects in the SAR interferogram. More
details about WRF schemes used to model land-surface, the
turbulence in the planetary boundary layer, the atmosphere
convection and the cloud microphysics, as well as the accuracy
WRF-based maps of phase delay in atmosphere can be found in
Mateus et al. (2015) and references therein. The synthetic
interferograms corresponding to the atmospheric phase delays
were then obtained as the difference between the atmospheric
phase delays computed at the acquisition times of the master
and slave SAR images.
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RESULTS

In this section, the results which have been obtained over the
study area are summarized. Figure 5 shows the two interfero-
grams which have been generated, after the topographic phase
correction. They correspond to the time intervals between De-
cember 29, 2015 and January 10, 2016 and between January 10,
2016 and January 22, 2016. Lakes and other large water surfac-
es have been masked out and appear as white pixels. Also the
portion of the interferogram falling on the Russian territory has
been mask out. It appears as a white area on the top-left of the
interferogram. More Sentinel-1 SAR images have been ac-
quired in the time interval for which in-situ measurements were
available. However, interferograms built with those images
showed a poor interferometric coherence and for this reason
they have not been used in this study. Figure 6 shows the two
synthetic interferograms related to the temporal change of
propagation properties in atmosphere. The atmospheric artifacts
were mitigated by removing the synthetic image of atmospheric
phase delay from the corresponding SAR interferogram. Figure
7 shows the interferograms, after the correction of topographic
and atmospheric phase contributions. Phase measurements have
been unwrapped both in time and space using in-situ SWE
measurements to know the expected true absolute phase values
in a few points and to detect possible phase unwrapping errors.
We need these in-situ measurements as a reference, in the same
way as the knowledge of stable reference points is needed in
the geodetic applications of SAR interferometry. The in-situ
ASWE measurements at the three locations 6, 9 and 10 have
been used to calibrate the unwrapped phase.

Calibration procedure would require just one in-situ SWE
measurement. However, we used three in-situ measurements to
get some redundancy, in an attempt to reduce the probability of
getting a biased calibration and to identify a spatial trend.

The final result is reported in Figure 8 which displays the
two maps with the temporal variation of SWE occurred be-
tween the master and slave acquisition times.

The InSAR maps of ASWE have been assessed using the
in-situ measurements at the remaining in-situ locations not used
for the calibration of the unwrapped interferometric phase. For
each location, a 3 x 3 window around its position on the InNSAR
ASWE map has been used to identify pixels on the map. The
ASWE values estimated at those pixels have been used to com-
pute the mean value to be compared with the in-situ measure-
ment at the location. Pixels corresponding to water
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Fig. 5. Interferograms after topographic correction. (a) December 29, 2015-January 10, 2016. (b) January 10, 2016-January 22, 2016.
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Fig. 6. Synthetic interferograms of atmospheric phase delay (Ag,,,) derived from WRF model. (a) Ag,,, between December 29, 2015 and
January 10, 2016. (b) Ad,., between January 10, 2016 and January 22, 2016.
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Fig. 7. Interferograms after topographic and atmospheric corrections.
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Fig. 8. ASWE maps derived by SAR interferometry with overlaid the location of in-situ measurements of SWE (black triangles). (a) ASWE
between December 29, 2015 and January 10, 2016. (b) ASWE between January 10, 2016 and January 22, 2016.

surfaces, if falling within the 3 x 3 window, have not been
taken for the computation of the mean values. Tables 2 and 3
summarize the comparison between the InNSAR estimates and
the ASWE values derived from the in-situ measurements. It is

worth noting that the in-situ ASWE estimates at the acquisition
times of Sentinel-1 images, reported in these tables have been
obtained by a 2nd-order polynomial regression.
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Table 2. In-situ ASWE measurements, ASWE InSAR derived and
their difference. (December 29, 2015-January 10, 2016).

In-situ ASWE, it ASWEsar Difference Difference
location (mm) (mm) (mm) (%)
1 12.6 7.6 5.0 39.4
2 14.3 6.6 7.7 53.8
3 14.8 13.7 1.1 7.5
4 19.2 5.2 13.9 72.6
5 17.6 5.6 12.0 68.4
7 6.6 12.0 —5.4 -81.5
8 11.1 11.3 —0.2 -2.0
mean 4.9 23.1
std 6.9 53.8

Table 3. In-situ ASWE measurements, ASWE InSAR derived and
their difference. (January 10, 2016-January 22, 2016).

In-situ ASWE, it ASWE/,sar Difference | Difference
location (mm) (mm) (mm) (%)
1 17.0 16.4 0.7 3.9
2 18.8 14.3 4.5 24.1
3 14.8 10.3 4.5 30.1
4 23.6 14.0 9.6 40.6
5 17.6 14.9 2.7 15.2
7 6.6 14.5 -7.9 -120.2
8 11.1 7.8 3.3 30.1
mean 2.5 3.4
std 5.3 56.8
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Fig. 9. Scatter plot of SASWE (ASWEsar — ASWE,, ) for the
period of the first interferogram vs. SASWE for the period of the
second interferogram.

The differences between the two values are also reported,
both as a value in millimeters and in percentage with the re-
spect to the in-situ measurements. The comparison shows a
reasonable match between InSAR estimates and in-situ meas-
urements of ASWE with an average accuracy of about 6 mm.
Figure 9 shows the comparison of differences between InSAR
estimates of ASWE and the corresponding quantities obtained
by interpolating the in-situ measurements. The almost linear
trend indicates that quality of the InSAR estimates of ASWE
does not depend on the interferogram that has been used. When
the difference of the ASWE estimate with respect to the in-situ
measurement is almost the same for the two interferograms, it
means that this difference depends on the land cover as ex-
plained before. However, the accuracy of the ASWE could also
depend on the interferometric coherence that could change from
one interferogram to the other as in the case of in-situ meas-
urement at location 5.

DISCUSSION AND CONCLUSIONS

In this paper a new methodology to estimate temporal
changes of ASWE has been presented, based on the SAR inter-
ferometry technique and the use of a NWM to model and
remove the phase contribution due to propagation in the atmos-
phere. Sentinel-1 SAR images with spatial resolution of 20 m
have been used. The comparison with an independent set of
ASWE estimates derived by in-situ measurements shows that
the proposed methodology can attain an accuracy of about 6
mm which is in agreement with the root-mean-square errors
obtained using a ground-based radar working at frequencies of
10 GHz and 16 GHz (Leinss et al., 2015). The ASWE estimates
have an error between 5 and 15 mm, for temporal variations of
the SWE up to 200 mm. It was found that the interferometric
coherence was preserved for almost a month in case of dry
snow. In contrast, the presence of wet snow shortened the
decorrelation time to a few hours (Leinss et al., 2015). This
property of the interferometric coherence has been confirmed
by our results, even if they have been obtained using a space-
borne C-band SAR sensor instead of a ground-based Ku-band
radar. In fact, we found that between December and January,
when it can be supposed to have dry snow, the interferometric
coherence of SAR images acquired with a temporal baseline of
12 days was high and allowed to estimate the ASWE over al-
most the whole SAR image except for lakes and dense forests
where some decorrelation effect has been observed.

Concerning SWE measurement provided by other space-
borne sensors, it has been demonstrated that the assimilation of
passive microwave data in a semi-empirical radiative transfer
model can provided error values of 15 to 40 mm in the estima-
tion of the SWE (Pulliainen and Hallikainen (2001); Pulliainen
(2006)). A similar error has been reported by Takala et al.
(2011) who estimated the SWE over Russia, Finland and Cana-
da with an error below 40 mm. However, the spatial resolution
of radiometer is by far lower than that which can be attained by
spaceborne SAR sensors.

Other methods combining remotely sensed snow cover im-
ages with a spatially distributed snowmelt model were charac-
terized by a root-mean-square error of about 250 mm when
validated against snow survey observations (Guan et al., 2013).

Based on these results, we conclude that SAR interferometry
could be a promising technique to get high-resolution maps of
ASWE, updated up to every six days if Sentinel-1A&B data are
used, also in areas where few in-situ measurements are availa-
ble to invert microwave backscattering models. If a reference
image is taken in a period when snow is not covering the terrain
surface (e.g. summer season), a time series of SWE estimates
can be recovered from the ASWE maps provided by SAR inter-
ferometry. The temporal updating of ASWE maps can be fur-
ther reduced to less than six days if the ASWE measurements
obtained by SAR images acquired along different orbits are
merged. The interferometric coherence is a critical point since it
can hinder the estimate of ASWE in areas covered by vegeta-
tion or when large snowfalls completely change the surface
morphology so destroying the interferometric coherence. The
lack of coherence can reduce the number of SAR interfero-
grams that can be used to get maps of ASWE. From the physi-
cal point of view, the proposed methodology requires a dry
snow in order to allow the radar signal to penetrate the snow
layer without being absorbed or reflected and the assumption
that snow density is constant over the scene. This last assump-
tion can be relaxed if polarimetric SAR images are also used.
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To summarize, we found that the proposed methodology, re-
lying on Sentinel-1 interferograms, with a 6-day temporal base-
line, could map SWE also over regions covered by shrubs or
low vegetation. The main advantage of this methodology with
respect to other approaches to estimate ASWE based on SAR
amplitude is that a small number of in-situ measurements of
SWE are needed.
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Abstract: This study evaluates MODIS snow cover characteristics for large number of snowmelt runoff events in 145
catchments from 9 countries in Europe. The analysis is based on open discharge daily time series from the Global Runoff
Data Center database and daily MODIS snow cover data. Runoff events are identified by a base flow separation
approach. The MODIS snow cover characteristics are derived from Terra 500 m observations (MOD10A1 dataset, V005)
in the period 2000-2015 and include snow cover area, cloud coverage, regional snowline elevation (RSLE) and its
changes during the snowmelt runoff events. The snowmelt events are identified by using estimated RSLE changes during
a runoff event. The results indicate that in the majority of catchments there are between 3 and 6 snowmelt runoff events
per year. The mean duration between the start and peak of snowmelt runoff events is about 3 days and the proportion of
snowmelt events in all runoff events tends to increase with the maximum elevation of catchments. Clouds limit the
estimation of snow cover area and RSLE, particularly for dates of runoff peaks. In most of the catchments, the median of
cloud coverage during runoff peaks is larger than 80%. The mean minimum RSLE, which represents the conditions at
the beginning of snowmelt events, is situated approximately at the mean catchment elevation. It means that snowmelt
events do not start only during maximum snow cover conditions, but also after this maximum. The mean RSLE during
snowmelt peaks is on average 170 m lower than at the start of the snowmelt events, but there is a large regional variability.

Keywords: MODIS; Snowmelt; Runoff events; Europe; Snowline elevation.

INTRODUCTION

Snow cover distribution in alpine catchments plays a key
role in runoff generation during spring melt season. Snow-
covered and snow-free parts of the catchments respond differ-
ently to rain and melt situations, which affects the timing and
intensity of snowmelt runoff generation. Snow-free areas pro-
duce more rapid runoff response during rainfall events in winter
and spring and the thermal conditions of the snow pack deter-
mine the amount of rain and melt which percolates into the
snowpack and hence delays or retains the transit of water con-
tributing to runoff (Collins, 1998).

Satellite images of snow cover, such as from MODIS (Hall
and Riggs, 2016) enable an effective and accurate way to de-
termine the snow covered areas over large regions (Parajka and
Bloschl, 2012). Previous studies demonstrated that MODIS
snow cover maps can be used for mapping of catchment snow
cover area (e.g. Paudel and Andersen, 2011; Wang et al., 2009;
Xinghua et al., 2017), seasonal snow cover duration (Dietz et
al., 2012; Gascoin et al., 2015; Wang et al., 2015) or snow
cover depletion (Déry et al., 2005; Li et al., 2008; Riboust et al.,
2019). A recent study of Kraj¢i et al. (2014) proposed and
evaluated a method to describe the snow cover distribution in

catchments by a time varying snow line elevation. The results
indicate that spatial patterns of snow cover during snowmelt
period closely follow topography and snow line elevation ap-
proach can be used to describe snow cover distribution in alpine
basins.

Most of the previous studies analysed and evaluated MODIS
snow cover products at seasonal or monthly time scale. The
main objective of this study is to analyse snow cover character-
istics derived from MODIS datasets for individual snowmelt
runoff events in a large number of European catchments. The
specific research questions are:

What are the MODIS-derived snow characteristics (i.e. snow
cover area, cloud coverage, snow line elevation) during snow-
melt runoff events?

How does the snowline elevation change during snowmelt
runoff events?

What are the spatial and temporal differences in snowline el-
evation across Europe during snowmelt runoff events?

This study goes beyond the existing literature in that it in-
vestigates the spatial variability of snow cover and its changes
during snowmelt runoff events. The main interest is to analyse
snow cover changes using the variability in snowline elevation
in the time period between the beginning and the peak of the
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runoff events. Assessment of the variability in a large number
of catchments and runoff events allows a robust comparative
assessment of spatial and temporal patterns of snow cover
changes during snowmelt periods across Europe.

The context of the study is determined by the setup of exper-
iments in the Virtual Water Science Laboratory developed
within the EU SWITCH-ON project (http://www.water-switch-
on.eu/). One of the main scientific aims of the project is to
develop new forms of research in support of open science (Ceo-
la et al., 2015). The Virtual Water Science Laboratory provides
a platform to support reproducibility and transparency of hydro-
logical analyses and experiments. This study is one of the test
cases, evaluating not only the aspect of regional snow line
elevation changes during snowmelt runoff events, but also
testing the platform for research collaboration between external
partners. The Virtual Water Science Laboratory provides open
access to all input and output data, as well as to computational
tools used in the analysis, so it allows to fully reproduce the
methodology applied in the study (protocol to experiment is
available here: http://dl-ng005.xtr.deltares.nl/view/40/). On the
contrary, the requirement of open science and open call for the
collaboration has an impact on the number and location of
analysed catchments and the methodological setup of the exper-
iment.

METHODS

The methodology applied for the analysis of MODIS snow
line elevation changes during snowmelt runoff events consists
of three steps. In the first step, all runoff events are identified
from daily discharge time series and the starting date and date
of runoff peak are determined. In the second step, the regional
snow line elevation (RSLE) is estimated from daily MODIS
images for selected catchments. The RSLE is identified for all
days without significant cloud coverage (i.e. less than 80%). If
during the runoff events (i.e. between the start and the peak) a
change in RSLE (i.e. decrease in snow cover area) occurs then
those events are classified and selected as driven by snowmelt.
In the third step, the MODIS and RSLE characteristics and their
changes during the selected snowmelt events are evaluated. The
following three sections provide a detailed description of the
applied methodology.

Identification of runoff events

The methodology used for the identification of runoff events
and corresponding peaks is based on a base flow separation
approach. Base flow separation is used to identify the points in
time at which the runoff event starts and ends. While the start-
ing point refers to a point when the flow starts to increase, the
end-point refers to a time when the plot of logarithmic trans-
formed discharge values against time becomes a straight line.
For the establishment of the end-points, a wide range of tech-
niques is available. In this study, we apply the Chapman digital
filter (Chapman, 1999), which estimates the base flow as a
simple weighted average of the base flow at the previous time
interval and the direct runoff at given time interval, i.e.

0, (i) =kQ, (i-1)+(1-k)Q, (i) (1)

where Q,(i) and Q,(i) are the daily base flow and direct runoff
at time interval i, respectively. The parameter k£ is the flow
recession constant, which is in this study estimated by the ap-
proach of Vogel and Kroll (1996) (see also Thomas et al.,

2013). More details about the steps used for estimation of the
recession constant can be found in Mangini et al. (2018).

Once the recession constant is estimated, time-series of Q(i)
and Q4i) are computed and independent runoff events are
identified. The runoff peaks then represent the maximum daily
discharge within each independent event, if the direct runoff is
greater than both the base flow and mean annual direct runoff.
This criterion is introduced to eliminate cases where discharge
or base flow equals zero. All steps used for event identification
are documented in an R-script, which is available at
https://gist.github.com/duropa/c2590ad84{730e38b0b6c408ab4f
a95a.

Estimation of regional snow line elevation

The regional snow line elevation (RSLE) is estimated by the
methodology developed in Kraj¢i et al. (2014). It is based on
processing satellite images of snow cover. The approach finds
the elevation for which the sum of snow covered pixels below
and land pixels above the RSLE is minimized for each time
step (day). The approach is applied only for days when catch-
ment cloud coverage is less than user defined threshold values.
The threshold value of 80% was set in this study, based on the
sensitivity analysis performed in Krajéi et al. (2014). For days
with cloud coverage larger than 80%, the RSLE was linearly
interpolated from the nearest RSLE estimates. An illustrative
example of estimated RSLE is presented in Figure 1.

. Mar 2, 2011 (RSLE=1138)

Land Snow Clouds T Tokm 1

——Regional snowline elevation (RSLE) (mas.l)

Fig. 1. Regional snowline elevation (RSLE, red line) estimated
from MODIS snow cover data for the Upper Vah basin (Slovakia).

An R-script has been written to estimate the RSLE according
to Krajci et al. (2014) using MODIS daily images as a data
source. The code is available at:
https://gist.github.com/duropa/596alad28d14547bfdd3f1£22£75
ccb5. The script includes the commands used for processing
and reprojection of MODIS images, digital elevation model and
catchment boundary. The outputs are time series of RSLE, and
the frequencies of pixels classified in MODIS as snow covered,
land and clouds.
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Estimation of changes in RSLE during snowmelt events

The estimation of changes in RSLE (results presented in
sub-section “Change in regional snowline elevation during
snowmelt events”) is schematically demonstrated in Figure 2.
The dotted line shows daily discharge time series for the Lech
catchment in Austria. The yellow background outlines the
duration of the identified snowmelt event. In the analysis, the
changes in RSLE are evaluated between the start and the peak
of an event. The changes in RSLE are presented as a blue line
with blue triangle symbols indicating the relative amount of
cloud covered pixels in the catchment. Two types of RSLE
changes are assessed. The first (RSLE1) indicates the maxi-
mum change in snowline elevation during an event. The second
change (RSLE2) shows the difference between the first and last
day of RSLE changes during an event. In case of significant
cloud coverage (i.e. clouds > 80%) the RSLE2 change is esti-
mated to the days closest to the first or last day of RSLE change
within an identified event. The duration of an event is in this
study defined as the number of days between the beginning of

event and the snowmelt peak. If the event is not accompanied
by a change in RSLE it is not considered a snowmelt event.

DATA

The analysis of snowline elevation changes is performed in
145 catchments in 9 countries of Europe. Table 1 lists the num-
ber of catchments in each country and the range of their size
and gauge elevation. The median of catchment size and gauge
elevation is 265.6 km” and 523 m a.s.l., respectively. The loca-
tion of the catchments is presented in Figure 3.

The selection of catchments is determined by the availability
of daily discharge and MODIS snow cover data, by the signifi-
cance of anthropogenic influence, and by the climate region
indicating where snowmelt is one of the important flood gener-
ation processes. The core for the selection is the open dataset of
the pan-European catalogue of flood events (Parajka, 2017),
which lists runoff events identified for 1315 gauging stations
available in the Global Runoff Data Centre (GRDC) database
(http://www.bafg.de/GRDC/EN/Home/homepage node.html).
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Fig. 2. An example of changes in regional snowline elevation from MODIS (RSLE, blue line) during a snowmelt event (dotted line, filled
by yellow). Size of blue symbols indicates the cloud coverage. Two arrows indicate two types of RSLE changes. The first type is deter-
mined by the largest difference in RSLE during an event (RSLE1), the second type indicates the change in RSLE (RSLE2) between the

start and end of an event (if cloud coverage is less 80%).

Thweey

Fig. 3. Location of gauging stations (circles) selected for analysis of regional snow line elevation changes in Europe.
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Table 1. Summary of catchments used for analysis of regional snowline elevation and their basic characteristics.

Country Number of Total number of analysed | Min-median-max of gauge Min-median-max of mean
catchments snowmelt events elevation (m a.s.l.) catchment area (km?)
Austria 48 1555 230-730-2000 10-149-25600
Czech Republic 4 159 520-*-970 14-*-176
France 3 100 840-*-1160 70-*-2170
Norway 27 1596 155-654-1224 16-491-40540
Slovakia 2 95 330-*-570 1100-*-1800
Slovenia 52 3254 60-265-800 40-294-14600
Switzerland 5 351 350-620-1580 24-260-10150
Sweden 3 135 279-*-579 340-*-2430
Turkey 1 61 1140 10270
*not enough values to estimate median
Additionally, daily discharge data from Slovenia, Czech Re- -
public and Turkey have been processed using the same ap- Z‘; 12 4
proach as applied in the Catalogue of flood peaks. Finally, % o
stations with at least 6 years of daily discharge observations in €
the period 2000-2015 have been selected. The median data g 84 °
record length of these stations is 12 years and the total number 5 2 o
of analysed snowmelt events is presented in Table 1. é o ° 38
Regional snow line elevation is processed from daily 2 ) 3 ° 8
MODIS snow cover data (MODI10AI1, version 005, spatial g S
resolution 500 m) in the period 2000-2015. For each catch- 0 : . . . . . ; : .
ment, the corresponding MODIS tile is selected and data are EU U = COE':W SE SRR e

downloaded, processed and re-projected to the national projec-
tion of each country. The RSLE is estimated from the SRTM
90m Digital Elevation Model (v 4.1, (http://srtm.csi.cgiar.org)
downsampled to a spatial resolution of 500 m.

RESULTS
Characteristics of snowmelt events

The mean number of identified snowmelt events in different
countries is presented in Figure 4. On average, there are 5.6
snowmelt events per year in the selected catchments and time
period. More than eight events per year are observed in most of
the catchments in Norway and only a few alpine catchments in
Austria, Slovenia and Switzerland. The proportion of snowmelt
to all identified events (Figure 5) indicates that the proportion
increases with increasing maximum elevation of the catch-
ments. This relationship is the strongest in Austria, where the
proportion of snowmelt events increases about 16% (ratio 0.16)
per 1000m (R* of linear fit is 0.7). Two low elevation catch-
ments in Sweden make an exception, where snowmelt events
represent about 80% of all identified events at Idre and Fyras
stations. The proportion of snowmelt events increases also with
increasing size of the catchments, particularly for catchments in
Slovenia (R* = 0.6) and Norway (R* = 0.50). A comparison of
larger datasets from Austria and Slovenia shows that the pro-
portion of snowmelt events to all runoff events is generally
smaller in Slovenia, but it depends mainly on the maximum
elevation of the catchments. While for high altitude catchments
with maximum elevation above 2600 m the proportion of
snowmelt events is greater than 50% in both countries, for most
of the catchments with maximum elevation below 1000m the
proportion of snowmelt events is less than 15% and 25% in
Slovenia and Austria, respectively. It should be noted, however,
that Slovenian dataset includes catchments situated in sub-
Mediterranean climate and also two transboundary catchments
(Drau, Mura).

The mean duration of the identified snowmelt events (i.e.
from start to peak) is 3.3 days (Figure 6). This is shorter than
the mean length of all no snow events (8.5 days). While the

Fig. 4. Mean number of snowmelt events (per year) in selected
catchments situated in Switzerland (CH), Austria (AT), France
(FR), Slovenia (SI), Turkey (TR), Slovakia (SK), Norway (NO),
Sweden (SE) and Czech Republic (CZ) in the period 2000-2015.
Box and whiskers for SI, AT and NO show 10%-, 25%- 50™-,
75%- and 90"-percentile values.

mean duration for the snowmelt events is the shortest in Slove-
nian catchments (median of mean length is 2 days), mean dura-
tions above seven days are found in two catchments in Sweden,
France and Austria, Karasu catchment in Turkey and five
catchments in Norway. In France, the mean duration of snow
events seems to be longer due to the larger size of catchments.
Interestingly, there is no clear statistical relationship between
the mean duration of snowmelt events and the elevation charac-
teristics or size of the catchments. This shows that runoff re-
sponse to snowmelt is more affected by other characteristics,
probably snow depth, structure and the amount of water stored
in the snow at the beginning of the snowmelt, catchment area
covered by vegetation, vegetation characteristics, weather con-
ditions, etc.

The evaluation of the extent of snow cover area from
MODIS (SCA) during snowmelt events is presented in Fig-
ure 7. The mean maximum SCA is plotted by the dotted lines.
They indicate an average of maximum SCA during all snow-
melt events identified in individual catchments. For compari-
son, the bold lines show the mean SCA estimated only for dates
of snowmelt peaks. The results show that median of mean
maximum SCA varies between 46% (Slovenian catchments) to
72% (Czech catchments). The median of mean SCA during
snowmelt peaks is on average 10% smaller. The variability in
SCA reflects the climatic differences among the countries. For
example, while the mean SCA during snowmelt peaks in the
Karasu catchment (Turkey) is less than 30%, in the Norwegian
catchments it exceeds 64%. This likely corresponds to the
difference in altitudinal distribution of snow cover in warmer
and colder climates. The average change in SCA between be-
ginning of event and runoff peak is the largest in catchments in
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mated from MODIS images for 145 catchments in Europe in the period 2000-2015. Background colours show the elevation range in each
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images if cloud coverage is less 80%.
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Sweden and France (about 30%). In Austria, Switzerland,
Czech Republic and Slovakia it is between 17-20% and the
smallest difference is observed in Slovenian and Norwegian
catchments (14%). Interestingly, the average maximum SCA
during snowmelt events tends to be smaller in catchments with
higher maximum elevation than in lower elevation catchments.
For example in Austria, the mean maximum SCA is 50% in
catchments with maximum elevation above 3000 m, but about
70% in catchments with maximum elevation between 1000 and
2000m. In Slovenia, the mean maximum SCA is 40% and 60%
in catchments with maximum elevation above 2500 m and
below 1000m, respectively.

The estimation of SCA from MODIS is limited by the exist-
ence of cloud coverage. Figure 8 shows the mean catchment
cloud coverage during snowmelt events (dotted lines) and run-
off peaks (bold lines), respectively. It is clear that the cloud
coverage during runoff peaks is large and the median of cloud
coverage exceeds 80% in Austrian, Slovenian, Slovak and
Czech catchments. The median of average cloud coverage
during snowmelt events is however lower, which allows more

robust estimation of snow cover characteristics from MODIS
data. The largest difference between the medians of mean event
and peak cloud coverage is in Czech (43%) and Austrian (33%)
catchments. On the contrary in three catchments in Sweden, the
difference is less than 5% (66% and 70% of clouds during
event and peaks, respectively).

Change in regional snowline elevation during snowmelt
events

The mean minimum regional snow line elevation for select-
ed catchments is presented in Figure 9 (dotted lines). The min-
imum RSLE represents the conditions at the beginning of
snowmelt events, when snow covers also the lower parts of the
catchments. It is clear that the mean minimum RSLE is situated
approximately in the middle between minimum and maximum
clevation of the catchments, so the snowmelt events tend to
start not only during maximum snow coverage of the catch-
ments. The mean RSLE during snowmelt peaks (Figure 9, bold
lines) is on average 170 m higher than at the start of the
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Fig. 8. The mean cloud coverage during snowmelt events and during snowmelt peaks for 145 catchments in Europe in the period
2000-2015. Background colours show the elevation range in each catchment. Catchments are sorted according to countries and maximum
catchment elevation. Dashed lines show the median cloud coverage for individual countries. Catchments in different countries are plotted
by different colours: Switzerland (CH), Austria (AT), France (FR), Slovenia (SI), Turkey (TR), Slovakia (SK), Norway (NO), Sweden (SE)

and Czech Republic (CZ).
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Fig. 9. Mean minimum regional snow line elevation (RSLE) during snowmelt events (dotted lines) and the mean RSLE during snowmelt
peaks (bold lines) estimated from MODIS images for 145 catchments in Europe in the period 2000-2015. Background colours show the
elevation range in each catchment. Catchments are sorted according to countries and maximum catchment elevation. Dashed lines show the
median of mean RSLE for individual countries. Catchments in different countries are plotted by different colours: Switzerland (CH), Aus-
tria (AT), France (FR), Slovenia (SI), Turkey (TR), Slovakia (SK), Norway (NO), Sweden (SE) and Czech Republic (CZ). The RSLE is

estimated from MODIS images if cloud coverage is less 80%.
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Fig. 11. Mean relative change in snow cover area (SCA) between
the start and the peak of snowmelt events in selected catchments
situated in in Switzerland (CH), Austria (AT), France (FR), Slove-
nia (SI), Turkey (TR), Slovakia (SK), Norway(NO), Sweden (SE)
and Czech Republic (CZ) in the period 2000-2015. Box and whisk-
ers for SI, AT and NO show 10™-, 25" 50", 75" and 90™- per-
centile values.

snowmelt events. While this difference is the largest in French
(in two catchments larger than 500m) and Swiss (average dif-
ference 307 m) catchments, the smallest differences are ob-
served in four Czech catchments (average difference 51 m). In
Austria, catchments with maximum elevation above 3000 m
have the mean minimum RSLE above 2300 m a.s.l., but the
catchments with maximum elevation below 2500 m have the
mean minimum RSLE below 1170 m a.s.l. In Slovenia, median
of mean minimum RSLE is only 810 m a.s.1.

The evaluation of the change in RSLE between the start and
peak of snowmelt events is presented in Figure 10. Comparison
of the RSLE change obtained by the two different approaches
(RSLEL1, RSLE2, please see sub-section “Estimation of changes
in RSLE during snowmelt events” for their difference) indicates
very similar results. The mean absolute difference between the
approaches is for all analysed catchments approximately
16 m/day. The absolute difference is larger than 50m/day only
in 5 Austrian and 4 Slovenian catchments. The mean change of
RSLE, however varies for different countries. The largest
change is observed in Slovenian catchments. The medians for
the two approaches are 115 (RSLE2) and 136 (RSLE1) m/day.
This is likely caused by generally warmer climate which leads

to a faster melting phase. In catchments situated in lower lati-
tudes, the shorter duration of snowmelt events causes the larg-
est differences in RSLE. The scatter around the median is the
largest in Slovenian catchments. The percentile difference
(P75%-P25%) is 70 m/day for both approaches. In Austria, the
medians and scatters of RSLE change are 59-77 m/day and
28-34m/day, respectively. The smallest change is observed in
three Swedish catchments, where the RSLE change varies
between 25 and 36 m/day. The change in RSLE corresponds
with change in SCA. Depending on the hypsometric curve of
the catchment and duration of the snowmelt event, the mean
change in SCA between the start and the peak is for all ana-
lysed catchments 17% (Figure 11). The mean SCA change
varies between the countries, but there is no significant statisti-
cal relationship with elevation or size of the catchments. The
mean changes larger than 25% are observed in few catchments
in France, Sweden and Switzerland. On the other hand smaller
changes (i.e. less than 10%) are observed in some catchments in
Slovenia, Austria, Norway and Switzerland.

DISCUSSION AND CONCLUSIONS

Analysis of snow cover patterns during snowmelt runoff
events in Europe indicates that the proportion of snowmelt
events increases with increasing elevation and latitude of the
catchments and it varies in range from less than 20% to more
than 60% percent of all runoff events in analysed catchments.
The regional snow line elevation during the snowmelt runoff
peaks is typically lower than the mean catchment elevation.
Most of the snowmelt runoff events start when only a part of
the catchment is covered by snow. The most important factors
controlling the changes in regional snow line across Europe are
latitude and maximum elevation of the catchments. The latitude
and elevation control the onset of snowmelt timing and its
spatial variability as a surrogate for spatial variability in air
temperatures (Clow, 2010). The elevation of the snowline dur-
ing the start of an event is higher in high altitude catchments
and tends to decrease with decreasing altitude of the catch-
ments. In contrary, the change in RSLE between start and peak
of a snowmelt event is more related to latitude, i.e. the largest
change is observed in southern latitude catchments and the
change decreases towards northern latitudes.
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The context and setup of the assessment of MODIS snow
line elevation across Europe presented in this study allows
evaluating more the spatial than temporal changes. The results
show that there are large regional differences, particularly in
RSLE change. These differences are likely caused by factors
ranging from the large-scale synoptic pattern to land cover and
the local energy balance (Mioduszewski et al., 2014), but can
also be attributed to uncertainties connected with MODIS snow
line estimation. The previously reported limitations of masking
effects of cloud (see summary e.g. in Parajka and Bloschl,
2012) limit the estimation of RSLE mainly during the runoff
peaks. While the mean cloud coverage during peaks exceeds
81%, the clouds cover on average 60% of the catchment area
during the entire runoff events. The mean event cloud coverage
is the largest in Norway, which is consistent with pan-European
assessment of MODIS snow cover characteristics presented in
Dietz et al. (2012). In their study they reported a tendency of
increasing cloud coverage with increasing latitude. The lower
cloud coverage around 40° latitude presented in Dietz et al.
(2012) is not detected for snowmelt runoff events in Karasu
catchment in Turkey, where the clouds during events exceed on
average 60%. Interestingly, in Austria, the mean cloud frequen-
cy during entire runoff events is about 10% lower than the
annual mean of 63% reported in Parajka and Bloschl (20006).
This indicates that snow cover and snowline elevation changes
can be well captured by MODIS particularly for radiation driv-
en snowmelt runoff events in alpine areas. The other source of
uncertainty can be related to the effect of vegetation on the
snow cover mapping accuracy, particularly during patchy snow
conditions. As the results indicate, most of the analysed snow-
melt events were observed during partial snow cover. The
previous assessment of Parajka et al. (2012) indicates the map-
ping accuracy in the forest above 92%, but reports the patchy
snow conditions as one of the possible source of misclassifica-
tion. In the next studies, we therefore plan to investigate the
effect of land cover on regional snowline elevation estimation
in more detail. We plan to test more extensively the sensitivity
and sources of uncertainty (e.g. land cover, terrain slope and
topographical shading) on RSLE estimation, as well as to eval-
uate the spatial coherence and temporal changes of snow line
elevation during snowmelt runoff events.

The implications and new research questions are related
mainly to the flood regime changes at the continental scale.
Merz and Bloschl (2003) suggest classifying floods according
to analysis of the climate inputs (rainfall, snowmelt) and the
basins state (soil moisture, snow cover). A recent assessment of
changes in the seasonality of floods across Europe indicates
clear patterns of change in snowmelt flood timing (Bldschl et
al., 2017). They report an increase in air temperature that caus-
es an earlier occurrence of spring snowmelt floods particularly
throughout north-eastern Europe. Understanding of the under-
laying mechanisms and corresponding relations to snow cover
changes is indeed important for the prediction of future changes
in flood regimes and consequent assessment of changing flood
risk across Europe. The spatial patterns in changing snow cover
characteristics and snowline elevation across Europe have a
large potential for more robust assessment of snowline changes
during snowmelt floods and to attribute the trends in past flood
changes.
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Abstract: The aim of the investigation was assessment of spatial variability of the characteristics of snowpack, including
the snow water equivalent (SWE) as the main hydrological characteristic of a seasonal snow cover. The study was per-
formed in Khibiny Mountains (Russia), where snow density and snow cover stratigraphy were documented with the help
of the SnowMicropen measurements, allowing to determine the exact position of the snow layers’ boundaries with accu-
racy of 0.1 cm. The study site was located at the geomorphologically and topographically uniform area with uniform
vegetation cover. The measurement was conducted at maximum seasonal SWE on 27 March 2016. Twenty vertical pro-
files were measured along the 10 m long transect. Vertical resolution depended on the thickness of individual layers and
was not less than 10 cm. The spatial variation of the measured snowpack characteristics was substantial even within such
a homogeneous landscape. Bulk snow density variability was similar to the variability in snow height. The total variation
of the snowpack SWE values along the transect was about 20%, which is more than the variability in snow height or
snow density, and should be taken into account in analysis of the results of normally performed in operational hydrology

snow course SWE estimations by snow tubes.

Keywords: Snow water equivalent; Snow height; Snow density; Accuracy of measurements.

INTRODUCTION

The temporal and spatial variability of the measurable snow
cover characteristics (snow cover height, density and stability)
shows the possibility of 100% difference between a point-based
estimate and a mean for a corresponding horizontal profile of
tens meters length, with different variability in different climate
conditions (Chernous et al., 2015). Analysis of variability of
distinct layers constructing the snow cover based on their
penetration resistance (being a representation of snow micro-
structure including snow density) shows different degrees of
autocorrelation for the penetration resistance from 4 m to more
than 20m on a slope from layer to layer (Kronholm et
al., 2004). Understanding such variability is of high importance
for snow avalanche formation research (Brown and Arm-
strong, 2008; Fierz et al., 2009). However, in operational hy-
drology the major parameter of concern is the mean snow water
equivalent (SWE) in a catchment, with the spatial SWE varia-
bility regulated by topography, wind regime and vegeta-
tion (Griinewald et al., 2013; Revuelto et al., 2014).

The usual approach is the estimation of a SWE by repeated
measurements along a snow course at the distances of dozens or
hundreds meters (Elder et al., 1998; Rasmus, 2013) or more
detailed estimation of SWE in the areas with selected uniform
landscape features (Fassnacht et al., 2010). It is usually accept-
ed that the spatial variability in snow cover density is signifi-
cantly smaller than the spatial variability in the snow cover
height (Mizukami and Perica, 2008; Sturm et al., 2010). Thus,
the snow cover height can be considered as the representation
of the SWE at an area of hydrological investigations (i.e.
Singh, 2016). This simplifies the task of the SWE estimation
and allows incorporation of the results of the remote measure-
ments of snow cover height to hydrological investiga-
tions (Deems et al., 2008; Truyjillo et al., 2007), also required
for validation of the distributed or lumped snow models based
on measured snow cover characteristics (Holko et al., 2009).

Published results on estimation of the accuracy of snow den-
sity measurements by different techniques show up to 9% dif-
ference in reported value in dependence on the type of
snow (Conger and McClung, 2009; Proksch et al., 2016). The
snow density variability obtained by the same observer using
the same method of measurement is considered as a correct
quantification of the true variability.

Evidently, the combination of the snow cover height and the
snow cover density, as presented in SWE, can be more variable
from point to point than each of these parameters alone. Both
should theoretically differ more between different landscapes
than among several measurements in one topographically uni-
form area with uniform vegetation. However, the variability can
be expected in the nature even in the latter case, and a quanti-
fied example of such variability is presented below.

THE SITE AND METHODOLOGY

The study site was located at the Lomonosov Moscow State
University meteorological station in Kirovsk (Murmansk Re-
gion), 67°38°14” N, 33°43°31” E. The site is a geomorphologi-
cally and topographically uniform area covered with natural
grass. The climate conditions of the investigated region are
characterized by long duration of winter period with high re-
peatability of blizzards, strong winds and low temperatures.
Melting events are extremely rare during the winter seasons,
although the ice layers may form on the snow surface in spring.
The data analyzed in this work were measured on 27 March
16 (time of maximum seasonal SWE). Twenty consecutive
measurements along the 10 m long transect with horizontal
resolution of 50 cm at a geomorphologically and topographical-
ly uniform area were made. First, the SnowMi-
cropen (SMP) (Schneebeli and Johnson, 1998) measurements
were made along the transect. Then, the 10 m long snowpit
along the transect was dug. Snow structure was described and
snow layers were determined in accordance with Fierz et
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al. (2009) taking into account also the SMP data. As a result,
nine distinct snow layers were detected. The distance between
the 20 resulting vertical snow profiles was set by the tape
measure. The snow density in each vertical was measured by
the standard “Swiss” “box cutter”. Vertical resolution of the
measurements varied depending on the thickness of the lay-
ers (Proksch et al., 2016). For the layers thinner than 10 cm
three density measurements were made at the same snow height
in the middle of the layer and the mean value was calculated.
For thicker layers, the set of “the same height” three measure-
ments were made with no more than 10 cm vertical distance
between the selected levels. The total number of measurements
for each of the twenty snow density profiles was about 40.

Data analysis was carried out on the base of detailed descrip-
tion of snow microstructure visually determined in the snowpit
and checked by the SMP profiles snow layers. Horizontal and
vertical distributions of measured snow characteristics were
constructed and the spatial variability was statistically pro-
cessed. Detailed presentation of all data is out of the scope of
this work. We focus on the SWE variability along the transect.
SWE for each vertical profile was calculated from the density
and thickness of the individual layers.

RESULTS

Snow height (20 points) along the transect varied from 101
to 114 cm, with the average value of 109 cm (Fig. 1a). Thus,
the variation of this parameter along the transect was 12%. The
variation of the thickness of individual snow layers along the
transect was much higher which is documented in Fig 1b.

The snow density in individual snow layers (as represented
by three measurements per layer in each vertical profile) varied
from 118 to 341 kg/m’ (Fig. 1b). The densities of ice layers
were not measured in the field and were substituted by the
theoretical value of 900 kg/m’ for calculation of SWE of indi-
vidual profiles. The bulk snow density was calculated as the
ratio of the mean SWE and total snow height for each of the
20 profiles. It varied from 265 to 299 kg/m’ (Fig. la), which
represents the variation of 12%. The average value of the bulk
density was 284 kg/m’.

The SWE of the snowpack calculated for each vertical pro-
file varied from 280 to 340 mm, with the mean value of
312 mm for the transect in total (Fig. 1c). This gave the varia-
tion of 20% at the time of seasonal SWE maximum at the stud-
ied site.

CONCLUSION

According to our results the variation of SWE at the date of
maximal seasonal SWE in 20 profiles 50 cm apart along a 10 m
transect at a geomorphologically and topographically uniform
area with uniform vegetation cover can be 20% for the snow
cover of about 1 m height. The variability in snow height and
mean snow cover density, averaged per each profile, did not
exceed 12%. This disagrees with common assumption that the
spatial variability in snow cover density is significantly less
than the spatial variability in the snow cover height. Our results
showed that they can be the same which means that the spatial
variability in snow cover height does not necessary represent
the spatial variability in SWE. Spatial variability of snow height
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Fig. 1. a) Snow height and bulk snow density along the 10-m transect. b) Snow density variability along the 10-m transect. ¢) Snow water

equivalent (SWE) along the 10-m transect.
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may represent the spatial variability of SWE when comparing
different landscapes or is focused on continental scale SWE and
snow density variability (Bormann et al., 2013; Zhong et al.,
2014) or the effect of terrain characteristics on the SWE
(Lopez-Moreno et al., 2013). However, it should be kept in
mind that one single SWE measurement by snow tube per
uniform area with the spatial resolution of 500 m (Hannula et
al., 2016) can be significantly biased. SWE difference close to
20% was observed between the two verticals Im
apart (Fig. 1c). Measurements made every 5—10 m which are
considered as “accurate” enough (Fassnacht et al., 2010) each
can have an accuracy of about £10%, and their averaging
would not necessarily represent the actual mean value for the
surrounding area. Snow height measurement alone cannot
substitute the SWE assessment. Based on the presented SWE
analysis and the snow microstructure data which are beyond the
scope of this article we assume that the greatest spatial variabil-
ity of the SWE values along the profile should be observed
during winters characterized by long cold periods, rapid tem-
perature changes (leading to the increase of temperature gradi-
ent and the vapor migration within the snowpack), as well as
heavy blizzards with high wind velocities (leading to dense
layers’ formation).
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