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Abstract. Meta-programming paradigm and policy-based design are less known
programming techniques in Digital Signal Processing (DSP) community, used to
coding in pure C or assembly language. Major software components, like C++
STL, have proven usefulness of such paradigms in providing top performance of
highly optimised native code, along with abstraction and modularity necessary in
complex software projects. This paper describes composition of DSP code using
these techniques, bringing as an example implementation of Feedback Delay Net-
work (FDN) artificial reverberation algorithm. The proposed approach was proven
to be practical, especially in case of prototyping computationally intense algorithms.
To provide further performance insight, we discuss the techniques in context of other
optimisation methods, like Single Instruction Multiple Data (SIMD) instruction sets
usage and exploitation of superscalar architecture capabilities.
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1 INTRODUCTION

Adjusting signal processing algorithms to achieve desired results, while conforming
to strict performance restrictions, is a challenge of many DSP designers. We have
faced similar issues during our work on acoustical signal processing code, that had
to satisfy both top performance requirement (real-time processing of hundreds of
audio streams using consumer grade hardware) and high level of subjective sound
quality [11].

Most of the high performance DSP programming is done in assembly or C lan-
guage (especially in the embedded/low-energy systems). Along with project size,
using procedural paradigm leads to unmanageable code, which lacks composability
and is error prone. While code complexity problem is mostly addressed by compos-
ing program structure in object oriented manner (using languages like C++, C#,
Java, etc.), such solution may lead to severe performance impact, particularly in
case of abstracting small, loosely-coupled code blocks. In some cases of DSP code,
it means only few arithmetic operations per function call. Similarly, architecting
modular code in C language involves function pointer management, that, in fact, is
similar to what happens behind the scenes during virtual method calls in the ob-
ject oriented languages like C++ or Java. Negative performance impact of virtual
method calls is directly connected to the modern pipelined CPU architectures [12],
memory access bottleneck [15] and function call overhead [6] (that cannot be inlined
by compiler).

Common approaches to DSP programming may be divided into following classes:

• Assembly programming, usually targeted for dedicated DSP processors.

• C/C++ programming, with the use of popular DSP libraries [8, 27].

• Dedicated, usually functional domain specific languages (DSL), such as
Faust [19], SuperCollider [16], ChucK [33, 32] or Kronos [18]. These languages
are usually targeted for audio processing and sound synthesis.

As domain specific languages are not targeted for general purpose DSP pro-
gramming, and assembly coding is error prone, nonportable, and unsuitable for
complex problems, we focus on comparing our approach to the traditional C/C++
programming with use of optimised DSP libraries.

High performance DSP libraries, like Intel IPP [27] or FFTW [8] are widely
available. Most of them provide implementations for some of the frequently used
DSP building blocks, like discrete transforms, Finite Impulse Response (FIR) and
Infinite Impulse Response (IIR) filtering, etc. There are also a specialised solutions,
developed to automatically generate highly optimised machine code for many in-
tegral transforms [22]. While such primitives cover plethora of applications, not
all problems may be solved efficiently using these functionalities, as shown in the
following sections.

In this paper, we propose an approach to solve the problem of contradictory
requirements, namely code performance and composability. Both of these require-
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ments can be efficiently satisfied using template based meta-programming, imple-
mented in C++ language. We also address readability, which is often a concern in
the case of template meta-programming. This work is organised as follows: Sec-
tion 2 provides an introduction to programming concepts used in proposed solution,
namely template-metaprogramming and policy-based design. Section 3 motivates
the use of proposed technique in DSP programming, describes general concepts and
provides examples of simple algorithm implementations, along with considerations
about SIMD instruction set usage. Section 4 describes an example of the modu-
lar implementation of a complex algorithm on the case of Feedback Delay Network
reverberator. Discussed implementation has been applied in beam-tracing audio
engine for computer games [35], proving its applicability in a real world multime-
dia problems. Section 5 reviews related work and possible further enhancements.
Section 6 concludes.

Although all examples shown in this paper were tested on current x86-64 pro-
cessor architectures [12], described concepts apply to any processor architecture,
including specialised DSP cores and GPGPU units [5].

2 BACKGROUND

2.1 Template Metaprogramming

As C++ language evolved [28, 20], the standard committee introduced generic pro-
gramming mechanisms to allow creating efficient and reusable code in fully type-safe
manner. The C++ template system has been proven to be Turing-complete [31].
Therefore, any computation, that is computable in principle, may be expressed in
form of templates and executed during compile time [1].

Template metaprogramming techniques have been presented in numerous pub-
lications [1, 3, 30, 26]. When used properly, they become very powerful tools
for highly optimised code generation during compile time [30]. As an example,
we present an implementation of fast Walsh-Hadamard transform based on meta-
programming. Typically, highly optimised transform libraries like FFTW provide
dedicated, assembly coded routines for small transform sizes [9]. As many fast trans-
form algorithms express a recursive nature, they are fairly easy to implement using
template meta-programming, which results in assembly closely matching optimised
code written by a skilled programmer.

template<s i z e t s t r i d e ,
s i z e t o f f s e t ,
typename value type ,
s i z e t order>

inl ine typename
std : : e n a b l e i f <s t r i d e != 0 , void> : : type

fwht ( std : : array<value type , order>& vector )
{
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for ( s i z e t i = 0 ; i < s t r i d e ; ++i )
b u t t e r f l y ( vec to r [ o f f s e t + i ] ,

vec to r [ o f f s e t + i + s t r i d e ] ) ;
fwht<s t r i d e / 2 , o f f s e t , va lue type ,

order >( vec to r ) ;
fwht<s t r i d e / 2 , o f f s e t + s t r i d e , va lue type ,

order >( vec to r ) ;
}

template<s i z e t s t r i d e ,
s i z e t o f f s e t ,
typename value type ,
s i z e t order>

inl ine typename
std : : e n a b l e i f <s t r i d e == 0 , void> : : type

fwht ( std : : array<value type , order>& vector )
{} // terminate temp la te r e c u r s i o n

Listing 1. Template meta-programming based FWHT implementation

Code listing 1 presents template meta-programming based implementation of
fast Walsh-Hadamard transform [2]. Algorithm is implemented in straightforward,
recursive manner, using divide and conquer methodology. Such approach results
in highly expressive code, that is readable despite meta-programming specific code
parts. The advantage of meta-programming implementation lies in fact, that com-
piler is able to inline all recursive calls, because the recursion depth is known at
compile time. There is no need to apply more complex, loop based solutions. The
compiler is also able to unroll for loop inside fwht template instances, as the num-
ber of iterations is also defined at compile time. As this example shows, guiding
the compiler to generate efficient code is as simple as providing appropriate param-
eters in template class instantiation. Presented technique is applicable whenever
transform size can be determined during compile time (which is usually the case).

Loop unrolling may be also defined explicitly using meta-programming, as shown
in code listing 2. Depending on compiler used, such technique may yield better
results. However, its usefulness needs to be validated by measuring execution time,
as latest code optimisations manuals point out that loop unrolling may lead to micro-
op cache issues [7]. In such case, partial unrolling (e.g. groups of 2 or 4 consecutive
iterations) may be applied.

template < s i z e t index ,
s i z e t o f f s e t ,
s i z e t s t r i d e ,
typename value type ,
s i z e t order>

inl ine typename
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std : : e n a b l e i f <index != 0 , void> : : type
u n r o l l ( s td : : array<value type , order>& vector )
{

unro l l<index − 1 , o f f s e t , s t r i d e ,
va lue type , order >( vec to r ) ;

b u t t e r f l y ( vec to r [ o f f s e t + index − 1 ] ,
vec to r [ o f f s e t + index − 1 + s t r i d e ] ) ;

}

template < s i z e t index ,
s i z e t o f f s e t ,
s i z e t s t r i d e ,
typename value type ,
s i z e t order>

inl ine typename
std : : e n a b l e i f <index == 0 , void> : : type

u n r o l l ( s td : : array<value type , order>& vector )
{} // terminate u n r o l l i n g

Listing 2. Template meta-programming based loop unrolling

In presented implementation, coupled with explicit loop unrolling, single call of
specialised fwht function results in assembly code free of any function calls as well
as jump instructions.

Code listing 3 shows assembly for 4-point fast Walsh-Hadamard assembly code,
generated by MSVC 11.0 (Microsoft Visual Studio 2012 Update 4) from discussed
function templates. Such implementation may leverage superscalar capabilities
through Out Of Order (OOO) execution, present in all modern processors.

vmovss xmm1, dword ptr [ rbx ]
vaddss xmm0,xmm1, dword ptr [ rbx +8]
vmovss dword ptr [ rbx ] ,xmm0
vsubss xmm1,xmm1, dword ptr [ rbx +8]
vmovss dword ptr [ rbx +8] ,xmm1
vmovss xmm2, dword ptr [ rbx +4]
vaddss xmm0,xmm2, dword ptr [ rbx+0Ch ]
vmovss dword ptr [ rbx +4] ,xmm0
vsubss xmm1,xmm2, dword ptr [ rbx+0Ch ]
vmovss dword ptr [ rbx+0Ch ] ,xmm1
vmovss xmm3, dword ptr [ rbx ]
vaddss xmm0,xmm3, dword ptr [ rbx +4]
vmovss dword ptr [ rbx ] ,xmm0
vsubss xmm1,xmm3, dword ptr [ rbx +4]
vmovss dword ptr [ rbx +4] ,xmm1
vmovss xmm2, dword ptr [ rbx +8]
vaddss xmm0,xmm2, dword ptr [ rbx+0Ch ]



274 I. Gawlik, S. Pa lka, T. Pȩdzima̧ż, B. Zió lko

vmovss dword ptr [ rbx +8] ,xmm0
vsubss xmm1,xmm2, dword ptr [ rbx+0Ch ]
vmovss dword ptr [ rbx+0Ch ] ,xmm1

Listing 3. Generated 4-point FWHT machine code
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Figure 1. Comparison of fast Walsh-Hadamard transform execution time, depending on
implementation used. Meta-programming based implementation is described in code list-
ing 1. All compiler optimisations were enabled, including general optimisation (02 flag),
inlining all suitable functions (Ob2 flag) and favouring fast code over code size (Ot flag).
Test was performed on hardware featuring Intel Core i7-3770K 3.5 GHz processor.

As shown in Figure 1, code presented in listing 2 provides performance which is
on a par with optimised Intel IPP routines in case of AVX vectorised implementation
(IPP also uses AVX instruction set). In fact, proposed solution exhibits smaller
execution overhead per each FWHT iteration.

2.2 Policy-Based Design

Policy-based design is a programming paradigm introduced by Andrei Alexandrescu
in [3]. Its goal is to mimic the behaviour of the strategy design pattern [10], but using
only static, compile time meta-programming techniques. That means that the only
restriction added to strategy pattern requirements, is the need to fully determine the
behaviour of the configurable component at compile time. This requirement enables
policies to be an effective method of class customisation, as long as behaviour of this
class may be defined at compile time.

The use of policy-based design involves providing a set of policies by passing
them to the class template as template arguments. Such policies may provide static
methods, type definitions or be a super-classes of the specialised class template.
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Policy-based design, however, may require some experience to be implemented cor-
rectly. Most importantly, all of the policies need to be designed mutually orthogo-
nal, so that replacing one does not affect behaviour of any of the others. Moreover,
the designer may be unable to use template specialisations with different policies
interchangeably (without any user code modifications), as policy-based design may
involve class interface changes, i.e., when the specialised template class inherits from
the policy class.

3 ENCODING DSP BLOCK DIAGRAMS
USING POLICY BASED DESIGN

This section explains how metaprogramming techniques and policy-based design can
be employed to aid DSP programming. We describe how to encode algorithms based
on block diagrams with predefined components, using specific examples.

3.1 Motivation

Ease of experimentation with different DSP designs is the primary motivation to ap-
ply policy-based design and meta-programming methods. Because code generated
using these techniques can be highly optimised during compilation phase, program-
mers are enabled to test both correctness and performance of the given design.

Modular design involves decomposition of the DSP diagrams into small, inter-
changeable components, thus embracing code reusability. As mentioned in previous
sections, typical object oriented design entails virtual method calls. Such methods,
when used frequently, can have negative performance impact. This is visible partic-
ularly in case of functions that contain only a few numerical operations. In contrast
to classical object oriented desing, C++ template based approach allows to achieve
similar level of modularity, if only polymorphic behaviour may be determined during
compile time. Static polymorphism allows for code decomposition into small, indi-
vidual pieces, with negligible performance impact, because compiler has much more
freedom to perform code optimisations. Therefore, DSP applications, that usually
struggle for top performance, benefit from the proposed approach.

3.2 General Concepts

Code composition based on DSP diagrams requires direct mapping of block elements
and connections between them into template classes. Primarily, consistent naming
convention needs to be enforced, as appropriate naming acts as an interface between
all elements in DSP diagram. For example, in languages like C++, that allow for
operator overloading, DSP blocks may be represented as functors (listing 4).

template<typename input b lock>
class p r o c e s s i n g b l o c k
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{
public :

output type operator ( ) ( void )
{

output type out = input ( ) ;
// s i g n a l p r o c e s s i n g code
return out ;

}
private :

i nput b l ock input ;
} ;

Listing 4. Static variant of decorator pattern applied in DSP processing block

Each DSP block may perform on different pairs of input/output types. There-
fore, heterogenic fixed-point/floating-point processing is enabled and various nu-
merical precision representations may be used. Also, arrays of samples may be
processed, if only it is necessary. Ability of combining arbitrary signal processing
primitives, as long as connections between blocks match the input/output type pair,
is the key feature that makes the proposed technique suitable for encoding DSP di-
agrams. Moreover, type-safety checks performed during compilation help to ensure
correctness of built processing pipelines.

3.2.1 Sequential/Parallel DSP Blocks as Heterogenic Containers

As each DSP block needs to be represented in form of separate type, collections of
blocks (connected either sequentially or in parallel) may be represented in following
ways:

• Pairs of blocks, analogous to pair containers in most languages.

• Lists of blocks, implemented similarly to tuples.

• Type policy based containers, discussed later in this section.

Representing connections by pairs provides the same level of expressiveness as
other solutions. Motivation to provide other ways of connecting blocks lies strictly
in ease of programming and readability.

All DSP block connectors need to exhibit consistent interface in order to act itself
as DSP building block (e.g. need to be implemented as functors). Code listing 5
provides example implementations of pair connectors, both for serial and parallel
sum connection.

template<class f i r s t b l o c k , class second block>
class p a r a l l e l s u m p a i r
{
public :
output t operator ( ) ( i n p u t t input )
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{
return f i r s t ( input ) + second ( input ) ;

}
private :

f i r s t b l o c k f i r s t ;
s econd b lock second ;

} ;

template<class f i r s t b l o c k , class second block>
class s equence pa i r
{
public :

output t operator ( ) ( i n p u t t input )
{

return second ( f i r s t ( input ) ) ;
}

private :
f i r s t b l o c k f i r s t ;
s econd b lock second ;

} ;

Listing 5. Parallel and sequential block connectors

Larger structures could become unreadable when using nested pair connectors.
Solution based on statically defined, heterogeneous container is more readable and
easier to use alternative.

In the case of fixed number of blocks, instead of nested pair connectors, it is
simpler to use variadic templates provided by modern revision of C++ or D language
standard. Typelists [3] can be used as an alternative for compilers that lack support
for this language feature.

If there is a need to scale number of connected elements, or the type of each
block needs to be chosen algorithmically, type policies are a suitable solution. Type
of each block may be determined by an index in the sequence. Such template
class, passed as a template template parameter to heterogeneous container, guide
compiler in memory offsetting and choosing methods that need to be applied. Logic,
that determines the type for the given index needs to be defined in meta-code and
evaluated during compile time. Here, template meta-programming acts as a solution.
If supported, C++11 constexpr language feature may be used to simplify syntax.
An example of type policy is provided in code listing 6.

template<s i z e t index>
class d s p b l o c k p o l i c y
{
public :

typedef s e q u e n t i a l p a i r <
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b locks : : d e l a y l i n e <100 ∗ index /∗ d e l a y in samples ∗/>,
b l ocks : : i i r f i l t e r <2 /∗ p o l e s ∗/ , 1/∗ z e r o s ∗/>> type

}

Listing 6. Example of type policy. With use of static conditional statements and meta-
programming, highly complex type choosing logic can be implemented.

As usage of such policy may not be clear, we propose a generic (not limited to
DSP applications) implementation of heterogeneous container (code listing 7) that
supports algorithmically defined block types. Container based on variadic template
may be implemented in similar way. Having implementation of such container on
hand, any type of connector can be created in a straightforward manner.

template<
s i z e t s i z e ,
template <s i z e t > class t y p e s p o l i c y

> class meta conta iner
{

// make roo t e lement a c c e s s o r s a f r i e n d s
template<s i z e t index> friend class get ;
template<

template <s i z e t > class t y p e s p o l i c y ,
s i z e t s i z e ,
typename f unc to r

> friend void f o r e a c h ( meta container<s i z e ,
t y p e s p o l i c y>& conta iner , func to r& func to r ) ;

public :
MetaContainer ( )
{

s t a t i c a s s e r t (
s i z e != 0 ,
” meta conta iner o f s i z e 0 i s not a l lowed . ”

) ;
}

private :
meta node<t y p e s p o l i c y , 0 , s i z e> r o o t ;

} ;

template<
template <s i z e t > class t y p e s p o l i c y ,
s i z e t idx ,
s i z e t s i z e

> class meta node
{
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public :
typedef std : : i n t e g r a l c o n s t a n t <s i z e t , idx> index ;

// type o f e lement o f t h i s node
typedef typename t y p e s p o l i c y<idx > : : type head ;
// t a i l node type
typedef typename std : : c ond i t i ona l<

( s i z e − 1 > idx ) ,
meta node<t y p e s p o l i c y , idx + 1 , s i z e >,
n u l l t y p e

> : : type t a i l ;

public :
head value ;
t a i l next ;

} ;

Listing 7. Heterogenous container implementation, with type definitions provided by type
policy. Instance of such container is contiguous in memory, despite linked-list like imple-
mentation, as iteration over elements takes place during compile time.

template<s i z e t index>
class get node
{
public :

template<
template <s i z e t > class t y p e s p o l i c y ,
s i z e t index ,
s i z e t s i z e

> stat ic inl ine
typename t y p e s p o l i c y<index + typeIndex > : : type&
from ( meta node<t y p e s p o l i c y , typeIndex , s i z e>& conta ine r )
{

return get node<index − 1> : : from ( conta ine r . next ) ;
}

} ;

// terminates temp la te r e c u r s i o n
template<>
class get node<0>
{
public :

template<
template <s i z e t > class t y p e s p o l i c y ,
s i z e t index ,
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s i z e t s i z e
> stat ic inl ine
typename t y p e s p o l i c y<index > : : type&
from ( meta node<t y p e s p o l i c y , index , s i z e>& conta ine r )
{

return conta ine r . va lue ;
}

} ;

Listing 8. Accessor method of meta-programming based container. Friend get class of
meta container delegates iteration to get node classes shown in this listing, starting at the
root element. Iteration is analogous to iterating over linked-lists, yet is performed during
compile time. Foreach iteration has been implemented similarly to loop-unrolling code
presented in listing 2 in Section 2, therefore we omit its implementation.

In the provided implementation, we can see that heterogeneous containers, such
as tuples, are metaprogramming equivalent of linked-lists. Because iterating over
elements is performed during compile time, there is no overhead of pointer derefer-
encing and cache issues typical to regular linked-list implementation. Also, type of
each element is inferred by accessor methods, and many errors that would normally
raise an exception in object oriented implementations occur as compilation errors,
not runtime errors.

3.2.2 Composing Signal Flow via Template-Based Variant
of Decorator Pattern

Template metaprogramming is enabled by duck-typing (naming based) paradigm
enabled by template system [29], which still keeps the benefit of a fully type-safe
language (types are still validated during compile time, in contrast to typical duck-
typing languages like Python and Ruby). This behaviour is considered to be a case
of static polymorphism [4]. Therefore, many design patterns can be mapped directly
into their static equivalents [3].

In the object oriented approach, the usage of decorator pattern is considered
to be an out of the box solution for pipelining computations. Templates allow to
achieve the same effect without the need of using dynamic polymorphism. Therefore,
in cases of sequential signal flow, simpler solution, that is based on metaprogramming
implementation of decorator pattern, may be applied.

Single processing block may be defined as shown in listing 9. Such blocks com-
positions mimic the semantics of decorator pattern and allow to build processing
pipelines.

template<typename prev block>
class s eq dsp b l o ck
{
public :
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s i g n a l t y p e operator ( ) ( s i g n a l t y p e input )
{

s i g n a l t y p e out = prev ( input ) ;
// s i g n a l p r o c e s s i n g code
return out ;

}
private :

p r ev b lock prev ;
} ;

Listing 9. Static variant of decorator pattern applied in DSP processing block

3.3 Example of Schroeder Reverberator Implementation

As an example, we show how proposed techniques are useful in implementation
of one of the first and simplest artificial reverberation algorithms, the Schroeder
reverberator. Its structure is shown in Figure 2.

x[n]

Comb

Comb

Comb

Comb

Allpass Allpass
y[n]

Figure 2. Schroeder reverberator block diagram

Having implementations of comb and allpass filters provided, Schroeder rever-
berator may be expressed as appears in code listing 10. In the provided example,
blocks act as signal processing policies, defining specific behavior of generic structure
(in this case, parallel and sequential groups). Since unified interface is defined as
input/output type pairs, instantiated structure may act as building block for further
composition, providing high level of modularity.

typedef sequence<
para l l e l sum<

comb<delay<unsigned int>>,
comb<delay<unsigned int>>,
comb<delay<unsigned int>>,
comb<delay<unsigned int>>

>,
a l l p a s s <delay<unsigned int>>,
a l l p a s s <delay<unsigned int>>
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> s c h r o e d e r r e v ;

Listing 10. Schroeder reverberator implementation

x[n] y[n]

g
z−d

Figure 3. Comb filter block diagram

g

x[n]
z−d

y[n]

−g

Figure 4. All-pass filter block diagram

Building blocks of Schroeder reverberator, namely comb (Figure 3) and all-
pass (Figure 4) filters are simple forms of recursive structures, that due to their
specifics (substantial delay of few thousand samples in typical applications) could
benefit from custom implementation. Idea of block diagram decomposition may be
developed further - as an example we present code listing 11, showing comb filter
implementation.

typedef r e c u r s i v e<
t ransparent , // forward
sequence<s ca l e , delay<unsigned int>> // r e c u r s i v e

> comb ;

Listing 11. Comb filter implementation

Even though such level of decomposition is possible with no impact of perfor-
mance, it is generally better to provide predefined block implementations at this
level of granularity.

3.4 Implementing Singe Instruction, Multiple Data (SIMD)
Optimised DSP Components

SIMD instruction set usage is necessary to maximise performance of all current
CPU architectures. Code vectorisation is not always a trivial task, mostly because
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of data dependencies and the requirement of properly aligned memory. Even though
all current compilers offer auto-vectorisation feature, non-trivial cases must still be
vectorised by a skilled programmer. Fortunately, as mentioned in the beginning of
this section, approach described in this paper allows for heterogenous structure com-
position. The same principle, that allows for mixing floating/fixed point arithmetic,
enables consistent SIMD processing.

Implementing DSP blocks with use of Streaming SIMD Extensions (SSE), Ad-
vanced Vector Extensions (AVX) or Advanced SIMD (NEON) instruction sets have
been a subject of many studies [17, 14, 18, 23, 25]. Even vectorisation of, recursive
in nature, infinite impulse response (IIR) filtration has been tacked by some [23].
For example, ITU G729C codec post processing formula transforms IIR difference
equation for the samples vector (consisting of 4 or 8 consecutive samples) into the
form of matrix multiplication. Techniques of DSP code vectorisation are not in
scope of this paper. We focus mainly on SIMD vectorisation in context of proposed
metaprogramming based implementations.

In order to create vectorised structures, each DSP block needs to operate on
SIMD vector types, such as m128 or m256 keeping concise and elegant interface
via propagation of the given type throughout series of connected blocks. The only
limitation that constrains usage of SIMD instructions, results from recursive connec-
tions with delay lines shorter than number of samples processed on operational type
used (e.g. 3 samples of delay when using SSE with single precision arithmetic). To
avoid runtime errors, delay introduced by delay line should be fixed with statically
defined value (via template parameter). Moreover, static assert keyword should be
used in order to detect errors during compilation (e.g. listing 12).

template < s i z e t delay>
class de l ay l i n e SSE
{

de l ay l i n e SSE ( )
{

s t a t i c a s s e r t (
de lay >= 4 ,
” de l ay l i n e SSE : de lay parameter needs to be >=4.”

) ;
}

inl ine m128 operator ( ) ( m128 )
{

// d e l a y l i n e l o g i c
}

} ;

Listing 12. Using static asserts to detect errors during compilation
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4 COMPLEX USE CASE: FEEDBACK DELAY
NETWORK IMPLEMENTATION

Feedback Delay Network (FDN), being one of the most naturally sounding artificial
reverberators [13, 24], became widely implemented in many sound processing soft-
ware products. Although FDN is a very potent tool, achieving proper perceptual
quality of acoustic simulation demands additional modifications to its structure.
This applies to each of processing lines, as well as to the input/output filters. FDN
needs to be fine-tuned to achieve proper acoustic properties, but having quite com-
plex structure it demands proper level of implementation configurability. Implemen-
tation described in this section presents benefits of proposed technique, providing
high level of code composability while retaining high efficiency via elimination of
unnecessary polymorphic calls, heap memory allocations, SIMD vectorisation and
other low level optimisations.

4.1 Brief Description FDN Reverberator Structure

The structure of FDN consists of N delay lines DLm = z(−m), each resulting in
a signal being delayed by ti = mi

fs
seconds, where fs is the sampling frequency.

Output of these lines acts as an input to the orthogonal diffusion matrix producing
output signals as well as the feedback mixed into input signal.

x[n]
E(z)

y[n]

d

Diffusion matrix

b1
z−M1 H1(z)

c1

g1

b2
z−M2 H2(z)

c2

g2

b3
z−M3 H3(z)

c3

g3

b4
z−M4 H4(z)

c4

g4

Figure 5. Feedback delay network block diagram

In the FDN block diagram (pictured in Figure 5), we can see various blocks that
shall be abstracted, namely blocks within processing lines and diffusion matrix.
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More advanced implementations introduce elements such as IIR filters and tone
correction filters in addition to delay lines.

FDN aims to approximate acoustical environments, which may be modelled as
a complex audio system with thousands of poles and zeros. Real time simulation
of such system would be unacceptable in terms of computational complexity. Even
though FDN is less computationally expensive, higher order networks still consume
considerable amount of CPU time [13].

4.2 Achieving Modularity of FDN Implementation via Metaprogramming
and Policy-Based Design

Primary motivation to use policy-based design in FDN implementation was the
need to efficiently experiment with different configurations of DSP blocks within
each of the processing lines, while being still able to match, and therefore assess,
performance of highly optimised system. Application of object oriented design would
have severe runtime impact, mostly due to virtual method calls. All the primitives
described in previous section allow us to encode DSP diagram in form of nested
templates. Proposed implementation is described in code listing 13.

template < s i z e t index>
class l i n e p o l i c y
{
public :

typedef s equen t i a l<
nth prime<unsigned int /∗ s t a r t a f t e r ∗/ ,

index ∗ 10 /∗ t a ke each prime in s t r i d o f 10 ∗/ > : : value ,
i i r f i l t e r <3 /∗ p o l e s ∗/ , 2/∗ z e r o s ∗/>,
modulator<unsigned int>> type ;

}

typedef para l l e l sum<
s ca l e , // d s c a l i n g f a c t o r
sequence<

sum<
p a r a l l e l v e c t o r <

s c a l e v e c t o r , // b s c a l i n g f a c t o r s
r e c u r s i v e v e c t o r <

v e c t o r o f<
l i n e p o l i c y ,
4

>, // forward
sequence vector<

fwht<4>, // d i f f u s i o n matrix
s c a l e v e c t o r , // g s c a l i n g f a c t o r s

> // backward
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>,
s c a l e v e c t o r , // c s c a l i n g f a c t o r s

>,
4

>,
i i r f i l t e r <3/∗ p o l e s ∗/ ,2 /∗ z e r o s ∗/>

>> f dn rev ;

Listing 13. Encoded FDN diagram, according to previously discussed techniques. Notice
vector processing blocks, that allow for recursive mixing of signals by the diffusion matrix
(here implemented in form of fast Walsh-Hadamard transform).

5 RELATED WORK AND FURTHER DEVELOPMENT

Common DSP optimisations have been described by authors of widely used libraries.
Frigo et al. [8] provided optimisation guidelines for FFT, also applicable to other
divide and conquer derived methods. Authors focused on widely available CPU
features, including OOO, super-scalar capabilities and SIMD instruction sets. SPI-
RAL software, described by Puschel at al. [22] addresses transforms code generation,
including FFT, DWT and other.

Our approach, being more generic, is applicable to broader range of DSP algo-
rithms. Although some authors consider the idea of DSP diagrams based automatic
code generation [21, 34], we have not managed to find any recent publications that
stay up to date with advancements in processor architectures.

Proposed technique efficiently solves the problem of providing fast, yet config-
urable DSP algorithm implementations. When used with simplified, easy to under-
stand API, which hides the complexities of template metaprogramming, proposed
techniques create a powerful framework for signal processing applications. Regard-
less of an exact use case, programmers can easily take an advantage of all the
optimisations provided by current, highly advanced compilers.

The proposed solution may be applied in:

• Automatic translation of DSP diagrams into C++ code that is ready to compile.

• Functional paradigm domain specific languages, that are translated directly to
C++.

• Visual tools, that allow for easy implementation and validation of DSP designs,
allowing for measuring performance that is close to the upper limit available on
the given hardware.

6 CONCLUSIONS

The solutions proposed in this paper, in spite of its unconventional characteris-
tics, were proven to be practical in software that needs to deal with fine grained,
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computationally intense problems. High performance, code readability and config-
urability were achieved with statically defined modular architecture. Disassembly
of generated software confirms that usage of metaprogramming methods leads to
highly optimised machine code, that indeed looks like it has been hand tweaked by
experienced assembly programmer. Moreover, being able to easily switch between
SIMD implementations makes it easy to test performance on different architectures,
keeping code organised and readable.
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Abstract. In this study, an analytical hierarchy process based model is proposed
to perform the decision-making for virtual machine migration towards green cloud
computing. The virtual machine migration evaluation index system is established
based on the process of constructing hierarchies for evaluation of virtual machine
migration, and selection of task usage. A comparative judgment of two hierarchies
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has been conducted. In the experimental study, five-point rating scale has been
adopted to map the raw data to the scaled rating score; this rating method is used
to analyze the performance of each virtual machine and its task usage data. The
results show a significant improvement in the decision-making process for the virtual
machine migration. The deduced results are useful for the system administrators
to migrate the exact virtual machine, and then switch on the power of physical
machine that the migrated virtual machine resides on. Thus the proposed method
contributes to the green cloud computing environment.

Keywords: Green cloud computing, VM migration, AHP, decision support

Mathematics Subject Classification 2010: 68U35, 68Q87, 68Q99

1 INTRODUCTION

The ever developing cloud computing infrastructures always pose problems to envi-
ronment safety and protection. The data center hosting cloud applications consume
large amounts of energy, that results in high operating costs and carbon is released
into the atmosphere [1]. The usage of clouds gives rise to the questions whether
cloud computing is a cloud of pollution. The term green cloud computing has been
defined to depict the study area focused on the alleviation of negative effects that
cause the environmental burden. A number of researchers have presented a wide
range of methods to support the green cloud.

In green cloud computing a number of factors have been considered such as
power consumption, space occupancy and heat dissipation to achieve energy sav-
ing and environmental protection. Among all the factors, power consumption and
heat dissipation are of the highest importance because these two factors have direct
impact on the environment. The green cloud computing has gained appreciative
popularity among academic researchers worldwide. The energy saving strategies for
cloud computing platform were proposed in [2]. A framework is proposed to auto-
matically manage resources of cloud infrastructures in order to reduce the amount
of energy consumption to a minimum level [3]. Energy efficient multithreading local
search algorithm is proposed for solving the multiobjective scheduling problem in
heterogeneous computing systems [4]. Naturally, the best way to reduce the energy
consumption and heat emission is to limit the usage of such infrastructure. More
precisely, it is a good idea to switch off the cloud server when it is not in use. In
the previous work [5], authors have proposed an attribute clustering based collab-
orative filtering method to generate the migration recommendation of the virtual
machine (VM) for administrator. The presented method can calculate the similari-
ties between defined target VM to migration and other VMs. However, it requires
the administrator to manually perform the migration of VM. Therefore, it is unable
to help the administrators to identify the exact VM to migrate according to their
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criteria. The identification of the servers in a cluster to switch off is a challenging
task. The cloud servers today are often the host of a bunch of virtual machines
(VM); therefore, before shutting it down, a cloud server needs to be analyzed to se-
cure the active running VMs. The active VMs can be migrated onto other running
cloud servers before shutdown. Another challenging task is to determine whether
a VM is active. Fortunately, the behavior of usage of a VM can be used to deter-
mine whether a VM is active. The cloud computing can enable more energy-efficient
use of computing power, especially when the computing tasks are of low intensity
or infrequent [6]. It is feasible to measure the VMs with task usage information;
however, the decision of the VMs to migrate is still an open research problem. It is
usually referred to as a decision-making problem.

The Analytical Hierarchy Process (AHP) [7] is a decision-making approach de-
signed to aid the solution of complex multiple criteria problems in a number of
application domains. This method has been found to be an effective and prac-
tical approach that can consider complex and unstructured decisions [8]. AHP
has been widely used as a decision-making technique over various application do-
mains [9, 10, 11, 12, 13, 14, 15]. In the cloud computing environment, AHP has
also been applied to task scheduling and resource allocation [16], strategies of green
energy saving [2], services ranking [17] and evaluation [18], quality of service [19],
etc. In this study, the AHP is applied to aid the decision making in VM migra-
tion. The factors that affect the VM migration decisions are elicited to establish
hierarchy for evaluation of VM resource usage. The administrators can judge the
importance of each criterion in pair-wise comparisons; then, prioritized ranking or
weighting of each VM migration alternative can be obtained. The task usage factor
is dependent on various data types; however, only the CPU usage factor is consid-
ered in this study. Based on such factors, this study has focused on formulating
an AHP-based model to select a VM which is suitable for migration onto another
stable host. Hence, the cloud server with the rest of VMs can be powered off for
energy saving.

The rest of this paper is organized as follows. Section 2 introduces the essential
network topology of typical cloud computing. In Section 3 index system establish-
ment and its analysis are presented and the comparative judgement analysis of the
index system is provided. Section 4 describes the algorithm. The simulation and
the experimental results are discussed in Section 5. Section 6 concludes the paper.

2 NETWORK TOPOLOGY

The virtual machines cannot operate as an independent system. They reside on
the virtual machine manager (VMM) of the physical machine which is further con-
nected by core switches in a cloud server cluster. Furthermore, the core switches
are connected with migration manager (MM) for decision-making of VM migration
strategy. In other words, the MM is responsible for the determination when and
which the VM to be migrated. A server cluster often employed with firewalls serves
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the Internet via routers. This paper presents a strategy to resolve the configuration
problem within MM. For energy saving purposes, when the cluster server has light
load, some of the VMs are migrated onto other physical running server and the idle
physical machines are powered off. Figure 1 illustrates the typical network topol-
ogy of a cloud server cluster; where the Physical Machine (PS), Migration Manager
(MM), Virtual Machine (VM), Switcher (SW), Firewall (FW), and Router (R) are
clearly presented.

Figure 1. Network topology

The migration process of a VM falls into two categories: the “cold” and “hot”
migration techniques. The “cold” migration indicates the VM needs to be powered
off before migration. It will be rebooted on the destination physical server after
the migration process. On the other hand, “hot” migration indicates the VM needs
to be halted before the migration. It will be activated on the destination physical
server after the migration process. The “hot” migration VM has very short service
interruption time, often counted less than a hundred ms. Therefore, “hot” migration
techniques are more common than the “cold” migration techniques. For clarity, the
“hot” migration steps are given as follows.

1. MM decides the migration, and the destination physical machine for a VM,

2. halts the VM to migrate,

3. copies the entire memory mapping and CPU register status onto physical server,

4. registers the migration VM on the VMM of the destination physical server,

5. activates the migration VM on the VMM of the destination physical server,

6. switches off the original VM on the source physical server.
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Figure 2. Migration of VM

3 VM MIGRATION EVALUATION MODEL

As the cloud service subscribers are increasing and the costs of the rent of such
services are decreasing, VMM may contain the VMs that are infrequently used or
idle long-term. Keeping such VMs together with frequently used VMs running on
the same VMM is worthless. Particularly, when the number of idle VMs is greater
than the number of frequent VMs, much power is wasted to keep the idle VMs alive.
In order to alleviate the power consumption of cloud cluster, the PS can be powered
off once the frequently used VMs is defined and migrated. On the other hand, the
resource usage of receiving PS can also be maximized to improve the power perfor-
mance of the system. All the VMs shall be evaluated according to certain criterion
that reflects the utilization rate before deciding which of the VMs can be migrated.
Thus, the frequently used VMs migration is considered as a decision-making problem
in this study. The applications of AHP to complex decision situations have numbered
in thousands [20], and it has produced extensive results in problems involving plan-
ning, resource allocation, priority setting, and selection among alternatives. Other
areas include forecasting, total quality management, business process re-engineering,
quality function deployment, and the balanced scorecard [21]. Therefore, in this pa-
per, the AHP is adopted for the evaluation of VMs to find out the suitable migration
VM according to the specified criteria of cluster administrator. Basically, there are
three steps needed to apply the AHP to decision-making problems: constructing
hierarchies; comparative judgment; and synthesis of priorities [22].

3.1 Establishment of VM Evaluation Index System

The construction of hierarchies requires eliciting the indicators for building an index
system. Such system can be a comprehensive measurement for the scale sets towards
the object. It is also a system analysis method that has been well accepted among
many application domains such as social, economic and management science. The
evaluation system often has a hierarchical structure, which contains two levels to
form a multi-level evaluation system: the objectives and the principles.
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For constructing hierarchies, the indicators that reflect properties which are
helpful for VM migration need to be elicited. The goal of such model is the evaluation
of VM migration. The CPU usage and cyclicity are considered as two performance
criteria. The CPU usage consists of two sub-criteria including the average CPU rate
and maximum CPU rate. The cyclicity consists of two sub-criteria including cycles
per instruction and task duration. Figure 3 shows the hierarchy with VMs as the
alternatives.

…

Evaluation of 
VM Migration

CPU usage Cyclicity

CPU rate

Maximum
CPU rate

Task 
duration

Cycles per
instruction

VM 
1

VM 
2

VM 
n

Level 1:

Goal

Level 2:

Performance
Criteria

Level 3:

Sub-Criteria

Level 4:

Alternatives

Figure 3. VM migration evaluation hierarchy

From the hierarchy shown in Figure 3 the VMs which are feasible to migrate
can be obtained by the ranking result produced in AHP calculation. However, the
VMs execute tasks from time to time. Therefore, a single task usage information
cannot represent the exact behavior of a VM. A single task usage of VM consists of
arbitrary task vectors. For this reason, a second hierarchy is proposed to select the
most representative task usage. The configuration of the hierarchy is presented in
Figure 4.

It can be seen that the Figure 4 is partially similar to Figure 3, and the goal
of such evaluation is to select most representative task usage information. This
information is obtained through the performance criteria. Similarly, CPU usage
and the cyclicity are main indicators for task measurement. In addition, a new
factor called task validity has been introduced to depict the time interval of a task
from start to present. Task validity is used to describe that the completion time
of a task execution to the time of AHP calculation. That is to say, for a same
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Figure 4. Task selection evaluation hierarchy

VM, if the completion time of a task execution is aged, then this task would be less
representative than the task which executes recently.

3.2 Comparative Judgment

Once the hierarchy has been established, the comparative judgment needs to be
implemented towards the referenced indicators. A pair-wise comparison is needed
to formalize the weight of all indicators in this step.

Before such comparison, all the indicators should be analyzed and their influence
upon VM migration must be established.

Definition 1 (Suitable/unsuitable for migration). A virtual machine (VM) is de-
fined as suitable for migration where the VM consumes low CPU resources of a phys-
ical machine and the task duration is infrequent. A virtual machine (VM) is defined
as unsuitable for migration where the VM consumes high CPU resources of a phys-
ical machine and the task duration is frequent.

When the average CPU rate of a virtual machine is low in a cloud cluster,
the running cloud service consumes low CPU resources, or perhaps it is idle. This
indicates that the migrated virtual machine will not take up much of the CPU re-
source of the receiving physical machine; such migration is helpful in saving power.
Similarly, the virtual machine that has a low value of maximum CPU rate would
behave the same way. On the other hand, a short CPU task duration indicates
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the frequent CPU scheduling tasks on virtual machine. Therefore, if an infrequent
is found, it should be migrated. The cycles per instruction describe the instruc-
tion type that CPU has executed. When the cycles per instruction are short, it
may indicate the instruction is conventional, that includes the operation instruc-
tion, a short instruction and a short data operation instruction. Typically, those
instructions are only used for calling register. In this situation, the virtual ma-
chine can be migrated for a long-term operation. A long cycle per instruction in-
dicates that the co-processor is required for large data operation or an abnormal
control transfer is executed. More precisely, the virtual machine will be termi-
nated if the operation duration is not long. Therefore, it is unnecessary to mi-
grate.

The criteria and sub-criteria identified as being important in the VM migration
decisions can be summarized from Figures 3 and 4; it is provided in Table 1.

It can be concluded from Table 1 that the goals of proposed model are the evalu-
ation of VM migration and task usage of the VM. For VM evaluation (G1) task, the
CPU usability (C1) and cyclicity (C2) are two criteria which further consist of CPU
rate (C11), maximum CPU rate (C12), task duration (C21) and cycles per instruction
(C22). For task usage evaluation (G2) task, the CPU usability (B1), cyclicity (B2)
and task validity (B3) are the key criteria where CPU usability (B1) and cyclicity
(B2) consist of CPU rate (B11), maximum CPU rate (B12), task duration (B21) and
cycles per instruction (B22).

Goal Criteria Sub-Criteria

VM evaluation (G1) CPU usability (C1) CPU usage (C11)
Maximum CPU usage (C12)

Cyclicity (C2) CPU task duration (C21)
Cycles per instruction (C22)

Task usage evaluation (G2) CPU usability (B1) CPU usage (B11)
Maximum CPU usage (B12)

Cyclicity (B2) CPU task duration (B21)
Cycles per instruction (B22)

Task validity (B3)

Table 1. Criteria and sub-criteria of VM migration

When the cloud cluster administrator determines the migration of VMs for power
saving reason, he may refer to the logs of VMs that resides in such VMM. The
VMs can be pairwise compared using the comparison matrix technique. A com-
parison matrix can be built based on the Saaty Rating Scale [23], as shown in
Table 2, which is used to determine the relative importance of each VM in terms
of each criterion. Furthermore, the weights of all VMs can be derived using the
AHP.

The pair-wise comparison matrices are developed to determine the weights of
all criteria and sub-criteria. The weights for all the pairwise comparison matrices
are then computed.
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Intensity of
Importance Definition Explanation

1 Equal importance Two activities contribute
equally to the objective.

3 Weak importance of Experience and judgment
one over another slightly favor one activity

over another.
5 Essential or Experience and judgment

strong importance strongly favour one activity.
over another.

7 Demonstrated importance An activity is strongly
favoured and its dominance
demonstrated in practice.

9 Absolute importance The evidence favouring one
activity over another is of
the highest possible order
of affirmation.

2, 4, 6, 8 Intermediate values between When compromise
the two adjacent judgements is needed.

Reciprocals If activity i has one of the above nonzero numbers
of above assigned to it when compared with activity j, then j has
nonzero the reciprocal value when compared with i.

Table 2. Saaty’s rating scale

C1 C2 Weight

C1 1 5 0.833
C2 1/5 1 0.167
CR = 0

Table 3. VM evaluation criterion comparison matrix

According to the definition, it is assumed that the cyclicity (C2) has stronger
importance compared with CPU usability (C1). Thus, following reciprocal matrix
is obtained.

G1 =

[ C1 C2

C1 1 5
C2 1

]
.

The reciprocal values of the upper diagonal are used to fill the lower triangular
matrix. In other words, if gij is the element of row i column j of the matrix, then
the lower diagonal is filled using gji = 1

gij
. Thus a complete comparison matrix is

constructed.

G1 =

[ C1 C2

C1 1 5

C2
1
5

1

]
.
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Notice that all the elements in the comparison matrix are positive (aij > 0).
Then by applying the same method to the rest of criteria, all other comparison

matrices for VM evaluation can be obtained as follows:

C1 =

[ C11 C12

C11 1 7

C12
1
7

1

]
, C2 =

[ C21 C22

C21 1 5

C22
1
5

1

]
.

Moreover, all the matrices for task usage evaluation can also be obtained.

G2 =


B1 B2 B3

B1 1 7 1
2

B2 7 1 1
7

B3 2 1
7

1

, B1 =

[ B11 B12

B11 1 6

B12
1
6

1

]
, B2 =

[ B21 B22

B21 1 6

B22
1
6

1

]
.

3.3 Priority Vectors

Having all the comparison matrices, next step is to compute the priority vector,
which is the normalized eigenvector of the matrix. The method adopted for priority
vectors calculation is the approximation of eigenvector (and eigenvalue) of a recip-
rocal matrix. This approximation has worked well for small matrix. Nevertheless,
it is easy to compute because it only requires normalization of each column of the
matrix.

Summing each column of the reciprocal matrix of G1 results in:

G1 =


C1 C2

C1 1 5

C2
1
5

1

sum
6
5

6

.
Then each element of the matrix is divided by the sum of its column to produce

the normalized relative weight where the sum of each column is 1.

G1 =


C1 C2

C1
5
6

5
6

C2
1
6

1
6

sum 1 1

.
The normalized principal eigenvector [24] can be obtained by averaging across

the rows.

ω =
1

2

[
5
6

+ 5
6

1
6

+ 1
6

]
=

[
0.833

0.167

]
.
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The normalized principal eigenvector is also called priority vector. Since it is
normalized, the sum of all elements in the priority vector is 1. The priority vector
shows relative weights among the evaluation indicators that are compared. In this
example, the values of C1 is 83.33 % and C2 is 16.67 %.

Then, by calculating all the pair-wised criteria addressed in Table 1, the results
are summarized in Tables 3, 4, 5, 6, 7, 8 accordingly, where all the CRs are the
consistency ratio of each of the comparison matrix. If the value of CR is smaller or
equal to 10 %, the inconsistency is acceptable. If the CR is greater than 10 %, the
subjective judgment needs to be revised.

The Maximum CPU usage (C12) has a higher importance compared to the CPU
usage (C1) in Table 4. Similarly in Table 5, cycles per instruction (C22) has a higher
significance than the CPU task duration (C21).

C1 C11 C12 Weight

C11 1 7 0.729
C12 1/7 1 0.104
CR = 0

Table 4. C11 and C12 comparison matrix

C2 C21 C22 Weight

C21 1 5 0.139
C22 1/5 1 0.028
CR = 0

Table 5. C21 and C22 comparison matrix

B1 B2 B3 Weight

B1 1 7 1/2 0.363
B2 7 1 1/7 0.066
B3 2 1/7 1 0.571
CR = 0.0519

Table 6. Task evaluation criterion comparison matrix

Table 6 illustrates that the task validity (B3) is of less importance compared to
CPU usability (B1). On the other hand, the task validity (B3) has demonstrated
a higher importance than cyclicity (B2), while in Table 7, compared with CPU usage
(B11), Maximum CPU usage (B12) has a higher importance. Moreover, in Table 8,
cycles per instruction (B22) has a higher significance than CPU task duration (B21).

4 ALGORITHM DESCRIPTION

Let us assume for a particular VM, O is the vector of raw task usage data of VM
i in n dimension and J is the evaluation vector. T (O, J) is the task scoring vector.
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B1 B11 B12 Weight

B11 1 6 0.311
B12 1/6 1 0.052
CR = 0

Table 7. B11 and B12 comparison matrix

B2 B21 B22 Weight

B21 1 6 0.057
B22 1/6 1 0.010
CR = 0

Table 8. B21 and B22 comparision matrix

Each vector (task) has m dimensional attributes. Thus the vector of attributes
is denoted as A = [A1 . . . An]T , Ai = [a1 . . . ai . . . am], then A is a n × m matrix.
The relative weight value is WA = [w1 . . . wi . . . wm]. V is assumed as the AHP
value, then V = A×WA. V is a n dimensional vector. Thus, max(V ) needs to be
calculated, in other words obtain V ∗

i where task Vi is the most representative task
and index i is the task number. For each VM the above operation is applied, then
VMj = Vi is the typical task of the jth VM. Assuming there are N VMs, then vector
VM = [VM1 . . . V MN ] represents all the typical task vectors of all the VMs. Next,
the attributes processing is performed. The weight value W VM = [w1 . . . wi . . . wN ],
V VM = A×W VM is an N dimensional vector. Thus, by finding max

(
V VM

)
, V VM∗

i

and related index i can be obtained resulting in VMi as the target VM to migrate.
The “AHP Decision Algorithm for VM Migration” is described in Algorithm 1.

Algorithm 1 AHP Decision Algorithm for VM Migration

1: Setup VMs and attributes matrix;
2: for Each VM indexed as j in VMs set do
3: Compute the AHP value V = A×WA;
4: Find the index i where Vi = max{V };
5: Set VMj = Vi;
6: j = j + 1
7: end for
8: Compute V VM = A×W VM ;
9: Find the index i where VMi = max

{
V VM

}
;

10: Return i;

5 SIMULATION RESULTS

This section demonstrates how the VM migration decisions are made using the
proposed model. The simulation and experimental results also provide a feedback
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to identify the points where the model can be improved to make it more usable
and flexible. The model has been applied to Google clusterdata-2011-1 dataset [25],
particularly to task usage data part-00000-of-00500.

Score VL L M H VH Relative Weight

Very Low (VL) 1 3 5 7 9 0.513
Low (L) 1/3 1 3 5 7 0.261
Moderate (M) 1/5 1/3 1 3 5 0.129
High (H) 1/7 1/5 1/3 1 3 0.063
Very High (VH) 1/9 1/7 1/5 1/3 1 0.034

Table 9. Rating scale for C11, C12, C22, B11, B12 and B22

Score VL L M H VH Relative Weight

Very Short (VS) 1 3 5 7 9 0.513
Short (S) 1/3 1 3 5 7 0.261
Moderate (M) 1/5 1/3 1 3 5 0.129
Long (L) 1/7 1/5 1/3 1 3 0.063
Very Long (VL) 1/9 1/7 1/5 1/3 1 0.034

Table 10. Rating scale for C21, B21 and B3

Before using the proposed model on the Google cluster dataset, Liberatore’s [26]
five-point rating scale is employed to rate each sub-factor of alternative VMs. It is
better to reduce the time and effort in making pair-wise comparisons. Table 9 and
Table 10 show the pair-wise comparison matrix of such rating scale. This matrix is
then normalized to obtain the relative weight of each rating scale. The five-point
rating factors are modified to use them for the measurement of the dataset. To
normalize the raw data according to their values for the CPU rate, Maximum CPU
rate and cycles per instruction attributes, the following scales are used: very-high,
high, moderate, low and very-low. Similarly, for CPU task duration and task validity
following scales are used: very-long, long, moderate, short and very-short. Then,
the weights of very-high, high, moderate, low and very-low are calculated, which
are equal to 0.513, 0.261, 0.129, 0.063 and 0.034, respectively. The weights of very-
long, long, moderate, short and very-short are calculated in a similar manner. On
the other hand, the attribute task validity is calculated in the same way with task
duration.

As the next step, the dataset was preprocessed according to the proposed rating
scale. The mean, maximum and minimum value are summarized according to the
task usage data part-00000-of-00500. Moreover, five partitions are created for each
attribute value range. A set of 5 VMs data is sampled from part-00000-of-00500. For
each VM, 10 task usage samples are collected. Such dataset was sampled by using
operators in Rapidminer 5.0. Consequently, the five-point ratings are assigned to
the attribute with respect to the value of the raw data and corresponding partitions.
Then the task usage of each VM is evaluated. Table 11 shows the task evaluation of
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Criteria Sub Global Task 1 Task 2
Criteria Weights Score GW Score GW

B1 B11 0.311 VL = 0.513 0.160 VL = 0.513 0.160
B12 0.052 L = 0.261 0.014 VL = 0.513 0.027

B2 B11 0.057 VS = 0.513 0.029 VL = 0.034 0.002
B11 0.010 VL = 0.513 0.005 VL = 0.513 0.005

B3 0.571 VL = 0.034 0.019 L = 0.063 0.359

Table 11. Single VM task usage evaluation

only one VM with only two tasks as the example. After all VMs been applied with
such method, the most representative task usage information is obtained for each
VM from 10 collected task usage samples.

Node ID Task ID Value

2994441279 10 0.497
587080532 10 0.474
17504375 10 0.411
4302816019 10 0.409
2568530361 9 0.367

Table 12. Task usage evaluation result

Criteria Sub Global Node 1 Node 2
Criteria Weight Score GW Score GW

C1 C11 0.729 VL = 0.513 0.160 VL = 0.513 0.160
C12 0.104 L = 0.261 0.014 VL = 0.513 0.027

C2 C11 0.139 VS = 0.513 0.029 VL = 0.034 0.002
C11 0.028 VL = 0.513 0.005 VL = 0.513 0.005

Table 13. VM evaluation

Table 12 shows the task with highest value after application of the proposed
model. The task usage data is loaded into VM migration evaluation model. Table 13
shows the VM evaluation of VM with only two VMs as the example.

Obviously, after testing all the VMs against defined criteria, the VM with the
highest value should be migrated first. Table 14 shows the related results: where VM
with ID 2994441279 has the highest value. If it is assumed that all the tested VMs
are on a same physical cloud server machine, VM 2994441279 and VM 587080532
shall be migrated as these two VMs has similar values. The similarity of the values
may require other methods to further decide the migration; however, it is beyond
the scope of this research topic.

It is observed that the usage of VM in a server obeys a normal distribution. That
is, from 6:00 to 21:00 is the frequently used duration of the day, then from 21:00
to 6:00 is the infrequent period. Thus, normal distribution N (12, 0.7) is adopted as
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VM ID Task ID Value

2994441279 10 0.478
17504375 10 0.282
4302816019 10 0.282
2568530361 9 0.179
587080532 10 0.426

Table 14. VM evaluation result

the probability distribution of usage scale of the physical machine, with 12 as the
mean value and 0.7 as the standard deviation. Assuming there are 10 000 physical
machines, with each having the maximal power of 500 W, the physical machine
consumes 42 % electric power in infrequent period. The comparison of electric power
consumption before and after migration is shown in Figure 5.
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Figure 5. Power saving effectiveness verification

Assume t is the event when AHP algorithm is loaded, N is the total number
of VMs, then the decision making consumes t ∗ N + t according to the proposed
method. Thus Figure 6 shows the efficiency of the Algorithm 1.
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Figure 6. Efficiency comparison

6 CONCLUSIONS

This study has presented an AHP-based decision-making model to assist cloud clus-
ter administrators in evaluating VM migration decisions. The paper investigates the
applicability and efficiency of the proposed AHP model by conducting a usability
study with 5 VMs usage data and then demonstrating how the model can be ap-
plied in a real application. Based on the simulated and experimental results, it can
be concluded that the model can facilitate the decision making process and assist
administrators to identify all information sources of input data for pair-wise com-
parisons. The pair-wise comparison procedure is able to capture relative judgments
of two elements at once in a trustworthy manner and ensures consistency of these
values. The results show that the model has the capability to identify the potential
VMs that are stable and need to be migrated. This consolidation of the manner
of green cloud computing means that it saves the energy and alleviates the carbon
dioxide emissions. Therefore this is a great contribution towards the clean and safe
global environment.
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Abstract. Concurrent workflow scheduling algorithm works in three phases, name-
ly rank computation, tasks selection, and resource selection. In this paper, we in-
troduce a new ranking algorithm that computes the rank of a task, based on its
successor rank and its predecessors average communication time, instead of its suc-
cessors rank. The advantage of this ranking algorithm is that two dependent tasks
are assigned to the same machine and as a result the scheduled length is reduced.
The task selection phase selects a ready task from each workflow and creates a task
pool. The resource selection phase initially assigns tasks using min-min heuristic,
after initial assignment, tasks are moved from the highly loaded machines to the
lightly loaded machines. Our resource selection algorithm increases the load bal-
ance among the resources due to tasks assignment heuristic and reassignment of
tasks from the highly loaded machines. The simulation results show that our pro-
posed scheduling algorithm performs better over existing approaches in terms of
load balance, makespan and turnaround time.

Keywords: Rank computation, multiple workflow, scheduling algorithm, task al-
location, concurrent workflow
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1 INTRODUCTION

Heterogeneous computing systems consist of a heterogeneous collection of machines,
connected over a high-speed network, communication protocols and programming
environments which provide a variety of architectural capabilities that have a diverse
execution requirements. Cluster computing, grid computing, and cloud comput-
ing [1] are examples of heterogeneous computing systems. One of the key challenges
of heterogeneous computing systems is the scheduling problem. In heterogeneous
computing system a user submits an application to the system, an application pro-
filing tool [2] is used to extract the properties of an application. The application
properties include a number of jobs forming the workflow, the size of each job in
terms of the number of instructions and the number of bytes required to be ex-
changed between the two jobs in case of parent and child relationship between jobs,
relationship (parent and child) among the tasks in a workflow. Analogical Bench-
marking [3, 4] provides a measure of how well a resource can perform a given type of
application. On the basis of available information and quality of service requirement,
the scheduler schedules tasks to the available machines in the system.

A workflow scheduling problem is an NP-complete problem and it is solved us-
ing static scheduling algorithms, dynamic scheduling algorithms, single workflow
and multiple workflow scheduling algorithms. Static scheduling algorithms [5] as-
sume that all the information about tasks, and resources are known and remain
constant. Resources performance are varying in dynamic scheduling algorithm [14].
Single workflow scheduling algorithms [13] schedule a single workflow at a time while
multiple workflow scheduling algorithms [15] schedule more than one workflow at
a time.

The multiple workflow scheduling algorithm is also known as concurrent work-
flow scheduling algorithm. The concurrent workflow scheduling algorithm works in
three phases known as rank computation, task selection and resource selection. We
have worked on rank computation and resource selection phases. Our rank compu-
tation algorithm computes the rank of a task, based on its successor rank and its
predecessors average communication cost. Our resource selection algorithm assigns
tasks to resources using Min-min [5] heuristic. After that, tasks are reassigned from
the highly loaded machines to the lightly loaded machines.

The rest of the paper is organized as follows. Section 2 presents the related work.
Section 3 presents the workflow model. Section 4 describes our proposed algorithm
named Load balancing scheduling algorithm for concurrent workflow. The results
are presented and discussed in Section 5. Finally, in Section 6 we conclude the work
and suggest future research directions.

2 RELATED WORK

A multiple workflow scheduling algorithm is categorized as offline and online schedul-
ing algorithms [7]. The offline workflow scheduling algorithms assume that all the
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workflows are available before the scheduling starts. The online workflow scheduling
algorithms assume that the workflow arrival time is not known in advance.

The two most popular ranking algorithms are Heterogeneous Earliest Finish
Time (HEFT) [6] and Critical Path on a Processor (CPOP) [6] ranking algorithms.
The HEFT ranking algorithm computes the rank of each task, on the basis of average
communication and computation cost between the current task and its successor.
The CPOP ranking algorithm uses the summation of the downward and upward rank
of a task. CPOP ranking algorithm does not perform better than HEFT [6] ranking
algorithm. The HEFT ranking algorithm does not consider communication time of
its immediate predecessor. As a result, two dependent tasks might be assigned to
different resources and increase the scheduled length.

Zhao and Sakellariou [7] presented offline multiple workflow scheduling algorithm
for composition and fairness of workflow. Their composition scheduling algorithm
composes many workflows into a single workflow. The tasks are selected from each
workflow in a round robin fashion and assigned to the resource that completes ear-
liest. Their fairness scheduling algorithm computes the task’s rank based on the
slowness of the workflow. Our work differs from their approaches. We worked on
concurrent workflow where the arrival time of workflow was not known.

Various online workflow scheduling algorithms are designed by researchers and
are known as the Rank Hybrid [9] scheduling algorithm, the Online Workflow Man-
agement (OWM) [15] scheduling algorithm and the Fair Share [8] scheduling algo-
rithm.

The Rank hybrid scheduling algorithm first computes the rank of each task
using HEFT ranking algorithm. After ranking, all the ready tasks are selected from
the workflow and assigned to the machines in increasing order of rank. Therefore, it
gives priority to the smaller workflow. While the OWM scheduling algorithm selects
a single task from each workflow, instead of selecting all the ready tasks from each
workflow, the OWM scheduling algorithm assigns tasks to the machine that takes
minimum time instead of the machine that completes first. It means if the minimum
time machine is not free, it keeps the tasks in a waiting queue. Therefore, the lowest
priority task may be executed first. The Fair share scheduling algorithm also selects
a single task from each workflow, after that the rank of each task is again computed
based on the percentage of the remaining task of a workflow. The highest rank task
is assigned first. Thus, it does not differentiate between longer and smaller workflow.

All these scheduling algorithms compute the rank using HEFT ranking algo-
rithm and assign tasks to the machine using Minimum Completion Time (MCT) [5]
scheduling algorithm, while our ranking algorithm considers its successor rank and
its predecessors average communication time. After ranking the tasks of a workflow,
a tasks pool is created, then these tasks are initially assigned using Min-min heuris-
tic. After initial assignment of tasks, they are reassigned from the highly loaded
machines to the lightly loaded machines. Our reassignment algorithm is also differ-
ent from the Balance Minimum Completion Time (BMCT) [12] resource selection
algorithm. The BMCT resource selection algorithm moves tasks from the highest
completion time machine to other machines in the system. Thus, it may transfer



314 S. Singhal, J. Patel

tasks to the machine that is not lightly loaded. As a result, the load may not be
balanced.

3 WORKFLOW MODEL

A typical scientific application is represented using Directed Acyclic Graph (DAG) to
model an application. A sample DAG of 10 tasks is shown in Figure 1 a). A workflow
is represented by G = (v, e, p, w), where v and e are the set of tasks and directed
edges, respectively. A node in the task graph represents a task that runs non-
preemptively on any cluster. Each edge is denoted by eij corresponding to the data
communication between ti and tj, where ti is called the immediate parent task of tj.
A child task cannot be started until all of its parent tasks are completed. A task
which does not have a parent task is called an entry task tentry. A task that does
not have a child task is called an exit task texit. w is a v × p computation matrix,
where v is the number of tasks and p is the number of processors in the system.
wij is the estimated execution time of task ti on processor pj. tpred and tsucc are the
sets of immediate predecessors and successors of task ti, respectively. The average
computation time of task ti is calculated as follows:

wi =

∑
j∈P wij

p
. (1)

Here wi is the average computation time of ti, p is the number of processor on
which task can be executed, and P is the set of processors on which task can be
executed. wij is the expected execution time of ti on processor pj. The average
communication cost between edge i and edge j is defined as follows:

cij =
L+ dataij

B
. (2)

Here cij is the average communication cost between task i and j, L is the average
communication start-up cost of all processors and B is the average bandwidth of all
links connecting to P . dataij is the amount of data that task ti transfers to task tj,
when tasks are assigned to different processors.

The resources are heterogeneous computers, connected to each other.

4 LOAD BALANCING SCHEDULING ALGORITHM
FOR CONCURRENT WORKFLOW

This algorithm works in three phases as shown in Figure 2. The first phase computes
the rank of the tasks. The second phase selects a single ready task from each
workflow in order to provide fairness among available workflow. The last phase first
assigns the tasks using Min-min heuristic then computes the average load of the
system. Based on the average load of the system, tasks are transferred from the
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Figure 1. DAG and computation matrix

highly loaded machines to the lightly loaded machines in order to reduce the load
imbalance.

4.1 Rank Computation Phase

Our rank computation algorithm is called Modified Heterogeneous Earliest Finish
Time (MHEFT) ranking algorithm. The MHEFT ranking algorithm computes the
rank from downwards. texit task rank is defined as follows:

rank(texit) = wexit + max
tk∈tpred{texit}

c(exit, k). (3)

Here tpred is the set of predecessors of texit, c(exit, k) is the average communica-
tion cost between task texit and tk, and wexit is the average computation cost of task
texit. The rank of a task ti is recursively defined and computed as follows:

rank(ti) = wi + max
tj∈tsucc{ti}

( c(i, j) + rank(tj)) + max
tk∈tpred{ti}

c(i, k). (4)

Here tsucc is the set of immediate successors of ti, wi is the average computation
cost of task ti. c(i, j) is the average communication cost between task ti and tj, tj
is the successor of ti, and c(i, k) is the average communication cost between task ti
and tk. tpred is the set of predecessors of ti.



316 S. Singhal, J. Patel

Figure 2. Pictorial diagram of load balancing concurrent workflow scheduling algorithm

4.1.1 Illustrative Example

Consider a sample DAG of 10 tasks and the computation matrix are given in Fig-
ures 1 a) and 1 b), respectively. An identical matrix is used by Topcuoglu et al. [6]
to show the working of HEFT ranking algorithm. It has 10 tasks and 3 processors.
Computed rank and Gantt chart of HEFT, CPOP and MHEFT ranking algorithms
are shown in Table 1 and Figure 3, respectively.

Task HEFT CPOP MHEFT

n1 108 108 108

n2 77 108 95

n3 79 105 91

n4 80 104 91

n5 69 93 80

n6 63 90 77

n7 42 105 65

n8 35 102 62

n9 44 108 67

n10 14 108 31

Table 1. Rank of scheduling algorithms
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a) b) c)

Figure 3. Gantt chart of ranking. a) HEFT ranking algorithm (schedule length = 86)
b) CPOP ranking algorithm (schedule length = 86) c) MHEFT ranking algorithm (sched-
ule length = 82).

The scheduled length of MHEFT ranking algorithm is 82 in this example, while
CPOP and HEFT ranking algorithms scheduled length is 86 in both cases. The
HEFT ranking algorithm computes the rank as follows:

rank(ti) = wi + max
tj∈tsucc{ti}

(c(i, j) + rank(tj)). (5)

The Critical Path on a Processor (CPOP) ranking Algorithm computes the rank
as follows:

rank(ti) = max
tj∈tpred{ti}

(wj + c(i, j) + rank(tj)). (6)

4.2 Task Selection Phase

This phase selects the highest priority ready task from each workflow and a task
pool is created.

4.3 Resource Selection Phase

Our resource selection phase algorithm is called the Modified Balance Minimum
Completion Time (MBMCT) resource selection algorithm. The MBMCT resource
selection algorithm pseudo code is shown in Algorithm 1.

The MBMCT resource selection algorithm first finds the initial assignment of
tasks using Min-min heuristic. Min-min heuristic first assigns the task that has
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the minimum expected execution time then updates the remaining task’s expected
execution time, this step is repeated till all the tasks are assigned. After completion
of the initial assignment, the average makespan is computed (line 5). Based on
the average makespan, the machines are categorized into lightly loaded, moderately
loaded and highly loaded machines (line 6–7). The moderately loaded machines load
is close to (±δ) average load of the system. The lightly loaded machines load is less
than moderately loaded machines. The highly loaded machines load is greater than
the average load of the system. The reassignment procedure is called till makespan
is changed (line 8–12).

The reassignment procedure finds a task that can be transferred from the highly
loaded machines to the lightly loaded machines. As a result, the load imbalance
is decreased among machines. The pseudo code of the reassignment procedure is
shown in Algorithm 2.

The reassignment procedure finds a task which can be reassigned from Mi ma-
chine (a machine that belongs to the highly loaded machines) to the lightly loaded
machine. Then, it computes the completion time of Mi machine and lightly loaded
machine (line 5–6). If completion time of Mi machine and lightly loaded machine
is less than the makespan, the makespan is updated (line 7–9). It also keeps in-
formation about the machine and the task, where and which task will be moved
(line 10–11). At the end, it returns the updated makespan (line 17).

Algorithm 1 Pseudo code of MBMCT resource selection algorithm

1: Select ready task from each workflow;
2: Assign tasks to machine using Min-min;
3: repeat
4: makeSpan← computeMakespan();
5: avrgMakeSpan← computeAverage();
6: machLow← findLowMachine(avrgMakeSpan, δ);
7: machHigh← findHighMachine(avrgMakeSpan, δ);
8: newMakeSpan← reAssignment(machLow,machHigh,makeSpan);
9: if newMakeSpan < makeSpan then

10: moveTask();
11: end if
12: until newMakeSpan < makeSpan;

The time complexity of MBMCT resource selection algorithm is O(k ∗m ∗ n2).
Where k is the number of iterations when the makespan value change, m is the
number of machines, and n is the number of tasks.

5 SIMULATION AND RESULTS

In this section, we discuss how to generate workflow, what are the performance pa-
rameters, and compare our results with existing algorithms. A Java based simulator
is designed.
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Algorithm 2 Pseudo code of reassignment procedure

1: for all Mi ∈ machHigh do
2: for all Mj ∈ machLow do
3: for Tk ∈Mi do
4: comTime′′ ← computeFinishTime(Mj);
5: comTime′′ ← comTime′′+ expected execution time of Tk on Mj;
6: comTime′ ← makeSpan− expected execution time of Tk on Mi;
7: if comTime′′ < makeSpan then
8: if comTime′ < makeSpan then
9: makeSpan← comTime′′;

10: task← Tk;
11: machine←Mj;
12: end if
13: end if
14: end for
15: end for
16: end for
17: return makeSpan

5.1 Workflow Generation

Random workflows are generated based on a given approach [6]. The parameters
to generate a workflow are the number of nodes, the average computation cost,
the computation to communication ratio, and the arrival rate is shown in Table 2.
The average computation cost denotes an average number of instructions required
to execute a task, the computation and communication ratio denotes the average
data transfer required between two tasks, the heterogeneity factor denotes the het-
erogeneity in processor speed, and the shape decides the out degree of nodes in
a workflow. The arrival rate is simulated as the corresponding percentage of tasks
completed from the recently arrived workflow. For example, 10 % of the inter-arrival
time means workflow X will be inserted after completion of 10 % tasks of workflow Y.

Parameter Name Range

Number of nodes 30 to 100

Average computation cost 10 to 200

Computation to communication ratio 0.1 to 10

Heterogeneity factor of resources 0.2 to 0.5

Shape 0.1 to 0.45

Arrival rate 10 to 50

Number of processors 3 to 30

Table 2. Workflow parameters
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5.2 Performance Parameters

The performance parameters are Makespan, Schedule Length Ratio (SLR), Load
balance, and Turnaround Time Ratio (TTR). Makespan is the difference between
execution start time and execution finish time of a workflow. The turnaround time
is the super-set of the makespan because it also includes the waiting time of work-
flow. TTR is the ratio of turnaround time to makespan. The SLR is a normalized
makespan based on the critical path. SLR is defined as follows:

SLR =
Makespan∑

ti∈cpmin
minpj∈P (wi, j)

. (7)

The denominator in SLR is the minimum computation cost of the critical path
tasks (cpmin). There is no makespan less than the denominator of the SLR equation.
Therefore, the algorithm with lowest SLR is the best algorithm. Average SLR values
over several workflows are used in our experiments. Load balance of resourcei is
computed as follows:

LoadBali =
∑
j∈K

(Makespanj − ResUtii). (8)

Here K is the set of workflows. Makespanj is the makespan of workflowj and
ResUtii is the sum of total time spent by a resource on execution of all assigned
tasks of a workflowj. Average load balance is defined as follows:

AvgLoadBal =

∑
i∈P LoadBali

p
. (9)

5.3 Simulation Results and Analysis

The value of δ is selected ±5 % of makespan based on experiment. The results pre-
sented are averaged out over thirty simulations of each type of workflow. Figures 4
and 5 show the results of different numbers of resources for average makespan and
average SLR, respectively. In each case, we have generated 100 workflows of 50
nodes. Workflows are a combination of different communication and computation
ratio. At the x-axis, it has a number of resources. In Figure 4, it can be observed
that MHEFT ranking algorithm average makespan is less than HEFT ranking algo-
rithm. The difference of average makespan increases as the number of resources are
increased. A similar trend is followed in average SLR, as shown in Figure 5. Even
when the number of resources is less the MHEFT ranking algorithm’s average SLR
is better than the HEFT ranking algorithm.

Figures 6 and 7 present the results of different inter-arrival time for the number
of iterations and average makespan, respectively. In Figure 7, it can be observed
that MBMCT resource selection algorithm’s average makespan is less than BMCT
resource selection algorithm in each inter-arrival time. The number of iterations of
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Figure 4. Results of different number of resources for average makespan

Figure 5. Results of different number of resources for average schedule length ratio

MBMCT resource selection algorithm are slightly greater than the BMCT resource
selection algorithm because MBMCT resource selection algorithm moves a task to
the lightly loaded machine, while BMCT resource selection algorithm may transfer
a task to the moderately loaded machine.

In Figures 8, 9 and 10, LB* scheduling algorithm is the combination of MHEFT
ranking algorithm and MBMCT resource selection algorithm. LB scheduling algo-
rithm is the combination of HEFT ranking algorithm and MBMCT resource selec-
tion algorithm. To assess the proposed algorithms, we have generated 100 workflows
of 70 nodes, that is the combination of different average computation cost and com-
munication ratio. The average computation and communication ratio is randomly
chosen from a particular set. In all the performance parameters, LB scheduling al-
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Figure 6. Results of different inter-arrival time for number of iterations

Figure 7. Results of different inter-arrival time for average makespan

gorithm performs better or equally to existing algorithms. It performs better when
the inter-arrival time is shorter because in shorter inter-arrival time more number of
tasks are scheduled thus, more move is possible. LB* scheduling algorithm performs
better than LB scheduling algorithm due to better ranking of tasks in a workflow.

Figure 8 displays the results of different inter-arrival time for average makespan.
The LB* scheduling algorithm average makespan is 10 % of the Fair share scheduling
algorithm in case of 10 and 20 inter-arrival time. The overall average makespan of
LB* scheduling algorithm is 15 % better than the LB scheduling algorithm.

Figure 9 demonstrates the results of different inter-arrival time for average load
balance. LB* scheduling algorithm average load balance is 47 %, 37 %, 41 %, and
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Figure 8. Results of different inter-arrival time for average makespan

26 % less than the LB, the Fair share, the OWM and the Rank hybrid scheduling
algorithm, respectively.

Figure 9. Results of different inter-arrival time for average load balance

Figure 10 shows the results of different inter-arrival time for average TTR. The
average TTR of LB* scheduling algorithm is 8 %, 50 %, 50 %, and 73 % less than the
LB, the Fair share, the OWM and the Rank hybrid scheduling algorithm respectively.

6 CONCLUSION

We have proposed the load balancing scheduling algorithm for the concurrent work-
flow that is the combination of modified heterogeneous earliest finish time ranking
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Figure 10. Results of different inter-arrival time for average turnaround time ratio

algorithm and modified balance minimum completion time resource selection algo-
rithm. The modified heterogeneous earliest finish time ranking algorithm considers
a communication time of parent task that plays a significant role when tasks are
communication intensive in a workflow. Similarly, the modified balance minimum
completion time resource selection algorithm transfers the tasks between the highly
loaded machines to the lightly loaded machines instead of transfer tasks to all the
machines in the system. As a result, faster load balance is achieved in a shorter
time. The load balancing scheduling algorithm performs better than other existing
scheduling algorithms in a shorter inter-arrival time. In future, we intend to test
our algorithm on the real large-scale workflow and heterogeneous environment.
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Abstract. For the sake of practicability of cloud computing, fine-grained data ac-
cess is frequently required in the sense that users with different attributes should be
granted different levels of access privileges. However, most of existing access control
solutions are not suitable for resource-constrained users because of large computa-
tion costs, which linearly increase with the complexity of access policies. In this pa-
per, we present an access control system based on ciphertext-policy attribute-based
encryption. The proposed access control system enjoys constant computation cost
and is proven secure in the random oracle model under the decision Bilinear Diffie-
Hellman Exponent assumption. Our access control system supports AND-gate ac-
cess policies with multiple values and wildcards, and it can efficiently support direct
user revocation. Performance comparisons indicate that the proposed solution is
suitable for resource-constrained environment.
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1 INTRODUCTION

Cloud computing is a promising computing paradigm in which vast and scalable
resources are provided as services over the Internet. As the development of cloud
computing, users’ concerns about data security become main obstacles that impede
cloud computing from wide adoptions. However, traditional access control tech-
nologies are no longer suitable for cloud computing environment because the service
provider is fully trusted by users. In cloud computing, the data service manager is
not trusted by users and is assumed to be honest-but-curious, that is, it will honestly
execute the tasks assigned by legitimate participants in the system. Meanwhile, it
would like to learn secret information as much as possible.

Attribute-based encryption (ABE) is known as an important tool for imple-
menting secure and fine-grained access control over untrusted cloud storage. In
an attribute-based system, access control over encrypted data is closely related to
attributes, which are used to describe users in the system and define fine-grained ac-
cess policies. There are two kinds of ABE constructions: key-policy ABE (KP-ABE)
and ciphertext-policy ABE (CP-ABE). In a KP-ABE scheme, the access policy is
necessary for generation of attribute secret keys and ciphertexts are computed based
on a set of attributes. In CP-ABE, access policies are used to generate ciphertexts
and every secret key is corresponding to an attribute set. A user can successfully
decrypt a ciphertext only if the attribute set associated with the user’s secret key
matches the access policy specified for the ciphertext by data owners.

Although promising in designing fine-grained access control system in cloud com-
puting, efficiency challenges still remain there before ABE can be widely deployed in
practical cloud platforms. Specifically, the computation cost of most existing ABE
schemes linearly grows with the complexity of the access formula. The drawback
appears more serious in resource-constrained scenarios such as wireless sensors and
mobile phones. Moreover, an efficient revocation mechanism is necessary in secure
and scalable ABE systems.

Aiming at tackling the challenges described above, we present a fine-grained data
access control system in cloud computing, where CP-ABE serves as a fundamental
building block. The proposed access control system enjoys small and constant com-
putation cost and it can efficiently support direct user revocation. It is proved that
the system is secure against adaptively chosen ciphertexts attacks (CCA2) in the
random oracle model under the decision m-BDHE assumption, where m is an upper
bound of the total number of users in the system. Particularly, our access control
system enables AND-gate access policy with multiple attribute values and wild-
cards. Performance comparisons indicate that our solution is suitable for real-world
application scenarios where users are resource-constrained.
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2 RELATED WORK

The notion of ABE was introduced by Sahai and Waters [1] as a fuzzy identity-
based encryption, and was firstly dealt with by Goyal et al. [2]. There are two
complementary notions of ABE: KP-ABE and CP-ABE. The first KP-ABE con-
struction [2] realized the monotonic access structure for key policies, while the first
CP-ABE scheme supporting tree-based access structures in generic group models
was proposed by Bethencourt et al. [3]. To achieve enhanced security, Cheung and
Newport [4] presented a CP-ABE scheme supporting AND-gate policy with positive
and negative attribute values and wildcards in the standard model.

However, most existing ABE schemes are inefficient because the computation
overhead is linearly proportional to the complexity of access policies. In many real-
world application scenarios, users often have constrained computing power [5, 6, 7,
8, 9, 10, 11] and cannot afford the computation cost of many previous ABE solu-
tions. Therefore, computationally efficient ABE schemes [12, 13, 14] have received
a lot of attention recently. Emura et al. [13] proposed a CP-ABE scheme, which
only needs three exponentiation and two pairing operations in encryption and de-
cryption phases, respectively. However, the scheme only supports AND-gate policies
with multiple values without wildcards. If a decryptor’s attributes are different from
the access policy, he/she cannot decrypt corresponding ciphertexts. Similarly, the
CP-ABE scheme [12] suffers the disadvantage [13] in that it supports AND-gate
policies with single positive value without wildcards. Chen et al. [14] proposed
two CP-ABE constructions, which support AND-gate policies with positive and
negative attribute values and wildcards. Zhang et al. [15] proposed a CP-ABE
scheme supporting AND-gate policies with multiple attribute values and wildcards.
Very recently, Li et al. [16] have proposed a data deduplication technique suitable
for cloud storage. As a promising technique, data deduplication has been widely
adopted in cloud storage to save storage resources and bandwidth. There are also
many other ABE constructions, such as multi-authority ABE [17, 18], outsourced
ABE [19, 20, 21], anonymous ABE [22, 23, 24, 25], and traceable ABE [26, 27, 28],
etc. In the multi-authority ABE scheme [17], any polynomial number of attribute
authorities are allowed to control attributes and issue attribute secret keys. It is
worth noting that these authorities are mutually independent. A data owner can
encrypt his/her data so as to a user can decrypt the corresponding ciphertext only
if he/she has particular attributes controlled by an attribute authority. Certainly,
multi-authority ABE schemes must resist the collusion attacks of multiple malicious
attribute authorities. In outsourced ABE schemes, intensive computing tasks during
encryption and decryption phases are outsourced to cloud servers without revealing
any private data or secret keys. Outsourced ABE has wide applications considering
the mobile cloud computing environment. It enables resource-constrained users to
complete heavy computation tasks with the help of cloud servers. Different from
traditional ABE schemes, outsourced ABE has to introduce corresponding outsourc-
ing servers. In the outsourced ABE scheme [20], secure outsourced decryption and
key distribution are realized. In anonymous ABE schemes, access policies informa-



330 Y. Zhang, D. Zheng, R. Guo, Q. Zhao

tion is not revealed in ciphertexts. Therefore, any people cannot learn of policy
information from ciphertexts, and even legitimate decryptors fail to guess what ac-
cess policies are adopted by encryptors. Anonymous ABE can realize users’ privacy
protection and hence it has a wide range of applications. Particularly, in the anony-
mous ABE scheme [25], a novel technique called match-then-decrypt is proposed, in
which a matching phase is additionally introduced before the anonymous decryption
phase. The match-then-decrypt technique can significantly improve the efficiency in
decryption phase of anonymous ABE. ABE with attribute hierarchies further realize
the expressiveness of access policies.

Furthermore, efficient revocation mechanisms are indispensable for ABE schemes
in that some secret keys might get compromised at some point. Yu et al. [29] pro-
posed a CP-ABE scheme supporting immediate attribute revocation mechanism
with the help of a semi-trusted proxy server. Yang et al. [30] proposed an attribute
revocation method to cope with the dynamic changes of users’ access privileges.
However, all the above ABE schemes only support indirect revocation, that is, the
attribute authority indirectly enables revocation by forcing revoked users to be un-
able to update their secret keys. Direct revocation enjoys a desirable property
that revocation can be done without affecting any non-involved users. Attrapadung
et al. [31] suggested two directly user-revocable CP-ABE schemes by combining the
techniques of ABE and broadcast encryption (BE). Since Fiat et al. [32] first intro-
duced the notion of BE, Boneh et al. [33] proposed a collusion resistant BE scheme,
which features short ciphertexts and private keys and is adopted in our construction
to realize direct user revocation. There are many other researches on revocation,
offline computation and policy update [34, 35, 36]. However, the computation cost
of the above schemes linearly increases with the complexity of access structures and
the number of revoked users.

3 PRELIMINARIES

3.1 Cryptographic Background

Definition 1 (Bilinear pairing). Let G be a cyclic multiplicative group of a prime
order p, g ∈R G be a generator, and GT be a cyclic multiplicative group of the same
order, identity of which we denote as 1. We call ê a bilinear pairing if ê : G×G→ GT

is a map with the following properties:

1. Bilinear: ê(ga, gb) = ê(g, g)ab for all a, b ∈ Z∗p.
2. Non-degenerate: There exists g1, g2 ∈ G such that ê(g1, g2) 6= 1.

3. Computable: ê(g1, g2) can be efficiently computed for all g1, g2 ∈ G.

Definition 2 (Decision (t, ε, `)-BDHE assumption). Security of our construction is
based on a complexity assumption called the Bilinear Diffie-Hellman Exponent as-
sumption (BDHE). Let G be a bilinear group of prime order p, and g, h two in-
dependent generators of G. Denote −→y g,α,` = (g1, g2, · · · , g`, g`+2, · · · , g2`) ∈ G2`−1,
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where gi = g(α
i) for some unknown α ∈ Z∗p. An algorithm B that outputs µ ∈ {0, 1}

has advantage ε in solving the decision `-BDHE problem if

|Pr[B(g, h,−→y g,α,`, ê(g`+1, h)) = 1]− Pr[B(g, h,−→y g,α,`, Z) = 1]| ≥ ε.

We say that the decision (t, ε, `)-BDHE assumption holds in G if no t-time algorithm
has advantage at least ε in solving the decision `-BDHE problem in G.

3.2 Access Policy

Usually, notation L |= W is used to represent the fact that the attribute list L
satisfies the access policy W , and the case of L does not satisfy W is denoted by
L 6|= W . In our construction, we consider AND-gate policy supporting multiple
attribute values and wildcards, which is a generalization of the access policy in [4]
and is also adopted in [23]. Formally, given an attribute list L = [L1, L2, · · · , Ln]
and an access policy W = [W1,W2, · · · ,Wn] =

∧
i∈IW Wi, where IW is a subscript

index set and IW = {i|1 ≤ i ≤ n,Wi 6= ∗}, we say L |= W if Li = Wi or Wi = ∗ for
all 1 ≤ i ≤ n and L 6|= W otherwise. Note that the wildcard ∗ in W plays the role
of “do not care” value.

4 SYSTEM ARCHITECTURE AND ADVERSARY MODEL

4.1 System Architecture

As shown in Figure 1, the system architecture of access control in cloud computing
consists of four entities AA (Attribute Authority), CSP (Cloud Service Provider),
DO (Data Owner), and DU (Data User).

AA is an entity who generates public parameters and master secret keys for the
system. It is in charge of issuing attribute secret keys for users. It is fully trusted
by all entities joining the system.

CSP is an entity that hosts the encrypted files of DO. It consists of cloud storage
servers and a data service manager. Encrypted files from data owners are stored
in cloud storage servers. The data service manager is in charge of controlling
the accesses from outside users to the encrypted files.

DO is an entity who owns files, and wishes to upload them to the cloud storage
servers provided by CSP. It is responsible for defining attribute-based access
policy, and enforcing it on its own files by encrypting the files under the access
policy before uploading them.

DU is an entity who intends to access the encrypted files hosted in the cloud stor-
age servers. If DU is not revoked and his/her attributes match the underlying
access policy in the encrypted files specified by DO, then he/she will succeed in
decrypting the encrypted files.
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Encrypted File Access

Figure 1. System architecture of access control in cloud computing

We give an overview of access control in cloud computing.

System Setup. AA generates public parameters and master secret keys for the
system, and keeps master secret keys secretly.

User Registration. When a user wants to join the system, AA issues attribute
secret keys to him/her based on his/her attributes.

New File Creation. When DO wants to share a file with some users, he/she en-
crypts the file under a specific access policy and uploads the resulted ciphertext
to CSP.

File Access. When DU wants to access an outsourced file, he/she downloads the
ciphertext from CSP and decrypts it.

4.2 Adversary Model and Security Goals

Similar to the previous systems, CSP is assumed to be honest-but-curious. In our
system, the adversary is modeled as users colluding with CSP. The security goal is
semantic security of data and it is reflected in the following three security require-
ments.

Data Confidentiality. Unauthorized DU who does not have enough attributes
matching the access policy specified for a ciphertext by DO should be prevented
from accessing the plaintext of the files. In addition, unauthorized access from
CSP to the plaintext of the encrypted files should also be prevented.

Collusion-Resistance. If multiple DU and CSP collude, they may be able to ac-
cess the plaintext of an encrypted file by combining attributes even if each of
them cannot decrypt encrypted files alone. In practical attribute-based data
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sharing systems, these colluders should not succeed in decrypting encrypted
files.

Revocation. Any user involved in a revocation event fails to access the plaintext
of subsequent ciphertexts exchanged after he/she is revoked from the system.

5 BUILDING BLOCK CP-ABE

5.1 Definition of CP-ABE

A CP-ABE scheme consists of the following four algorithms:

Setup(1λ) → (PK,MK): On input a security parameter λ, it returns the system
public key PK which is distributed to DO and DU, and the master key MK
which is kept private.

KeyGen(PK,MK,L)→ SKL: On input the system public key PK, the master
key MK and an attribute list L, it outputs SKL as the attribute secret key
associated with L.

Encrypt(PK,M,W,R)→ CTW : On input the system public key PK, a message
M , an access policy W specified by DO and a revocation set R issued by AA,
it generates a ciphertext CTW as the encryption of M with respect to W and
R, which is outsourced to CSP. Note that R specifies the users who are revoked
from the system.

Decrypt(PK,CTW , SKL)→M or ⊥: On input the system public key PK, a ci-
phertext CTW of a message M under W and R, and a secret key SKL associated
with L, it outputs the message M if the user is not revoked and L |= W , and
the error symbol ⊥ otherwise.

5.2 Formalized Security Models for CP-ABE

In the proof of our construction, we adopt a security model called indistinguishability
against selective ciphertext-policy and adaptively chosen-ciphertext attacks (IND-
sCP-CCA2), which is demonstrated in the following IND-sCP-CCA2 game.

Init: The adversaryA commits to a challenge ciphertext policyW ∗ and a revocation
information set R∗.

Setup: The challenger S chooses a sufficiently large security parameter λ, and runs
the Setup algorithm to get a master key SK and the corresponding system public
key PK. It retains SK and gives PK to A.

Phase 1: In addition to hash queries, A issues a polynomially bounded number of
queries to the following oracles:

• KeyGen Oracle OKeyGen: A submits an attribute list L, if L 6|= W ∗, S
gives A the secret key SKL and outputs ⊥ otherwise.
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• Decrypt Oracle ODec: A submits a ciphertext CTW of a message M . If
CTW is well-formed, S returns the message M . Otherwise, ⊥ is returned.

Challenge: Once A decides that Phase 1 is over, it outputs two equal length
messages M0 and M1 from the message space, on which it wishes to be challenged
with respect to W ∗ and R∗. The challenger S randomly chooses a bit b ∈ {0, 1},
computes CTW ∗ = Encrypt(PK,Mb,W

∗,R∗) and sends CTW ∗ to A.

Phase 2: The same as Phase 1, except that CTW ∗ may not be submitted for oracle
ODec.

Guess: A outputs a guess bit b′ ∈ {0, 1} and wins the game if b′ = b. The advantage
of A in the IND-sCP-CCA2 game is defined as follows:

AdvIND−sCP−CCA2
CP−ABE (A) =

∣∣∣∣Pr[b′ = b]− 1

2

∣∣∣∣ .
Definition 3. A CP-ABE scheme is said to be IND-sCP-CCA2 secure if no prob-
abilistic polynomial-time adversary can break the IND-sCP-CCA2 game with non-
negligible advantage.

6 PROPOSED ACCESS CONTROL SYSTEM

6.1 Main Idea

In the proposed scheme, the decryption cost is constant and it does not linearly
increase with the complexity of access policies. The scheme can support AND-gate
access policies with multiple values and wildcards and it is IND-sCP-CCA2 secure.
In order to realize constant decryption cost, we use the idea of ciphertext aggrega-
tion. That is, in the new file creation phase, DO generates ciphertext components
by aggregating the system public key components which are specified by the at-
tribute values in access policies. To allow authorized DU to decrypt ciphertexts,
in the user registration phase, AA generates attribute secret key components for
attribute values appeared in the attribute list of DU. In the file access phase, to suc-
cessfully decrypt a ciphertext, DU just uses some attribute secret key components
in his/her secret key which are specified by values of the access policy. In order to
efficiently support AND-gate access policies with multiple values and wildcards, AA
only chooses three master secret key components in the system setup phase. Then,
for each attribute value, a system public key component is generated by binding
the attribute index with a master secret key component based on hash functions.
For the sake of CCA2 security, the last ciphertext component is generated from the
first three ciphertext components based on a random factor and system public key
components. Based on the bilinear pairing, the last ciphertext component helps to
answer decryption queries in security proof.
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6.2 Our Scheme

In this section, we present an access control system. Let G and GT be two cyclic
multiplicative groups of a prime order p. Also, let g be a generator of G and
ê : G × G → GT be a bilinear map. Suppose the attribute set of the system is
U = {ω1, ω2, · · · , ωn}. Attribute ωi has ni values and Si = {vi,1, vi,2, · · · , vi,ni

} is
the multi-value set. Define collision-resistant hash functions H0 : Z∗p×{0, 1}∗ → Z∗p,
H1 : Z∗p → G, and Ĥ : {0, 1}∗ ×GT ×G2 → Z∗p. The system is described as follows.

System Setup. AA chooses a security parameter λ and runs the following algo-
rithm Setup of CP-ABE to generate a public parameter PK and a master secret
key MK for the system. Then AA publishes PK and keeps MK secretly.

• Setup(1λ): AA chooses x, y ∈R Z∗p, and computes Xi,ki = g−H0(x||i||ki), Yi,ki =

ê(g, g)H0(y||i||ki) for 1 ≤ i ≤ n and 1 ≤ ki ≤ ni. It also chooses α, β ∈R Z∗p
and sets v = gβ. Suppose the total number of users in the system is bounded
above by some natural number m. For notational simplicity, we let Im =
{1, 2, · · · ,m} in the following. For 1 ≤ i ≤ 2m and i 6= m+ 1, AA computes
gi = g(α

i). In addition, AA chooses δ1, δ2, δ3 ∈ G. Finally, the system public
key is published by AA as

PK = 〈g, {Xi,ki , Yi,ki}1≤i≤n,1≤ki≤ni
, {gi}1≤i≤2m,i 6=m+1, v, δ1, δ2, δ3〉,

and the master key is MK = 〈x, y, β〉.

User Registration. When a user with an attribute list L wants to join the system,
AA runs the following algorithm KeyGen of CP-ABE to obtain an attribute secret
key SKL and gives it to the user.

• KeyGen(PK,MK,L): AA chooses sk ∈R Z∗p for the user. Then for 1 ≤ i ≤ n,
suppose Li = vi,ki , AA computes

σi = σi,ki = gH0(y||i||ki)H1(sk)H0(x||i||ki).

Also, AA computes d = gβsn, where sn ∈ {1, 2, · · · ,m} is a serial number
and it is used by AA to indicate that the current user is the snth one to
join the system. Finally, the corresponding attribute secret key is SKL =
〈sn, sk, {σi}1≤i≤n, d〉.

New File Creation. Whenever DO wants to upload a file F to CSP, he/she choo-
ses a symmetric key K and encrypts F with K based on a typical symmetric en-
cryption scheme such as AES to obtain a ciphertext CT0. Then DO defines a ci-
phertext policy W for F , and runs the following algorithm Encrypt of CP-ABE
to encrypt K to get a ciphertext CTW . Finally, DO sets CTF = {CT0, CTW}
and uploads CTF to CSP.
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• Encrypt(PK,M,W,R): Suppose Wi = vi,ki , in order to encrypt a message
M = K under a ciphertext policy W =

∧
i∈IW Wi such that the revoked

users specified by R cannot access it, DO computes

〈XW , YW 〉 =

〈∏
i∈IW

X i,
∏
i∈IW

Y i

〉
,

where 〈X i, Y i〉 = 〈Xi,ki , Yi,ki〉. Then, DO chooses s, ŝ ∈R Z∗p, computes KR =

ê(g1, gm)s and CR =
(
v ·
∏

i∈Im−R gm+1−i
)s

. It also computes C0 = MY s
WKR,

C1 = gs, C2 = Xs
W , ĥ = Ĥ(W ||C0||C1||C2), and C3 = (δĥ1 δ

ŝ
2δ3)

s. Finally, DO
sets CTW = 〈C0, C1, C2, C3, CR, ŝ〉. Note that the ciphertext policy W and
revocation information R are implicitly included in ciphertexts.

File Access. Whenever DU with an attribute secret key SKL wants to access
and retrieve an outsourced file, he/she firstly downloads the ciphertext CTF =
{CT0, CTW} from CSP. Then DU computes K = Decrypt(PK,CTW , SKL) by
running the following Decrypt algorithm, and then retrieves the file F by sym-
metric decryption based on K. It is worth noting that DU can successfully
recover F if and only if L |= W and he/she is not revoked.

• Decrypt(PK,CTW , SKL): Suppose CTW = 〈C0, C1, C2, C3, CR, ŝ〉 corres-
ponding to W and R, and W =

∧
i∈IW Wi with Wi = vi,ki . Then CTW is

decrypted by DU with an attribute secret key SKL = 〈sn, sk, {σi}1≤i≤n, d〉 as
follows. DU first checks whether L |= W and sn 6∈ R. If not, the decryption

algorithm returns ⊥. Otherwise, DU checks whether ê(g, C3) = ê(C1, δ
ĥ
1 δ

ŝ
2δ3)

and ê(g, C2) = ê(C1, XW ) or not, where ĥ = Ĥ(W ||C0||C1||C2) and XW =∏
i∈IW Xi,ki . If one of the two equations does not hold, return ⊥. Otherwise,

DU computes σW =
∏

i∈IW σi and

KR =
ê (gsn, CR)

ê
(
d ·
∏i 6=sn

i∈Im−R gm+1−i+sn, C1

) .
Finally, the message is recovered as M = K = C0

ê(σW ,C1)ê(H1(sk),C2)KR
.

The process of outsourcing and access is shown in Figure 2.
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· run AES(K,F) to obtain CT0

· run Encrypt(PK,K,W,R) to obtain CTW

DO DUCSP

CT = (CT0, CTW )

CT = (CT0, CTW )

· run Decrypt(PK,CTW , SKL) to obtain K

· run AES(K,CT0) to obtain F

Figure 2. The process of outsourcing and access

7 ANALYSIS OF OUR ACCESS CONTROL SYSTEM

7.1 Correctness

If L |= W and the user associated with sn is not revoked, the ciphertext can be
successfully decrypted. Notice that v = gβ and d = gβsn, we have

KR =
ê (gsn, CR)

ê
(
d ·
∏i 6=sn

i∈Im−RW
gm+1−i+sn, C1

) =
ê
(
gsn,

(
v ·
∏

i∈Im−RW
gm+1−i

)s)
ê
(
gβsn ·

∏i 6=sn
i∈Im−RW

gm+1−i+sn, gs
)

=
ê (g, g)sα

sn
∑

i∈Im−RW
αm+1−i

ê (g, g)
s
∑i 6=sn

i∈Im−RW
αm+1−i+sn

= ê(g, g)α
m+1s = ê(g1, gm)s.

Suppose the indexes satisfy Li = vi,ki , then

C0

ê(σW , C1)ê(H1(sk), C2)KR
=

MY s
W ê(g1, gm)s

ê (σW , gs) ê (H1(sk), Xs
W )KR

=
M(
∏

i∈IW Y i)
s

ê
(∏

i∈IW σi, gs
)
ê
(
H1(sk),

(∏
i∈W X i

)s)
=

M
(∏

i∈IW ê(g, g)H0(y||i||ki)
)s

ê
(∏

i∈IW gH0(y||i||ki)H1(sk)H0(x||i||ki), gs
)
ê
(
H1(sk),

(∏
i∈IW g−H0(x||i||ki)

)s)
= M.
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7.2 Security Analysis

We only need to prove the building block CP-ABE scheme is semantically-secure,
which is demonstrated in Theorem 1.

Theorem 1. Assume that A makes at most qH1 queries to the random oracle H1,
at most qK queries to the key generation oracle, and at most qD queries to the
decryption oracle. If the decision (τ, ε,m)-BDHE assumption holds in G, then the
proposed scheme is (τ ′, ε′,m)-secure, where τ ′ = τ+O(qH1+mqK+qD+N)τ1+O(qD+
N)τ2+O(qD)τp with N =

∑n
i=1 ni, and ε′ = ε− qD

p
. Here, τ1 and τ2 denotes the time

complexity to compute an exponentiation in G and GT , respectively. τp represents
the time complexity of a pairing operation.

Proof. Suppose that there exists a τ -time adversary A, which breaks the proposed
scheme with AdvIND−sCP−CCA2

CP−ABE (A) ≥ ε. We build a simulator S that has advantage
ε in solving the decision m-BDHE problem in G. S takes as input a random decision
m-BDHE challenge (g, h,−→y g,α,m, Z), where −→y g,α,m = (g1, g2, · · · , gm, gm+2, · · · , g2m)
and Z is either ê(gm+1, h) or a random element in GT . The simulator S plays the
role of the challenger in the IND-sCP-CCA2 game, and interacts with A as follows.

Init. The simulator S receives a challenge access structure W ∗ =
∧
i∈IW∗ Wi and

a revocation information set R∗ specified by the adversary A, where IW ∗ =
{i1, i2, · · · , iw} with ω ≤ n represents the attribute index set specified in W ∗.
During the game, A will consult S for answers to the random oracles H0, H1 and
Ĥ. Roughly speaking, these answers are randomly generated, but to maintain
the consistency and to avoid collisions, S keeps three tables L1, L2 and L̂ to
store the answers used.

Setup. S needs to generate a system public key PK. S firstly chooses j∗ ∈R
{1, 2, · · · , w} and x, x′, y, y′ ∈R Z∗p. Then, it does the following:

1. If ij ∈ IW ∗ − {ij∗}, suppose Wij = vij ,kij , then S computes(
Xij ,kij

, Yij ,kij

)
=
(
g−H0(x||ij ||kij )g−1m+1−ij , ê(g, g)H0(y||ij ||kij )

)
.

Also, for k 6= kij , S computes(
Xij ,k, Yij ,k

)
=
(
g−H0(x′||ij ||k), ê(g, g)H0(y′||ij ||k)

)
.

2. For ij∗ , suppose Wij∗ = vij∗ ,kij∗ , then S computes(
Xij∗ ,kij∗

, Yij∗ ,kij∗

)
=
(
g
−H0(x||ij∗ ||kij∗ )

∏
t∈IW∗−{ij∗} gm+1−t, ê(g, g)

H0(y||ij∗ ||kij∗ )ê(g, g)α
m+1
)
.
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Also, for k 6= kij∗ , S computes(
Xij∗ ,k, Yij∗ ,k

)
=
(
g−H0(x′||ij∗ ||k), ê(g, g)H0(y′||ij∗ ||k)

)
.

3. If ij /∈ IW ∗ , for 1 ≤ kij ≤ nij , S computes(
Xij ,kij

, Yij ,kij

)
=
(
g−H0(x||ij ||kij ), ê(g, g)H0(y||ij ||kij )

)
.

Furthermore, S chooses ϕ1, ϕ2, ϕ3, φ2, φ3 ∈R Z∗p, and computes δ1 = g1g
ϕ1 ,

δ2 = gφ21 g
ϕ2 , δ3 = gφ31 g

ϕ3 . Note that δ1, δ2, δ3 are distributed randomly. Also, S
chooses β ∈ Z∗p, and sets v = gβ

(∏
j∈U∗ gm+1−j

)−1
, where U∗ ⊆ RW ∗ denotes

the target set of involved users to be challenged by A when revocation events oc-
cur. Finally, S sends PK = 〈g, {Xi,ki , Yi,ki}1≤i≤n,1≤ki≤ni

, {gi}1≤i≤2m,i 6=m+1, v, δ1,
δ2, δ3〉 to A.

Phase 1. The adversary A makes the following queries.

• Hash Oracle OH0 and OĤ are answered in a trivial way.

• Hash Oracle OH1(sk): We consider there is not an item containing sk
in L1. If sk corresponds to an attribute list L in the key generation oracle,
S adds the entry 〈sk, gijgz〉 to L1 and returns gijg

z, where z ∈R Z∗p and ij
is associated with L and satisfies Lij /∈ Wij . Otherwise, S randomly chooses
ij ∈R {1, 2, · · · , n}, z ∈R Z∗p, adds the entry 〈sk, gijgz〉 to L1 and returns
gijg

z.

• KeyGen Oracle OKeyGen(L): Suppose A summits an attribute list L in
a secret key query. If L 6|= W ∗, there must exist ij ∈ IW ∗ such that Lij /∈ Wij .
Without loss of generality, assume Lij = vij ,k̂ij

and Wij = vij ,kij . S chooses

sk ∈R Z∗p. Also, S computes σij = σij ,k̂ij
= gH0(y′||ij ||k̂ij )(gijg

z)H0(x′||ij ||k̂ij ).

For t 6= ij, S chooses z ∈R Z∗p and computes σt as follows:

Case 1. If t ∈ IW ∗ − {ij∗}, suppose Lt = vt,kt , S computes

σt = σt,kt = gH0(y||t||kt)(gij)
H0(x||t||kt)gm+1−t+ij(X t)

−z.

Case 2. If t = ij∗ , suppose Lij∗ = vij∗ ,kij∗ , S computes σij∗ as

σij∗ = σij∗ ,kij∗

= g
H0(y||ij∗ ||kij∗ )(gij)

H0(x||ij∗ ||kij∗ )

 ∏
k∈IW∗−{ij∗ ,ij}

g−1m+1−k+ij

 (X ij∗ )
−z.

Case 3. If t /∈ IW ∗ , suppose Lt = vt,kt , S computes

σt = σt,kt = gH0(y||t||kt)(gijg
z)H0(x||t||kt).
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Subsequently, S computes d = gβsn
∏

j∈U∗ g
−1
m+1−j+sn.

• Decryption Oracle ODec(CTW ): Suppose A summits CTW = 〈C0, C1,
C2, C3, CR, ŝ〉 where W =

∧
i∈IW Wi with Wi = vi,ki . S checks whether

ê(g, C3) = ê(C1, δ
ĥ
1 δ

ŝ
2δ3) and ê(g, C2) = ê(C1, XW ) or not, where ĥ = Ĥ(W ||

C0||C1||C2), XW =
∏

i∈IW Xi,ki . If one of the two equations does not hold,

return ⊥. Furthermore, S checks if ĥ + ŝφ2 + φ3 = 0 holds. If so, S aborts.
Otherwise, S chooses sn ∈R {1, 2, · · · ,m}, sets γ = ĥ + ŝφ2 + φ3, Ĉ =

C ĥϕ1+ŝϕ2+ϕ3

1 , and returns

C0

ê

((
C3

Ĉ

)γ−1

, gm

)
· ê(C1, g)yW ·KR

,

where yW =
∑w

j=1H0(y||ij||kij), and

KR =
ê (gsn, CR)

ê
(
gβsn ·

∏i 6=sn
i∈Im−R gm+1−i+sn, C1

) .
Challenge. S sets xW ∗ =

∑ω
j=1H0(x||ij||kij) and yW ∗ =

∑w
j=1H0(y||ij||kij), and

defines 〈XW ∗ , YW ∗〉 as follows:

XW ∗ = X ij∗

∏
t∈IW∗−{ij∗}X t

=
(
g
−H0(x||ij∗ ||kij∗ )

∏
t∈IW∗−{ij∗} gm+1−t

)
·
∏

t∈IW∗−{ij∗} g
−H0(x||t||kt)g−1m+1−t

= g−xW∗ ,

YW ∗ = Y ij∗

∏
t∈IW∗−{ij∗} Y t

= ê(g, g)
H0(y||ij∗ ||kij∗ )ê(g, g)α

m+1 ·
∏

t∈IW∗−{ij∗} ê(g, g)H0(y||t||kt)

= ê(g, g)
∑w

j=1H0(y||ij ||kij )+αm+1

.

Suppose A summits two messages M0 and M1 of equal length. S chooses b ∈R
{0, 1}, and computes C∗0 = MbZ

2ê(g, h)yW∗ , C∗1 = h, and C∗2 = h−xW∗ . Then S
sets ĥ∗ = Ĥ(W ∗||C∗0 ||C∗1 ||C∗2), ŝ∗ = −(ĥ∗+φ3)

φ2
, and computes C∗3 = hĥ

∗ϕ1+ŝ∗ϕ2+ϕ3

and

CR∗ = hβ =

gβ (∏
j∈U∗

gm+1−j

)−1(∏
j∈U∗

gm+1−j

)s

=

(
v ·
∏
j∈U∗

gm+1−j

)s

.
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It is noted that CTW ∗ = 〈C∗0 , C∗1 , C∗2 , C∗3 , CR∗ , ŝ∗〉 is a valid encryption of Mb

whenever Z = ê(gm+1, h). On the other hand, when Z is a random element in
GT , CTW ∗ is independent of b in the adversary’s view.

Phase 2. Similar to Phase 1 with a restriction that A cannot query ODec(·) on
the challenge ciphertext CTW ∗ .

Guess. A outputs a guess bit b′ of b. If b′ = b, S outputs 1 in the decision m-BDHE
game to guess that Z = ê(gm+1, h). Otherwise, it outputs 0 to indicate that Z
is a random element in GT . We note that S will abort in decryption queries if
ĥ + ŝφ2 + φ3 = 0 holds. However, since the values φ2 and φ3 are respectively
hidden by blinding factors ϕ2 and ϕ3, A could not obtain any information on φ2

and φ3 from decryption queries, and hence the probability that ĥ+ ŝφ2 +φ3 = 0
occurs is at most 1

p
. Therefore, if Z = ê(gm+1, h), then CTW ∗ is a valid ciphertext

and we have

Pr [S(g, h,−→y g,α,m, ê(gm+1, h)) = 1] =
1

2
+ AdvIND−sCP−CCA2

CP−ABE (A)− qD
p

≥ 1

2
+ ε− qD

p
.

If Z is a random element in GT , the message Mb is completely hidden from A,
and we have Pr[S(g, h,−→y g,α,m, Z) = 1] = 1

2
.

Therefore, the simulator S has at least a non-negligible advantage ε − qD
p

in
solving the decision m-BDHE problem in G within time τ . It easily follows that
the time complexity of S is

τ ′ = τ +O

(
qH1 +mqK + qD +

n∑
i=1

ni

)
τ1 +O

(
qD +

n∑
i=1

ni

)
τ2 +O(qD)τp.

�

7.3 Performance Analysis

In this section, we analyze and compare the performance of the proposed scheme
with the previous CP-ABE schemes from the aspects of security and efficiency.
Table 1 shows the performance comparison in terms of the size of ciphertext (CT)
and the system public key (PK) size, the computation overheads of encryption and
decryption, the expressiveness of access policy, and the revocation mechanism. For
simplicity, we use e and p to represent an exponentiation operation and a pairing
operation, respectively. Let n be the total number of attributes in universe, s be
the number of attributes the user has to hold in order to match the access policy,
t be the number of attributes associated with the user’s secret key, sm and tm be the
maximum size allowed for s and t, m be the maximum number of users in the system,
r be the number of revocation events, and N be the total number of attribute values
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in the system. We denote the bit length of an element in a group G by |G|. In
addition, IAR and DUR respectively represent “Indirect Attribute Revocation” and
“Direct User Revocation”.

Schemes
Parameter Size Computation Cost

Policy Revocation
CT PK Encryption Decryption

HSM [12] 2|G| + |GT | (n + 4)|G| 3 e 2 p Type 1† ×
EM [13] 2|G| + |GT | (N + 2)|G| + |GT | 3 e 2 p Type 2‡ ×
CZF1 [14] 2|G| + |GT | 2n|G| + 2n|GT | 3 e 2 p Type 3§ ×
CZF2 [14] 3|G| + |GT | + |Z∗p| (2n + 3)|G| + 2n|GT | 6 e 6 p+2 e Type 3 ×
YWR [29] (n + 1)|G| + |GT | (3n + 1)|G| + |GT | (s + 2)e (n + 1)p Type 3 IAR

AI1 [31] (s + 2)|G| + |GT | (sm + tm + 2m + 1)|G| (2s + 3) e+1 p (2s + m + 1) p Type 4] DUR
AI2 [31] (s + 2r + 1)|G| + |GT | (sm + tm + 7)|GT | (2s + 2r + 2) e (2s + 2r + 1) p Type 4 DUR

Ours 4|G| + |GT | + |Z∗p| (N + 2m + 4)|G| + N|GT | 8 e 8 p+2 e Type 5¶ DUR

† AND-gate policy supporting single positive value without wildcards.
‡ AND-gate policy supporting multiple values without wildcards.
§ AND-gate policy supporting positive and negative values with wildcards.
] Access structures based on linear secret sharing.
¶ AND-gate policy supporting multiple values with wildcards.

Table 1. Performance comparison of CP-ABE schemes
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Figure 3. Comparison of ciphertext length

From Table 1, we know that the CP-ABE schemes [12, 13, 14] and the proposed
scheme have small and constant computation cost. Although enjoying constant
computation cost, the schemes [12, 13, 14] fail to support revocation mechanisms.
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Figure 4. Comparison of decryption cost

Also, the access policies in [12] only support single attribute value. Furthermore, the
scheme [29] supports indirect attribute revocation, and only the schemes [31] and
the proposed scheme enjoy direct user revocation. However, the schemes [29, 31]
suffer an efficiency drawback that the encryption and decryption cost is not constant
in terms of the the number of e or p.

Based on the above analysis, we further compare schemes in [31] denoted as AI1,
AI2 and ours with respect to the ciphertext length in Figure 3. As for the ciphertext
length comparison, we set |G0| = |GT | = 160 bits and the number of revocation
events as r = 5. Note that the ciphertext length of the scheme AI2 is linearly
proportional to r. Both the ciphertext length of AI1 and AI2 linearly increases
with s. On the other hand, we do simulation experiments based on the Stanford
Pairing-Based Crypto (PBC) library [37] and a Linux machine with 3.30 GHz ×
8 Intel Xeon(R) E3-1230 CPU and 7.5 GB of RAM. The simulation results are
shown in Figure 4. In the simulation, the maximum number of users in the system
is set as m = 500. In order to precisely evaluate the decryption cost, a total
of 100 distinct access policies are generated, where each attribute has a positive
occurrence. For each access policy, the experiment is repeated for 30 times and
the final result is an average value. It is noted that both the decryption cost of the
scheme AI1 and AI2 linearly increases with the number of columns in access policies,
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and the proposed scheme enjoys small and constant decryption cost. Generally, we
argue that the proposed ABE scheme is more suitable for access control in cloud
computing.

8 CONCLUSION

In this paper, we propose an efficient data access control system in cloud computing.
The main building block is a new CP-ABE scheme, which enjoys constant computa-
tion cost and direct user revocation. The proposed access system is proven secure in
the random oracle model, and it can efficiently support AND-policy with multiple
attribute values and wildcards. Extensive performance comparisons indicate that
the proposed solution is extremely suitable for resource-constrained applications.
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Abstract. Evaluating the strength of block ciphers against algebraic attacks can
be difficult. The attack methods often use different metrics, and experiments do
not scale well in practice. We propose a methodology that splits the algebraic
attack into a polynomial part (local reduction), and an exponential part (guessing),
respectively. The evaluator uses instances with known solutions to estimate the
complexity of the attacks, and the response to changing parameters of the problem
(e.g. the number of rounds). Although the methodology does not provide a positive
answer (“the cipher is secure”), it can be used to construct a negative test (reject
weak ciphers), or as a tool of qualitative comparison of cipher designs. Potential
applications in other areas of computer science are discussed in the concluding parts
of the article.

Keywords: Algebraic cryptanalysis, local reduction, method of syllogisms, SAT
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1 INTRODUCTION

The algebraic cryptanalysis is based on the idea of transforming cryptanalytic prob-
lem to a problem of solving a carefully crafted set of equations (with algebraic
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methods). Algebraic attacks can be executed even if the attacker has only a very
small number of P-C pairs. On the other hand, it seems quite difficult to scale the
attacks (using SAT solvers, or Gröbner basis solver), or to correctly compare results
in assessing the strength of cryptographic primitives.

Nowadays, two main approaches are prevalent in the algebraic cryptanalysis:

1. Transform the cryptanalytic problem to CNF form, and apply fast SAT solvers.

2. Find as many linearly independent MQ equations as possible, and apply relin-
earization to find solutions [5], or compute solutions by computing the Gröbner
basis of the ideal generated by these equations [9, 10].

These methods usually terminate in reasonable time only if some number of key
bits is fixed in advance. Moreover, Gröbner basis approach can often fail due to
memory constraints.

A different approach to algebraic cryptanalysis was proposed by Raddum and
Semaev [15]. An encryption process can be described by a sequence of smaller
operations working on some internal state. At the bottom level, the cipher can be
described by a logic circuit, with logic gates, and wires. We can assign a variable for
each internal value transmitted on the wires during the encryption process. Then
each logic gate defines a Boolean equation in its input and output variables. It is
easy to enumerate all possible (partial) solutions for Boolean equations with small
number of variables (sparse equations). If we descend to a reasonably low level
in cipher description, each of these equations is 3-sparse, i.e., it has at most three
variables (two inputs, and one output). It might be more practical to work on higher
level, e.g. on the full S-box level [13]. The equations taken together with a known
P-C pair provide an equation system for the algebraic cryptanalysis. We primarily
want to find the value of key bits, but we can consider all intermediate values as
unknowns in the system.

We represent equation system as algebraic varieties, resp. as a list of points
of these varieties projected to chosen coordinates given by variables the equation
depends on. Our goal is to find the intersection of these varieties. If the point P on
variety does not belong to the intersection of varieties, we can replace the original
variety by a reduced one that does not contain P without influencing the final
solution of the system. In some cases, we can determine the condition “does not
belong to the intersection” in polynomial time, e.g., if it does not belong to the
intersection of 2 varieties, it clearly cannot belong to intersection of all varieties. We
call this process the (polynomial time) local reduction of the equation system [24].
If we can simplify each equation to a single solution, the system is trivially solved
(it suffices to read values of variables from individual equations). In other cases we
can compute the intersection by the (exponentially) difficult Gluing algorithm [14].

Let us suppose that we have a polynomial time local reduction algorithm A,
but we are unable to remove any more partial solutions in the system. We suppose
that the system is still unsolved, i.e., there are (unfixed) variables that can have
both 0 and 1 assigned in each equation they are influencing. Let A be well behaved
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in a sense that it has a higher chance of reducing system, if individual equations
have a lower number of partial solutions. If we take an unfixed variable and guess
its value, we can remove at least one partial solution in each equation influenced by
this variable. This can restart the local reduction. After guessing a finite number
of variable values, we either end with the solved system, or we remove all partial
solutions from some equation(s). The latter case means that the system does not
have a solution compatible with the guesses (a conflict is detected), and we must
backtrack our guessing sequence. The guessing process complexity is exponential in
the number of variables that have to be guessed before the system can be reduced
to a solution/conflict, and thus it dominates the polynomial complexity of A when
we scale the problem. We silently suppose that behavior of A is not negatively
influenced by expanding the system. Although the conditions on the behavior of A,
and the computation of the influence of the system size on the required number of
guesses can be impractical for exact determination of the complexities, it can be
useful in practical experimental assessment of the strength of iterated block ciphers,
and other cryptographic designs that can be scaled in a similar way.

The structure of the article is as follows: In Section 2 we provide preliminary
definitions. In Section 3 we describe generic local reduction scheme, and its use in
solving sparse Boolean equation system. In Section 4 we provide concrete algorithms
that fit into the local reduction scheme. Finally, in Section 5 we focus on the use
of the local reduction in experimental evaluation of the strength of the iterated
ciphers against algebraic cryptanalysis. As an illustration, in Section 5.1 we provide
experimental results from the analysis of the block cipher DES by the method of
syllogisms.

2 PRELIMINARIES

Let F : GF (2)n → GF (2)m : F (x) = (f1(x), . . . , fm(x)) , be a Boolean function
with m component functions fi. Equation F (x) = 0 defines a system of m Boolean
equations fi(x) = 0, for i = 1, . . . ,m in n variables x1, x2, . . . , xn.

Let S be the set of solutions of a system of Boolean equations F (x) = 0, i.e.
S = {x ∈ GF (2)n;F (x) = 0}. We say that the system is inconsistent, iff S = ∅. We
usually suppose, that F is defined in such a way, that there is exactly one solution
to the system, i.e. |S| = 1 (but this is not a necessary condition).

Let Si be the set of solutions of ith equation of the system, i.e. Si = {x ∈
GF (2)n; fi(x) = 0}. If x ∈ S, then it must also be in each Si (the converse is not
true in general), thus S ⊂ Si, and S =

⋂m
i=1 Si.

Definition 1. Let f : GF (2)n → GF (2) be a Boolean function. Let e(i) ∈ GF (2)n,

projj(e
(i)) =

{
1, j = i,
0, j 6= i.

We say that f depends on variable xi iff there exists x such that f(x)⊕f(x⊕e(i)) = 1.



352 P. Zajac

Let Xi be the set of coordinates on which fi depends. We say, that Boolean
equation system F (x) = 0 is l-sparse, iff |Xi| ≤ l, for each i = 1, . . . ,m.

If fi depends only on a small set of variables, we can represent Si more effectively
by storing only the values of variables on which fi depends – vectors of length |Xi|,
indexed by variables in Xi in the chosen order. We call these vectors partial solutions.
We will denote a set of such vectors Vi. Other variables can take all possible values
for each v ∈ Vi.

1 We will call (Xi, Vi) a symbol representation of the equation
fi(x) = 0, and the set V = {(Xi, Vi); i = 1, . . . ,m} a symbol representation of the
system.

Let F (x) = 0 define an l-sparse m × n Boolean equation system (as defined
above). We can produce a symbol representation of fi(x) = 0 in at most 2l evalua-
tions of the Boolean function fi. Thus it is possible to compute V in at most m2l eval-
uations of simple Boolean functions. In some applications it is possible to compute V
even faster. E.g. in algebraic cryptanalysis, we can describe individual S-boxes with
equations y = S(x) by symbols (Xi, Vi), where Xi = {x1, . . . , xk, y1, . . . , yj}, and Vi

contains 2k vectors in the form (x, S(x)).

The problem of solving Boolean equation system in symbol representation is as
follows: Given V , compute S. We can alternatively have two simpler goals: compute
at least one element of S, or show that S = ∅.

3 SOLVING SPARSE BOOLEAN SYSTEMS BY LOCAL REDUCTION

Let V = {(Xi, Vi)} denote a system of Boolean equations in symbol representation,
and let S denote a set of all solutions of the equation system. Let s ∈ S be a solution,
and let si be its projection to Xi. Clearly si ∈ Vi for i = 1, 2, . . . ,m. We call such
vectors true (partial) solutions.

Let us suppose that there exists v ∈ Vi, which is not a projection of any of
s ∈ S – a false (partial) solution. A false solution is in a conflict with the rest of
the equation system. It is possible to replace the symbol (Xi, Vi) by the symbol
(Xi, Vi \ {v}). The new symbol represents a different Boolean equation f ′

i(x) = 0
(we factor out the part of fi corresponding to the root v), but the new system of
equations has the same solution set S. We say that we have locally reduced the
system. We may remove some partial solutions in such a way that the new equation
does not depend on some x ∈ Xi. In this case, we should also remove x from Xi

(and corresponding coordinates from Vi).

The primary goal of a local reduction method is to remove all false partial
solutions from sets Vi. The reduced system allows us to easily identify a conflict,
or a solution (of the original system). Let us suppose that |S| > 0, and V contains
a symbol with |Vi| = 1. Then exact values of variables from Xi are known to us
without the need to further examine the system. Similarly, if we get some Vi = ∅,
then clearly S = ∅. We say that the equation is solved, if its symbol representation

1 Vi is a projection of variety V (fi) into coordinates given by Xi.
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does not contain any false partial solutions. The system is solved, if every equation
in the system is solved.

Let P denote a finite set of predicates (in practice, we can use any suitable form
of representation). Let us define three basic operations:

1. Apply:

Input: P , (Xi, Vi)

Output: (X ′
i, V

′
i )

Description: Let V ′
i = ∅. For each vector v ∈ Vi, check whether it is in conflict

with P . If not, add it to V ′
i . Finally, construct symbol (X ′

i, V
′
i ) by removing

variables on which the equation no longer depends (if any).

2. Collect:

Input: (Xi, Vi)

Output: Set of predicates P

Description: Computes a set of predicates P that represent (local) information
about the symbol (Xi, Vi).

3. Join:

Input: Sets of predicates P , P
Output: Updated P
Description: Merges (local) information P into (global) P .

Generic local reduction scheme works as follows (with input V , P):

1. Let i = 1, j = 0.

2. Let (X ′
i, V

′
i ) = Apply (P , (Xi, Vi)). If V ′

i = ∅, STOP, return CONFLICT.

3. Let P = Collect(X ′
i, V

′
i ).

4. P ′ = Join(P,P). If P is inconsistent, STOP, return CONFLICT.

5. If (Xi, Vi) = (X ′
i, V

′
i ) and P ′ = P , increment j. Else j = 0.

6. If j = m, STOP, return REDUCED.

7. V = (V \ (Xi, Vi)) ∪ (X ′
i, V

′
i ). Cyclically increment i, and GOTO step 2.

This description is general, and not necessarily optimal. If no information about
the system is known a priori, initial P = ∅. Scheme returns the state (CON-
FLICT/REDUCED), and the final V ,P , respectively.

It is easy to show that the algorithm stops. In each step either we learn some-
thing new about the system, remove a false partial solution, or increment the
counter j. We suppose that possible P is finite. Then there exists a saturation
point, i.e., we cannot learn anything more about the system. There is a limited
number of partial solutions, thus we must stop removing solutions at some point.
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Counter j reaches m, if we were unable to add new information, or remove any
partial solution from each of the equations.

Let m = O(n), and V be l sparse. Let |P|, as well as running times of operations
Apply, Collect, and Join be polynomially bounded in n. Then the running time of
the Local Reduction algorithm is also polynomially bounded in n. This is easy
to see: Each repetition of the algorithm uses 1 application of Apply, Collect, and
Join, so we get O(nk1) complexity of each repetition, where k1 is determined by
the most difficult of the three operations. The number of repetitions is lower than
|P|+m2l +m = O(nk2). The total running time is thus bounded by O(nk1+k2). The
similar holds for the memory requirements. In the remainder of this paper we will
only consider polynomial Local Reduction algorithms.

If the algorithm stops with conflict, we know that the system is inconsistent,
and thus it has no solution. Otherwise, the algorithm stops when nothing more can
be learned about the system by the selected local reduction method. The algorithm
then outputs the reduced system (and optionally also the information about the
system P). In some cases, the system is solved, and thus we can find at least
one solution s ∈ S in polynomial time (the trivially detected case is when each Vi

contains a single solution). Otherwise we can find the solution using guessing and
backtracking:

1. Let G = {p1, p2, . . . , pk} be a set of (mutually exclusive) statements about the
solution of the system V not already contained in P . Furthermore, let G have
a property, that if each of pi is false, then V has no solution.

2. If G = ∅, return CONFLICT.

3. Guess: Choose p ∈ G.

4. Reduce: Let (State,V ′,P ′) = LocalReduction(V ,P ∪ {p}).
5. If State is CONFLICT, remove p from G, GOTO Step 2.

6. Unless solution is found, recursively apply this procedure on (V ′,P ′). If CON-
FLICT is returned, remove p from G, GOTO Step 2.

If there was a polynomial instantiation of Local Reduction scheme which pro-
duces directly (without guessing) a solution for each V , it would mean P = NP.
However, we are skeptical that this is the case. We are more interested in determin-
ing the bounds for polynomially solvable cases, and the resulting global complexity
of the guessing for systems, which are not polynomially solvable.

Due to the recursive nature of the guessing algorithm, its expected complexity
is exponential (it depends on the depth and branching of the search tree). We call
the sequence of sets G in the recursion the guessing strategy. The guessing strategy
significantly influences the final complexity of the attack [21]. We believe that for
each polynomial local reduction method (with fixed sparsity), there can be some
optimal generic strategy, which leads to the lowest possible complexity. However,
we cannot prove this hypothesis.

A typical set of statements G is a choice of a value of a single variable, e.g.
G = {x1 = 0;x1 = 1}. If we use this method for algebraic cryptanalysis, the number
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of values we need to guess (depth of recursion) corresponds to a bit complexity of
the attack.

Another type of G can be constructed from a single symbol as a choice of a partial
solution, e.g. G = {v1 is true solution; v2 is true solution, . . .}. This is especially
useful, if we know a priori that there is exactly one solution of the system. If the
symbol with |Xi| = l variables contains |Vi| = ki partial solutions, we can examine all
possible values of l variables with only ki choices. The bit complexity corresponding
to a single symbol is given by log2 ki, and the bit complexity of the whole attack is
given by

∑
log2 ki, with the sum taken over symbols we use in the attack.

If we want to assess the strength of the cipher against the attack based on
local reduction, we can generate the problem instance with a known solution. In
each step, when we have to guess some value, we can provide the correct answer to
the algorithm, so no backtracking is necessary. We know that finally the process
will converge to a (known) solution. Meanwhile, we keep track of the expected bit
complexity of the (uninformed) attack. To estimate the complexity of the attack
on a random unknown instance, we can randomize the process by trying different
random instances (e.g., for the block cipher testing we can use different plaintexts,
and keys, respectively), and we can also randomize the guessing strategy. Under
the condition that the local reduction method is polynomial, we can expect the
evaluation of the complexity can be relatively fast even for large systems.

4 LOCAL REDUCTION ALGORITHMS

We present a collection of polynomial local reduction algorithms that can be used
in conjunction with guessing to solve equation systems in symbol forms. The list is
not exhaustive, moreover the individual methods can be combined to create a more
efficient version of the algorithm. The method “Spreading of constants” is the
common part of each of the presented methods, otherwise these methods are distinct
(i.e., there are examples of systems that can be solved by one of the methods but
not the others). In our algebraic cryptanalysis experiments we use the method of
syllogisms, for which we have implemented the experimental software solver [20].

4.1 Local Reduction with Linearization

One of the basic local reduction methods is based on the linearization of the symbols.
We try to find linear equations that hold for each partial solution in each symbol
individually, and remove incorrect solutions using global linear algebra.

Let P be represented as a set of linearly independent equations in all n variables.
Maximum cardinality of P is n. We can instantiate the Local reduction procedures
as follows:

1. Apply: For each partial solution v ∈ Vi substitute values of variables from Xi

within equations in P , and check whether the resulting system of linear equations
has at least one solution. If not, v can be removed.
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2. Collect: Find the largest possible set P of independent linear equations in vari-
ables from Xi, such that each v ∈ Vi is in a solution space of P .

3. Join: Add equations from P to P , and remove all linearly dependent equations
(e.g. by triangularization).

Theorem 1. For each symbol (Xi, Vi), with 0 < |Vi| ≤ |Xi| there exists at least
one affine Boolean function a, such that each v ∈ Vi is a solution of a(v) = 0.

Proof. Let (Xi, Vi) be a symbol with |Xi| = l variables, and |Vi| = k partial
solutions, respectively. Let A be l × k matrix with columns corresponding to the
partial solutions. Let I be l × l identity matrix, with columns corresponding to
variables from Xi. Let M = (B|C) be a reduced row echelon form of matrix (A|I).
Each row with all zeros in the first k columns, represents a linear equation that holds
for each solution (if the row is all zero, it is the trivial equation 0 = 0, otherwise
the coefficients are given by the part of the row in C). If B = I, we can construct
affine equation by summing all rows of C (the right-hand side becomes one in each
solution). �

Sometimes it is possible to find linear equations also when |Vi| > |Xi|, but these
cases are rare. However, if we guess value of some variable in the symbol, we expect
that |Vi| is halved (in average). Thus with each guess we are getting higher chance
of finding linear equations, until the system can completely be linearized.

4.2 Spreading of Constants

The spreading of constants can be considered a special case of linearization, when
we limit P to contain only equations in the form xi = ai. Finding the equations in
the individual symbols is very easy. We remark that spreading of constants is also
a special case of the method of syllogisms, and Agreeing, respectively.

4.3 Method of Syllogisms

The method of syllogisms was proposed by [24], and we have further been able to
adapt it for algebraic cryptanalytic purposes [19, 21]. We provide a simple scheme
as follows.

Let P contain logic formulas (implications) in the form (xj = a) ⇒ (xk = b).2

We have |P| = (2n)2.

1. Apply: For each partial solution v ∈ Vi check whether all implications in P are
true. If not, remove v.

2. Collect: For each pair of variables xj, xk ∈ Xi make projection of Vi onto
{xj, xk}. Each missing tuple (from the set {00, 01, 10, 11}) defines two new
implications of the required form.

2 In practice we store these formulas in the form of the implication graph.
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3. Join: Add implications from P to P , and compute the transitive closure of the
corresponding implication graph.

The complexity of operations Collect and Apply is dominated by the number of
partial solutions and variables in the symbol. If we consider system to be l-sparse
with fixed l, this complexity factors becomes “constant” as n grows. The transi-
tive closure of the implication graph can be computed in O(n3) (e.g. by Warshall’s
algorithm). Thus the whole Local reduction based on the method of syllogisms is
polynomial as required.

Let V be an l-sparse equation system with randomly chosen Xi’s. Let each l-
tuple become a partial solutions in Vi with probability p. In [18] we show that if p
is low enough, then the system can be solved by the method of syllogisms without
any guessing with very high probability. The actual threshold depends on l (for
smaller l’s it is higher) but does not seem to depend on n. This means that if the
average number of solutions per symbol in the system falls below some threshold,
the system can be solved with no (more) guessing. If the system cannot be reduced
by the method of syllogisms, with guessing we can remove some partial solutions
(incompatible with the guess), thus lowering the average number of partial solutions
per symbol. We can thus expect that the guessing process will terminate with the
collapse of the system by the method of the syllogisms.

4.4 Agreeing

We can also map the method Agreeing from [14] into the scope of Local reduction
methods. The set P is represented directly by V (can be augmented by more effective
representations).

1. Apply: For each partial solution v ∈ Vi check whether it is possible to find
a matching projection on Xi ∩Xj in Vj, with Xi ∩Xj 6= ∅. If the projection is
missing in some of the connected equations, remove v.

2. Collect: Nothing to be done.

3. Join: Nothing to be done.

In [18] we show that Agreeing has similar behavior as the method of syllogisms
when working with random equation systems, however it tends to be more effective
when the sparsity l is larger (the threshold is at l = 7). We should note that there
are now more efficient realizations of the Agreeing algorithm [17]. However, this
new algorithm already combines basic Agreeing with guessing, and learning new
information during the guessing process, so it is not possible anymore to directly
incorporate it into our local reduction scheme.
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5 EXPERIMENTAL EVALUATION OF THE SECURITY
OF ITERATED CIPHER DESIGNS

The local reduction framework splits the question of the complexity of the algebraic
cryptanalysis into two parts: polynomial local reduction algorithm, and exponential
guessing. The practical realization of the local reduction algorithm can be quite com-
plex, especially in comparison with the speed of the encryption routine. However,
this complexity factor can be omitted when we are scaling the problem (exponen-
tial guessing part dominates the polynomial one). The strength of the cipher is
then given by the minimum number of intermediate bits the attacker needs to guess
before the local reduction method can solve the problem.

Most block ciphers are designed in such a way that it is relatively straightforward
to construct an l-sparse Boolean equation system in symbol representation describing
the encryption process. In the basic form, all input, output and key bits can also be
represented by corresponding unknowns in the system. When analyzing the cipher
we fix the input and output bits according to a known P-C pair.

The goal is to solve the equation system in the remaining unknowns with the
minimum complexity. When we want to evaluate the complexity of the attack,
we can work with instances for which we know the whole solution. We can thus
provide the correct solution for each guess incrementally until the system collapses
into a solved state. We estimate the complexity of the attack by summing expected
bit complexity in each step of the guessing. We measure the final complexity in bits:
If we are guessing directly variables, we count the number of guessed variables. If
we are guessing whole vectors v ∈ Vi (which fixes |Xi| variables at once), we add
log2 |Vi| for each guess (instead of |Xi| > log2 |Vi|).

We remark, that if we “guess” input and key bits, and use the spreading of
constants, the system will collapse into a single solution (spreading of constants
emulates the working of the corresponding encryption logic circuit). Thus the upper
limit for the minimal complexity of the local reduction methods is the key size (in
the single P-C pair scenario).

Let us suppose that we use iterated cipher, and increase the number of rounds
of the evaluated cipher. The size of the system increases with each round (due
to new intermediate variables). The complexity of the local reduction part scales
polynomially (so the experiments are not significantly slower). The bit complexity of
the attack depends on the guessing strategy. If we guess values of randomly chosen
variables (or partial solutions of randomly chosen symbols), we can expect that the
bit complexity will grow with the size of the system. In this case, we simulate
completely uninformed attacker, and the result can be considered the upper bound
on the bit-complexity of the attack. If the attack with random guessing has lower bit-
complexity than the number of key-bits, then the cipher is fundamentally insecure.
It does not make sense to use (or even attack) such a cipher, as even the uninformed
attacker can use the selected local reduction method to break it.

The guessing strategy is suitable for evaluation if it converges to some fixed
upper value as we increase the number of rounds of the evaluated cipher. The
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bound for the secure cipher should be the key size nK . In our experiments the
strategy having this effect is the “maximum impact” strategy, where we guess the
value of variable that occurs in the highest number of equations (or when we guess
the partial solution of the equation, that has the highest total occurrence of variables
in other equations).

Attack on a cipher with r rounds with expected lower average complexity than
nK − 1 can be considered as a shortcut attack. If the complexity of the attack is
higher than nK − 1 for each round above t, we can consider r − t as a security
margin (or (r − t)/r as a relative security margin). The main problem is that the
margin can depend on the chosen local reduction method, and the guessing strategy,
respectively. It does not inform us whether the cipher is secure, only that it is at
most as secure as given by the worst margin from all known attacks.

The evaluation framework can be used to either compare different attacks (de-
fined by the local reduction method and the guessing strategy) using the bit com-
plexity measure. Furthermore, it can provide us with the expected dependency
of the complexity of algebraic attacks on the number of rounds of the selected ci-
pher. Moreover, two ciphers can be compared by the means of their security margin
(computed with the strongest known attack on each of the ciphers).

5.1 Experimental Results

As an illustration of the method, we provide experimental evaluation of the block
cipher DES, and its security against the algebraic attacks based on the method of
syllogisms. The system of equations was constructed from the blocks describing
2 rounds of DES. In each 2-rounds we use 64-bit input and 64-bit output bits of the
round as variables as well as 48-bit input and 32-bit output bits of the S-boxes for
each round. Thus each additional 2-rounds add 2(48+32)+64 new unknowns (inputs
to next 2-rounds are outputs from the previous one). The nonlinear equations for
the S-boxes are 10-sparse (6+4 bits, 26 partial solutions each), the rest of the system
consists of linear equations for the XOR-s of individual bits (Feistel scheme, and key
addition, respectively).

We use the following guessing strategies [23]:

1. RANDOM: Choose random symbol, guess partial solution.

2. MAXINFO: Local strategy, choose symbol with the best ratio k/l (minimal
number of guesses to find the value of the maximum number of variables).

3. IMPACTs: Choose symbol with variables that influence the highest number of
equations (in total).

4. IMPACTv: Choose variable that influences the highest number of equations.

The results are summarized in Figure 1. Random strategy can be used for up-to
6-round DES, for larger number of rounds the bit-complexity is higher than key-
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Figure 1. The bit-security of r-rounds DES against the attack with the method of syllo-
gisms using different guessing strategies. Results are based on 1000 experiments, vertical
lines connect minimum and maximum values, the thicker bars are bounded by the 1st, and
3rd quartile, respectively.

size. The MAXINFO strategy3 that was proposed in [21] is better than uninformed
guessing, but it does not converge to the key-size bound (but grows with the number
of rounds). Both maximum impact strategies converge (statistically) to a key-size
bound. In 8-round DES the attacker only needs to guess in average 50-bits of
information (minimum was 46 bits). Although the brute-force attack might still
be faster in practice, it depends on how fast can we implement the method of
syllogisms in comparison with the DES encryption. Still the 8-round DES should
not be considered secure. The expected complexity for the full DES is higher than
55 bits. We can see, that both “impact” strategies have lower minimum complexity
(53 bits). It might be worth for the attacker to explore the experiments with lower
than 55-bit complexity to construct a more effective attack on DES than brute-force,
but it is usually cheaper to buy 4-times faster hardware.

3 Originally this strategy was named GUESS, which is unfortunately not very descrip-
tive.
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We stress that all our guessing strategies are generic, i.e., they can be used for
any sparse Boolean equation system. There might exist a strategy exploiting some
specific properties of DES that can break more rounds, or provide better attack
complexity for the given number of rounds. Moreover, some attacks on reduced
round ciphers can be extended due to some specific properties of ciphers, as was
demonstrated very recently by Courtois [6] in the case of the cipher GOST.

5.2 A Comparison with SAT Solvers

Although the approach provided in this paper is mostly experimental, it might be
possible base for better understanding of the complexity of the algebraic crypto-
analysis. We believe, that the results obtained by experiments with local reduction
apply (in a qualitative way) to other methods used in algebraic cryptanalysis as well.
To support this hypothesis, we have performed a series of experiments with SAT
solvers. Namely, we compare our results on DES from Section 5.1 with estimated
complexity of solving the (randomly) selected (round-reduced) DES instances with
MiniSat 2.2.0 [7].

We have not run the whole experiments (which are quite costly in computational
power). Instead we have estimated the required complexity in a way similar to [5].
Curtois and Bard provide a time (68 s) required to solve the instance of 6-round
DES, when 20 bits of the key are fixed (and known). Given number of fixed bits g,
and the solution time tg respectively, we can estimate the time to solve the whole
instance as tg2

g. We remark, that this estimate can be misleading. The SAT-solver
in its basic setting will report the solution as soon as it is found, thus if we are
“lucky”, we get a solution “too fast”, and the estimate is significantly skewed. The
expected distribution of running times tg is usually lognormal [4], so it is better to
compute average estimate in logarithmic terms (instead of absolute times).

A different estimate can be obtained by fixing g incorrect bits of the key (ran-
domly chosen), and measure the time to reject the value Tg. A local reduction
method is more likely to reject the incorrect guess sooner (due to collisions) than
confirm a correct one. on the other hand SAT solver is more likely to find the correct
solution sooner than to reject the incorrect one. If we have to check all 2g guesses
of the fixed bits, the expected running time also depend on the architecture of the
experiment. If the guesses are verified in series, we should base the estimate on the
average time of the rejection. If guesses can be verified in parallel, it is possible to
stop the verification of incorrect guesses as soon as the correct solution is found (so
the minimal time applies).

To evaluate the complexity using SAT solvers, we run the local reduction ex-
periment, and after each guess and reduction we store the corresponding (partially)
reduced system. After the solution is found (or rejected), we convert the stored
systems to CNF, and try to solve them with MiniSat. We start from the sys-
tem, which was missing only one bit to be immediately solved by the method of
syllogisms, then continue with the system missing 2 bits, etc. As the parameter g
decreases, the running times tg, Tg of the SAT solver increase. We stop the “unguess-



362 P. Zajac

ing” after the running times tg, Tg are too long (MiniSat takes more than a day to
complete).

There is a large variance in the number of decisions and the correspoding guess-
ing times, see Table 1. Moreover, the estimated brute-force time (last column) is
not monotone. This behaviour (along with more SAT solver based results that are
out of scope of this paper) is explored in more details in [11].

g Decisions [103] tg [s] tg2g [106 Years]

55 70.0 ± 11.0 0.2 ± 0.1 173.49
54 94.0 ± 12.3 0.2 ± 0.1 121.91
53 154.5 ± 16.0 0.5 ± 0.1 138.24
52 199.3 ± 24.3 0.8 ± 0.3 117.63
51 243.7 ± 23.4 1.4 ± 0.5 101.36
50 294.6 ± 37.6 2.5 ± 1.0 87.69
49 415.5 ± 81.1 6.9 ± 4.0 123.34
48 577.8 ± 165.6 13.5 ± 8.3 120.55
47 800.2 ± 275.5 24.8 ± 14.5 110.67
46 2 511.4 ± 1 444.2 113.9 ± 87.7 253.90
45 6 228.8 ± 4 960.0 371.9 ± 369.4 414.64

Table 1. Number of decisions made by MiniSat 2.2.0, along with running times tg (on
Intel i7-3820, 3.60 GHz) reported when solving CNF’s constructed from 14-round DES
system reduced by the method of syllogisms after g-bits (suggested by IMPACTv strategy)
were guessed. Results are averaged from 100 runs, reported along with the experimental
standard deviation.

The results of our MiniSat experiments are summarized in Figure 2. As ex-
pected, the minimal times to verify the correct guess by MiniSat is significantly
lower than the minimal time to reject incorrect guess. Moreover there is a higher
difference between average and minimal estimates in these cases. Most notably, the
minimal expected complexity to solve the system when using the correct guess is
faster than brute force.4 However, the average expected complexity, as well as the
minimal and average complexity of rejecting incorrect guess is lower than brute-force
complexity.

Figure 3 compares our estimates obtained by using the method of syllogisms (as
implemented in the tool called sylog), and the results obtained by using MiniSat,
respectively. Unlike Figure 1, we took into account also the (polynomial) running
time required for a reduction (a dashed line shows the estimate without considering
the growing cost of reduction). The running time of the sylog tool is inferior to
highly optimized MiniSat. However, the dependence of the expected running times
on the number of rounds for DES is very similar.

4 Two different P-C pairs/keys gave different minimums: 2.5-times faster than brute
force, and 11-times faster than brute-force, respectively. In both of these cases 16 bits of
the key are correctly guessed, guessing 20 bits leads to a higher estimate.



Using Local Reduction for the Experimental Evaluation of the Cipher Security 363

Figure 2. Expected minimal and average times required (on Intel E8200, 2.66 GHz) to
solve round-reduced DES with MiniSat, in case of correct partial guess (solid lines), and
incorrect partial guess (dotted lines). Results are in logarithmic scale with base 0 corre-
sponding to the estimated brute-force effort on the same computer.

6 DISCUSSION AND CONCLUSIONS

In this paper we have examined a methodology that can be used for a fast evalua-
tion of the complexity of generic algebraic attacks against ciphers. We use symbol
representation of the cipher structure, and a polynomial time local reduction algo-

Figure 3. Expected minimal time required (on Intel E8200, 2.66 GHz) to reject a partial
guess for round-reduced DES with MiniSat (dotted line) compared with the expected
running time of the sylog tool (solid line). Dashed line corresponds to the estimated sylog
complexity effort, if we ignore the polynomial factor in the complexity growth. Results
are in logarithmic scale with base 0 corresponding to the estimated brute-force effort on
the same computer.
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rithm combined with informed or uninformed guessing to estimate the dimensions
of the search tree. This allows us to predict the exponential part of the complexity
of the whole algebraic attack, not only when using symbol based algorithms (such
as gluing), but also when using SAT solver based attacks. As such, our method can
be adapted to other applications where SAT solvers are used.

Although the expected complexity of attacks is exponential, there are specific
instances where algebraic cryptanalysis can perform better then brute-force attacks
on ciphers. This is intensified in cases of various experimental lightweight cipher
proposals [8, 2, 3], which try to sacrifice some security margins to the speed or
hardware resource consumption.

Symbol representation can be extended to MRHS form [13], which is especially
suitable to model ciphers with low multiplicative complexity such as recently pro-
posed LowMC [1]. We have proposed a new algorithm that can solve [22] the systems
in MRHS form. The exponent in the complexity of this algorithm depends on the
total number of right-hand sides (RHS) in the system. Some of the local reduction
methods (such as agreeing) can be combined with MRHS representation to reduce
the number of RHS in polynomial time, and thus reduce the complexity exponent for
the whole system. It is an open question, whether any method that can be applied
to symbol representation can be generalised also to MRHS equations. Furthermore,
one can ask for each system what is the lowest possible number of RHS one can get
with any local reduction method.

Finally, we would like to advise of some practical applications of local reduction
methods. Algebraic attacks on ciphers can be mitigated by increasing the key space
or other cipher parameters (such as number of rounds). On the other hand, there are
various side channel attacks such as DPA [16], or fault attacks [12], that can break
ciphers by measuring physical leakage from the cipher implementation. These side-
channel attacks can be improved by combining them with algebraic attacks. Here
symbol representation provides an advantage because we can capture the equation
system as a collection of most probable hypotheses. When the attacker measures the
physical leakage, he can try the attack based on local reduction, or just estimate its
complexity with our methodology. If the attack complexity is too high, he can try
further measurements, otherwise he can find the secret parameters by the algebraic
attack.
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Abstract. Media, image processing, and geometric-based systems and applications
need data structures to model and represent different geometric entities and objects.
These data structures have to be time efficient and compact in term of space. Many
structures in use are proposed to satisfy those constraints. This paper introduces
a novel compact data structure inspired by the XOR-linked lists. The subject of
this paper concerns the triangular data structures. Nevertheless, the underlying
idea could be used for any other geometrical subdivision. The ability of the bit-
wise XOR operator to reduce the number of references is used to model triangle
and vertex references. The use of the XOR combined references needs to define
a context from which the triangle is accessed. The direct access to any triangle is
not possible using only the XOR-linked scheme. To allow the direct access, addi-
tional information are added to the structure. This additional information permits
a constant time access to any element of the triangulation using a local resolution
scheme. This information represents an additional cost to the triangulation, but
the gain is still maintained. This cost is reduced by including this additional in-
formation to a local sub-triangulation and not to each triangle. Sub-triangulations
are calculated implicitly according to the catalog-based structure. This approach
could be easily extended to other representation models, such as vertex-based struc-
tures or edge-based structures. The obtained results are very interesting since the
theoretical gain is estimated to 38 % and the practical gain obtained from sample
benches is about 34 %.

Keywords: XOR operator, XOR-linked list, XOR-based representation, triangular
data structure, catalog-based structure
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1 INTRODUCTION

Triangulations are widely used in almost all of the computer graphic applications.
Several data structures are proposed to represent such subdivisions [1, 2]: vertex-
based structures, edge-based structures, and triangle-based structures. All of these
structures use an explicit indirection scheme to access to their elements. When
dealing with huge triangulations, we need a large time to rearrange the structure in
order to reduce the memory cost.

The trivial way to do this is either to compress the structure, or use an Out-of-
Core structure. However, we need sometimes to still work In-Core in constant time,
with not very huge triangulations, that is why we need compact data structures [3, 4]
to delay as far as possible the swap between the main memory and the hard disk.

In this paper, a compact data structure is proposed that uses the bitwise XOR
Operator to reduce the amount of references in the memory space. This idea is
either applicable on vertex-based structures, edge-based structures, or triangle-based
structures, and can be extended to 3D triangulations or any other subdivision.

1.1 Triangle-Based Representation

To illustrate the XOR-combined references idea, we use the explicit triangle-based
representation (see Figure 1).

Ti
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V₀

N₂

N₁

N₀

V₂ V₀
V₁
V₂
N₀
N₁
N₂

Ti

Figure 1. The explicit triangle-based representation. Each triangle maintains three refer-
ences to its vertices and three references to its neighbors.

This representation [5] considers the triangle as the elementary object to rep-
resent the whole structure. Each triangle maintains references to its three vertices,
and to its three neighbors. The whole triangulation is then represented using a ta-
ble of triangles. Each entry in this table contains six references, three of them for
the three triangle vertices, and the other three references indicate the three triangle
neighbors. Since the number of triangles for a triangulation of n vertices is limited
by 2n, the global storage cost of such a triangulation is about 6n references.

The vertices in each triangle are indexed with 0, 1, and 2 in counterclockwise
order. The neighbors are indexed in such a way that the neighbor indexed by i is
opposite to the vertex with the same index.
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For further details in this paper, two functions have to be defined to handle the
item indices: cw(i) and ccw(i) which, given the index of a vertex in a triangle, com-
pute the index of the next vertex of the same face in clockwise or counterclockwise
order. Thus, for example the neighbor cw(i) is the neighbor of the triangle which
is next to neighbor i turning clockwise around the triangle. The triangle neighbor
cw(i) is also the first triangle encountered after the triangle when turning clockwise
around vertex i of the triangle. In other words, the ccw and cw functions allow to
enumerate the indices in cyclic way from 0 to 2 for the first function, and from 2 to
0 for the second function.

The remaining of this paper is organized as follows: Section 3 explains the
major contribution of this paper. The Section 4 details the basic XOR linked date
structure. In Section 5, the resolution scheme used to directly access triangles
is presented. Section 6 presents some ideas to extend the XOR linked model to
other representations. In Section 7, some sample benched results are presented to
demonstrate the practical gain of this structure.

2 STATE OF THE ART

Data structures, and especially geometric data structures are used in many fields
ranging from computer-aided design to finite elements [6].

The basic work has targeted the design of data structures [7] that are robust, fast
and simple, while respecting the requirements of the different types and aims of the
application [1]. This compromise is not always easy to manage, because applications
are not always categorized. The efficiency in terms of execution time is required for
real-time applications where the need to reduce the space used in memory usually
happens in the background, while the economy in terms of memory footprint arises
for handling large models, and induced in most cases a decrease of efficiency and
loss of simplicity.

We will see in this part of the paper a description of the various solutions that
have been proposed for the realization of geometric data structures to meet the
various requirements imposed by the variety of applications ranging from simple
and explicit data structures designed for small data sets, to compact or succinct
data structures. We will also see the outlines of compression algorithms and data
structures proposed for applications using auxiliary memories.

The most used structures in the state of the art are the primitive-based rep-
resentations. Also known as index models or array-based models [8]. Since the
triangulation can be seen as a set of vertices, edges, or faces, we can set these
structures in three categories: edge-based structures, triangle-based structures, and
vertex-based structures.

The first one deals with modes of representation that have been proposed for
polygonal models in general, not just the triangulations. The basic object can be the
edge or the half-edge. These structures have been developed around the modeling
of solids and surfaces [9]. In such structures, the topological information is mainly
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contained in the edges of the object. A very large literature is available for this
set [10, 11, 12, 13, 14, 15, 16, 17, 18, 19].

In this type of representations, the basic concept is the triangle. The basic
structure uses two tables: one for the vertices where the geometric coordinates are
stored, and the second one is for the triangles, where are stored the references of
three vertices that define each triangle. This structure requires at least 6n references
for a triangulation of n points.

This type of representation is widely used in practice [20, 21, 22], as it allows
a minimum storage compared to other strategies, while maintaining a constant time
response to incident requests.

In the vertex-based structures [23], the triangulation is represented as a graph
of incidence between the nodes (vertices) of the triangulation. The structure is
a list of vertices, where each vertex maintains its degree (the number of neighboring
vertices), the list of these neighbors, and a mark indicating if the vertex is a vertex
on the boundary or not. Given that the average degree of a vertex in a triangulation
of n points is equal to 6, the cost of such a structure is 7n references [24, 25].

Compressing meshes (or triangulations) comprises encoding triangulation elimi-
nating maximum redundancy by minimizing the entropy of the structure. The data
structure after compression is unusable, and to be able to manipulate the structure
or access items, you must decompress the entire structure and rebuild the explicit
structure. For a detailed and comprehensive study of mesh compression techniques,
a wide range of publications exists [26, 27, 28, 29, 30, 31, 32, 33].

2.1 Dealing with Huge Triangulations

The treatment of huge meshes of the order of billions of triangles is very limited by
the above cited representations. Indeed, the indirection required to access vertices
from a given face can be very costly when the index is very wide, even impossible
when it exceeds the addressable range in the memory of the machine. Hence the
importance of the Out of Core algorithms.

An intuitive solution is to not list the vertices, and to include directly the coor-
dinates of the vertices in the faces. This solution that is called Triangle Soup would
enable the faces of a mesh independently and avoid the step of indirection. But
vertex update and neighborhood span is not as easy as in the indexed format. This
technique was introduced for several types of applications [34, 35, 36]. The explicit
representation of the parts of this mesh in working memory is usually indexed.

Another type of Out-of-Core approaches is the multi-resolution structures [37,
38, 39, 40, 41]. These structures allow access to the grid by induction on spatial
subdivisions. These structures are also used to adjust the level of detail of the
explicit structures. The involved common basic models are the trees (especially
B-trees and its derivatives [42]).

For a data structure suitable for processing mesh, where this is done sequentially,
Isenburg et al. [43] have proposed an ordered structure that they called Streaming
Mesh. The goal is to have a format that allows switch the flow of mesh in the working
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memory to process it without the need to load the resident parts in the auxiliary
memory. To do this, the vertices and the faces of the mesh are inserted into the
same structure. Gradually, as the faces scrolled in the structure, the vertices are
introduced in the flow, or finalized when they are no longer referenced by any face.
This format was used to compress large meshes [44, 45, 46], for the simplification
of meshes [47], for the construction of the Delaunay triangulation [48]. In [49], this
format is modified to allow direct access to neighboring information.

2.2 Compact Data Structures

Between explicit data structures, and the coding of triangulations, there is a third
set of structures called Compact Data Structures. This type of structure has two
objectives:

• Conceive a structure that is locally accessible: That means that we can access
to its components in constant time.

• At the same time, we have to minimize the space occupied by the structure, so
that it holds in working memory, and consequently to delay as long as possible
the use of the transfer with the auxiliary memory.

The first compact data structure was proposed by Kallmann and Thalmann, they
called it Star Vertices [24]. It is a vertex-based representation: each vertex handles
a list of all of its adjacent vertices (the vertex stores the size of this list), resulting
in 6n references plus n integers (sizes of lists) to represent the whole triangulation.
However, the internal structure has no longer an explicit representation of faces, and
queries cost time is proportional to the degree of the involved vertex.

Blandford et al. [50, 4, 51] proposed a compact data structure for representing
simplicial meshes, requiring in practice 40 bpt 1. The representation does admit an
edge-based or vertex-based representation, providing basic update operations and
standard local navigation between triangles (performing these operations takes O(1)
time for the case of meshes with bounded vertex degree). To gain in memory, dif-
ference vertex labels are used instead of real pointers, and a preprocessing step
consisting of relabelling vertices, for reducing the differences, is needed. This ap-
proach takes advantage of properties of graphs with small separators and require
some assumptions on the input data.

Devillers et al. have proposed an optimal way of representing a triangulation of
n points using 3.24n bits [52, 53], with an additional storage cost which is asymp-
totically negligible (in the case of a triangulation of a topological sphere; for the
triangulation bounded by a polygon of arbitrary size the cost is 2.17 bpt. The idea
is to gather triangles in tiny patches of size between logn

12
and logn

4
, and to introduce

a graph of patches to describe adjacency relations between them. Each patch is
then represented by a reference to a catalog, consisting of all different tiny patches

1 bits per triangle
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of size less than logn
4

. The whole size of all references to the catalog gives the dom-
inant term of 3.24 bpv 2, while the representation of the graph of patches requires
a negligible amount of space.

In [54], the authors proposed some catalogs and evaluate in detail the amount
of storage needed for representing triangulations using this approach. The imple-
mentation showed that the expected improvements are indeed obtained in practice.

In [55], Aleardi et al. proposed a new way of designing compact data structures
which can be dynamically maintained. They described a new class of data struc-
tures, called Editable SQuad (ESQ), offering the same navigational and storage per-
formance as previous works, while supporting local editing in amortized constant
time.

The proposed data structures are simple to implement and provided with an ana-
lysis of worst case storage bounds. The simplest solution uses 6 rpv 3, while support-
ing updates operations in O(1) amortized time: this is obtained with a reordering
of input data which allows to encode the map from triangles to vertices. The most
compact data structure makes use of a grouping strategy between adjacent trian-
gles, and uses only 4.8 rpv, while still supporting efficient navigation and update
operations.

In [56], Gurung et al. proposed a data structure for representing the connectiv-
ity of manifold triangle meshes that they called LR (Laced Ring). This structure
provides the option to store on average either 1.08 rpt 4 or 26.2 bpt. Its construction,
from an input mesh that supports constant-time adjacency queries, has linear space
and time complexity, and involves ordering most vertices along a nearly-Hamiltonian
cycle.

3 CONTRIBUTION

In this paper, we present a novel compact data structure for 2D triangulations based
on the bitwise XOR operator [57].

The underlying idea concerns the indexed structures. The XOR-scheme is used
to reduce the number of explicit references by combining them two by two.

A bitwise operation operates on binary numerals at the level of their individual
bits. It is a fast, primitive action directly supported by the processor, and is used
to manipulate values for comparisons and calculations.

A bitwise XOR takes two bit patterns of equal length and performs the logical
exclusiveOR operation on each pair of corresponding bits. The result in each po-
sition is 1 if only the first bit is 1 or only the second bit is 1, but will be 0 if both
are 0 or both are 1. Otherwise, we perform the comparison of two bits, being 1 if
the two bits are different, and 0 if they are the same.

2 bits per vertex
3 references per vertex
4 references per triangle
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The basic idea of the proposed structure is to combine references in the same
way as the XOR-linked lists.

The XOR-linked list merges the next and the previous references into one sin-
gle field using the bitwise XOR operator (see Figure 2). The access to a given
element in the linked list is only sequential, that means that we access each el-
ement either from its predecessor neighbor, or from its successor neighbor. The
obtained gain by replacing the explicit next and previous references with their
XOR-combined reference is 50 %, since these two references are replaced by only
one reference.

data
Previous

Next

data
Previous

Next

data
Previous

Next

data
Previous

Next

data
Next  x  Previous

data
Next  x  Previous

data
Next  x  Previous

data
Next  x  Previous

a

b
Figure 2. A) The explicit representation of liked list. B) The XOR-linked list: The im-
plicit representation of a linked list using the XOR operator to join the next and previous
pointers.

The resolution of the references (that means retrieving the real previous and next
references) is done on the fly each time we access to an element. Since the access
to the element is sequential, each element is accessed either from its predecessor or
successor in the list. So, in the first case, we retrieve the successor reference from
the predecessor one and the XOR combined references, and in the second time, we
retrieve the predecessor reference from the successor one and the XOR combined
references.

4 THE BASIC XOR-BASED TRIANGULAR STRUCTURE

When walking in a triangulation, we access each triangle from its neighborhood.
This context defines for each accessed triangle at least one of its neighbor references,
and at least two of its three vertex references.

Let us consider the triangle Ti. Where: V0, V1, V2 are its vertices; N0, N1, N2 are
its neighbors.
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The XOR-based representation of the triangle T0 is defined by:

T0


V0 ⊕ V1 ⊕ V2,
N0 ⊕N1,
N0 ⊕N2.

As we can remark, the number of references used to represent each triangle in
this XOR-based representation is only three, instead of six references in the explicit
triangle-based representation. The gain obtained is then equal to 50 %.

When accessing this triangle, coming from a neighbor Ni sharing the two vertices
Vcw(i) and Vccw(i), the above XOR-based representation allows us to retrieve all of
the three vertex references and all of the three neighbor references as follows:

V0 ⊕ V1 ⊕ V2, Vcw(i), Vccw(i)

N0 ⊕N1, Ni

N0 ⊕N2,

 =⇒ Vi, Vcw(i), Vccw(i),
Ni, Ncw(i), Nccw(i).

In order to affect the indices to the vertices and neighbors, a conventional order
can be adopted: The vertices are sorted, and the indices are assigned from 0 to 2 in
the same order for all the triangles of the subdivision.

The main disadvantage that we have here is the lack of direct access to triangles.
The basic scheme presented here needs to have a context each time we access to
a triangle. This context is defined as follows:

• One of its neighbors.

• Two of its three vertices.

If we want to enumerate all of the triangles (or read all of them from the triangle
container for example), we lack this context. The only way to enumerate all of the
triangles is to walk in the triangulation spanning all of its simplices.

5 THE RESOLUTION SCHEME

To be able to directly access to any triangle, we define a Local Resolution Scheme.
The Local Resolution Scheme is an algorithm that can extract all of the triangle
references from a restricted local neighboring sub-triangulation. That means that
we need not to browse the whole triangulation to extract a given triangle references,
just a local restricted neighborhood is sufficient to retrieve these references.

To establish such a scheme, we consider a local neighborhood according to a sub-
division of the triangulation into packages likewise the catalog-based data struc-
ture [54] using only two packages: quadrangles and pentagons. Although we can
go further by defining largest catalogs, the quadrangles and pentagons are widely
sufficient.

As demonstrated in [54], any triangulation can be represented as a decomposition
of sub-triangulations using only these catalog packages.
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The global structure remains triangle-based, and the mentioned subdivision is
only virtual. We need only to associate triangles belonging to packages between
them, to be able to retrieve all of the lacking references.

5.1 Rearranging the Triangulation

In order to minimize additional costs, the triangles of the original triangulation
have to be rearranged in such way that each package has its triangles stored in
a contiguous area in the memory (that means that its triangles have sequential
indices in the triangle container).

If we take the advantage of the memory size word that are at least four aligned
bytes (for a 32 bits machine), we can remark that the two least significant bits are
useless in the reference. We can squat these bits to store the indices of the triangles
into their belonging packages: The triangles of a given quadrangle are indexed 0
and 1, and the triangles of a pentagon are indexed 0, 1, and 2.

Now, all of the triangles are stored in the memory, and all of the package triangles
are stored consequently.

Thus, when we access to each triangle directly in the container, we consult its
index, and by consulting its direct contiguous neighborhood indices, we can easily
determine to which kind of package it belongs, and who are its neighbors in this
package.

5.2 Resolution Scheme into a Quadrangle

T₁ T₀

V₂

V₁
V₃

V₀

N₂
N₁

N₀ N₃

a

T₁
T₀

V₂V₁

V₃V₀

N₂
N₁

N₀

N₃V₄N₄

T₂

b

Figure 3. a) Two triangles grouped into one quadrangle patch, b) three triangles grouped
into one pentagon patch

Let us suppose that we need to access to a specified triangle in a given quadran-
gle, the associated resolution scheme of the two triangles has to allow us to calculate
all of the references. Supposing we have the two adjacent triangles T0 and T1 those
belong to the same quadrangle (see Figure 3). The triangle T0 is represented as
follows:

• vertices : V0, V2, V3,

• neighbors : N2, N3, T1.
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The triangle T1 is represented as follows:

• vertices : V0, V1, V2,

• neighbors : N1, T0, N0.

The XOR-schemes of the two triangles are:

T0


V0 ⊕ V2 ⊕ V3,
N2 ⊕N3,
N2 ⊕ T1,

T1


V0 ⊕ V1 ⊕ V2,
N1 ⊕ T0,
N1 ⊕N0.

Since we have the two triangle references T0 and T1, we can resolve all of the
other two triangle references using this scheme system and two additional fields: the
V0 and V2 references. The resolution can be done as follows:

V0 ⊕ V2 ⊕ V3,
V0 ⊕ V1 ⊕ V2,
V0, V2,

 =⇒ V0, V1, V2, V3,

T0, T1,
N2 ⊕N3, N2 ⊕ T1,
N1 ⊕ T0, N1 ⊕N0,

 =⇒ N0, N1, N2, N3.

The indices of the vertices and neighbors in each triangle can be established
by sorting the vertices, and assigning the indices according to the vertex orders as
described in the convention cited in Section 4.

5.3 Resolution Scheme into a Pentagon

Let us suppose now that we need to access to a specified triangle in a given pentagon,
the associated resolution scheme of the three triangles has to allow us to calculate
all of the references. Supposing we have three adjacent triangles T0, T1, and T2

belonging to the same pentagon (see Figure 3), the triangle T0 is represented as
follows:

• vertices : V0, V1, V4,

• neighbors : T1, N4, N0.

The triangle T1 is represented as follows:

• vertices : V1, V2, V4,

• neighbors : T2, T0, N1.
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The triangle T2 is represented as follows:

• vertices : V2, V3, V4,

• neighbors : N3, T1, N2.

The XOR-schemes of the three triangles are the following:

T0


V0 ⊕ V1 ⊕ V4,
T1 ⊕N4,
T1 ⊕N0,

T1


V1 ⊕ V2 ⊕ V4,
T2 ⊕ T0,
T2 ⊕N1,

T1


V2 ⊕ V3 ⊕ V4,
N3 ⊕ T1,
N3 ⊕N2.

Using the same approach, we can retrieve all of the triangle references into
a pentagon, using their XOR schemes and two additional words: the V1 and V4

references. These words that are the middle vertices of the pentagon are considered
as the key gate of the package, that represent the local context allowing us to retrieve
all of the package references. The resolution is as follows:

V0 ⊕ V1 ⊕ V4,
V1 ⊕ V2 ⊕ V4,
V2 ⊕ V3 ⊕ V4,
V1, V4,

 =⇒ V0, V1, V2, V3, V4,

T0, T1, T2,
T1 ⊕N4, T1 ⊕N0,
T2 ⊕ T0, T2 ⊕N1,
N3 ⊕ T1, N3 ⊕N2,

 =⇒ N0, N1, N2, N3, N4.

Using the same convention as in Section 4, the indices of the vertices and faces
in each triangle can be established by sorting the vertices, and assigning the indices
according to the vertex orders.

5.4 The Estimated Gain

The global gain in the case of the basic XOR-based structure is equal to 50 %
since we represent each triangle using three references instead of six. However, in
the proposed XOR-based structure allowing direct access to triangles, the gain is
reduced.
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For each two triangles grouped into a quadrangle, we add two additional refer-
ences and for each three triangles grouped into a pentagon, we add two additional
references.

Theoretically, the maximum gain we can obtain corresponds to the case where
all the triangles are grouped into pentagons. In this case, and for a triangulation of
n vertices, we can obtain 2n triangles, and thus 2n

3
pentagons.

In this configuration, the global cost is equal to 22n
3

references instead of 12n in
the explicit triangle-based original structure. The gain is then equal to 38 %.

The worst gain we can obtain is when all of the triangles are grouped into
quadrangles. In this case, the global cost is equal to 8n. The gain is then equal to
33 %.

6 EXTENSION TO VEREX-BASED AND EDGE-BASED
STRUCTURES

Opposit
Target

Next

a

Pr
ev
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us

Vi

N₀

N₁

N₂
N₃

N₄

N₅

N₀ N₁ N₂ N₃ N₄ N₅6

b

Figure 4. a) Half-edge-based representation, b) vertex-based representation

The XOR-linked representation is not restricted to triangle-based structures. It
is also applicable to vertex-based and edge-based structures (see Figure 4).

6.1 Vertex-Based Representation

In the vertex-based structure, the triangulation is represented as a set of vertices.
Each vertex is associated to a list of its incident (neighbors) vertices. The whole
triangulation is then a set of lists: Each list corresponds to a vertex, including its
degree (number of its neighbors), and the list of these neighbor references. The
global cost for this representation is equal to 6n (where n is the number of vertices).
Using directly the basic XOR-linked list to implement the vertex lists, the global
gain cost is about 50 %.

6.2 Edge-Based Representation

Let us consider the basic half-edge scheme, where each half-edge stores four refer-
ences:



XOR-Based Compact Triangulations 379

• the reference of the target or the departure vertex;

• the reference of the opposite half-edge;

• the reference of the previous half-edge in the same face;

• the reference of the next half-edge in the same face.

This representation is similar to the XOR-linked list, and could be converted to
a XOR-based scheme easily. The next and previous references would be replaced by
the result of their XOR combination (previous⊕ next).

7 EXPERIMENTAL RESULTS

In order to evaluate the practical impact of the proposed structure, the XOR-based
scheme is used to represent a sample Delaunay triangulation in static mode. That
means that the Delaunay triangulation is constructed, and then converted from
the explicit triangle-based representation to the XOR-based representation. The
obtained results are shown in Table 1:

Number of points 100 000 points 1 000 000 points

Number of triangles 199 298 1 997 498

Number of quadrangles 98 764 997 270

Number of pentagons 590 986

Gain in Memory 33.38 % 33.34 %

Browsing time in Explicit Structure 1.661 s 16.476 s

Browsing time in XOR-Based Structure 1.966 s 18.152 s

Loss in Time 15.51 % 9.23 %

Table 1. Number of packages, gain in memory and browsing time for two XOR-based
triangulations

As we can remark, the practical results are close to the theoretical expectations.
We gain a third of the memory space compared to the explicit triangle-based struc-
ture. The loss in execution time is not very significant, since we lose less than 15 %
of time. This execution time is calculated by browsing the whole triangulation and
outputting all of the triangulation elements into an external file.

8 CONCLUSION

This paper has presented a novel approach for geometrical data structures inspired
by the XOR-linked lists. The basic idea is to combine different references using the
XOR operator to reduce by two the number of references. Unfortunately, this ratio
is not reached if we need to maintain a direct access to each element of the structure.
To guarantee the direct access, a local resolution scheme is defined using additional
information. With this additional information, the structure remains beneficial and
useful. The estimated and the obtained practical gain could be improved, if this
method is combined with other compact data structures.
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Abstract. The aim of the vertex clique covering problem (CCP) is to cover the
vertices of a graph with as few cliques as possible. We analyse the iterated greedy
(IG) algorithm for CCP, which was previously shown to provide strong empirical
results for real-world networks. It is demonstrated how the techniques of analysis for
randomised search heuristics can be applied to IG, and several practically relevant
results are obtained. We show that for triangle-free graphs, IG solves CCP optimally
in expected polynomial time. Secondly, we show that IG finds the optimum for CCP
in a specific case of sparse random graphs in expected polynomial time with high
probability. For Barabási-Albert model of scale-free networks, which is a canonical
model explaining the growth of social, biological or computer networks, we obtain
that IG obtains an asymptotically optimal approximation in polynomial time in
expectation. Last but not least, we propose a slightly modified variant of IG, which
guarantees expected polynomial-time convergence to the optimum for graphs with
non-overlapping triangles.
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1 INTRODUCTION

This paper is dedicated to the analytical study of an iterated greedy (IG) heuristic
for the vertex clique covering problem (CCP) in several practically relevant classes of
graphs, including triangle-free graphs, sparse random graphs and models of complex
networks. These networks include social networks [21, 35], biological networks [12],
research citation and collaboration networks [21, 34], language networks [29] or the
Internet [4]. Both methods and software tools for exploration of complex networks
are developed [14].

The problem we study in this work is closely related to the popular areas of
community detection [28], graph clustering [34] and graph mining [9]. The aim of
CCP is to partition the vertices into as few pairwise disjoint subsets as possible
such that each subset induces a clique. In the context of social networks, CCP is
a problem of “strict” community detection, in which the vertices are partitioned into
the minimum number of groups so that everybody knows each other within each
group.

Definition 1 (Definition of CCP). Let G = [V,E] be an undirected graph on n ver-
tices and m edges. Let d(G) = 2m

n(n−1) be its density, with d(G) = 1 if 0 ≤ n ≤ 1.

The objective of CCP is to minimise k ≤ n such that there are classes V1, V2, . . . , Vk,
satisfying the following constraints:

1. each vertex is in exactly one class, i.e.

∀ i, j = 1..k, i 6= j : Vi ∩ Vj = ∅,
k⋃
i=1

Vi = V,

2. each class induces a clique, i.e.

∀i = 1..k : d(G(Vi)) = 1,

where G(Vi) = [Vi, E(Vi)] is a subgraph induced by Vi, containing only edges between
vertices of class Vi. The minimum value of k for which there is a clique covering will
be referred to as the clique covering number and denoted by ϑ(G) [10].

CCP is one of the classical NP-hard problems [24]. It corresponds to graph colour-
ing of the complementary graph, which perhaps explains why the current liter-
ature mostly overlooks this problem and focuses more on graph colouring. The
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relationship between CCP and graph colouring influences the approximation re-
sults on CCP. To the best of our knowledge, the best general approximation al-
gorithm for CCP is the one for graph colouring, which achieves approximation
ratio O(n(log log n)2/(log n)3) [23]. However, better approximation ratio may be
obtained or the problem may be solved in polynomial time for restricted graph
classes [8].

We note that the similar edge clique covering problem (ECCP) is also studied
and is NP-hard, too. For ECCP, more studies seem to be currently published,
especially for specific classes of graphs [5, 22, 25].

Iterated greedy (IG) algorithm was previously demonstrated to provide encourag-
ing empirical results for CCP in real-world networks [11]. IG is a heuristic algorithm,
which utilises the block-based properties of CCP to find high-quality solutions effi-
ciently. In this context, it is closely related to evolutionary algorithms, as well as
randomised search heuristics [3].

Even though IG does not guarantee that the best solution is always found,
it usually performs well in practice. It is able to find optimal or near-optimal
solutions for social and research collaboration networks [11], as well as protein-
protein interaction networks [12]. In addition, IG does not use any prior knowledge
of a specific graph class to make the optimisation more efficient. Therefore, even
though more suitable algorithms can be found for specific families of graphs, the aim
of this paper is to explore the capabilities of a more general approach. Similarly to
the research on other randomised search heuristics [32], we obtain that IG mimics
the behaviour of classical algorithms to some extent, provably finding optimal or
asymptotically optimal solutions in polynomial time for several practically relevant
graph classes.

1.1 Contributions

It was previously shown that IG finds the optimal solution for paths in polynomial
time [10]. We extend this result by first showing that the behaviour of IG for
triangle-free graphs can be modelled using random walks and we prove that the
optimal solution is found in expected O(n5m2) time. This bound is based on rather
pessimistic assumptions. IG seems to be much faster in practice.

Next, we show that these arguments can be generalised to sparse random graphs
generated according to the Erdős-Rényi model [16] G(n, c/n), i.e. graphs on n ver-
tices with randomly generated edge with probability c/n for each pair of vertices.
We show that for graphs generated with c < 1, IG will find the optimal clique
covering in expected O(n3(log n)5) time with probability 1− o(1).

As a next step, we study the behaviour of IG for the Barabási-Albert (BA)
model of scale-free networks, which is a canonical model explaining the growth of
social and other complex networks [4]. We obtain that IG achieves approximation

ratio 1+O
(

(logn)3

n

)
for graphs generated by BA model in expected polynomial time.

This approximation ratio is asymptotically optimal.
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Last but not least, we show that even though IG can fail to provide the optimum
for graphs with non-overlapping triangles with probability 1− o(1) [10], this draw-
back can be overcome by putting the triangles as blocks in the initial solution. Such
modification leads to an algorithm, which finds the optimum in expected polynomial
time.

Even though most of these results are not particularly surprising, our analysis
introduces several insights into the behaviour of heuristics, which combine a classical
greedy approach with randomised search. It confirms that IG can be viewed as
a randomised local search algorithm, with its behaviour modelled using methods of
analysis of evolutionary algorithms. This includes the fitness levels method [27, 32,
36], as well as methods modelling the optimisation process as a random walk [2].

The rest of the paper is structured as follows. In Section 2, we briefly review the
background of CCP, IG algorithm and related work. In Section 3, we show that IG
finds the optimal solution for triangle-free graphs in expected polynomial time. In
Section 4, we show that IG finds the optimal solution for the specific case of sparse
random graphs in expected polynomial time with high probability. In Section 5, we
consider the impact of triangles upon our problem. In Section 6, we show that IG
achieves asymptotically optimal approximation ratio for graphs generated by BA
model in expected polynomial time. In Section 7, we show how to extend IG so that
it guarantees that the optimum is found for graphs with non-overlapping triangles.
In Section 8, we give conclusions and summarise the current open problems.

2 ITERATED GREEDY CLIQUE COVERING

IG is a randomised search heuristic, i.e., it does not guarantee that optimal solu-
tion is found but it might provide very good results for certain types of problem
instances. IG was previously successfully used to solve graph colouring [13], train
scheduling [42] or flowshop scheduling problem [33].

Over the last years, analysis of randomised search heuristics in combinatorial
optimisation problems has become a very active research area [3, 32]. Problems, for
which results have been published, include polynomial-time solvable problems such
as the maximum matching problem [20], Eulerian cycle problem [30] or minimum
spanning tree problem [31]. However, NP-hard problems are also often considered,
including the vertex cover problem [18, 26, 41], Euclidean travelling salesperson
problem [38] or the graph colouring problem [37].

At this point, we move on to the description of our IG algorithm for CCP. The
roots of this algorithm date back to the work by Culberson and Luo [13], who used
a similar approach to solve the graph colouring problem. Inspired by this work,
we have relatively recently developed an IG algorithm for CCP. Interestingly, our
previous results indicated that IG has all the features of typical local search. For
paths, IG converges to the optimum in polynomial time, for complements of bipartite
graphs, it can get stuck in local optima and there are also specific graph classes,
where IG will get stuck in local optima almost certainly [10].
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However, the current theoretical results for IG are still relatively distant from
its main application in social and other complex networks. In our previous em-
pirical study, IG was able to find optimal solutions for real-world graphs in many
cases, while in the rest of the cases, the obtained solutions were very close to the
optimum [11]. Therefore, further analytical results for IG are of a high interest.

2.1 Description of IG

Our IG algorithm uses greedy clique covering (GCC) [10]. GCC begins with an
empty clique covering. Technically, the cliques are marked with labels, similarly to
the graph colouring problem. GCC takes the vertices in an order determined by
input permutation P . In each iteration, it puts a vertex into the first clique (i.e.
with the lowest index of its label) such that the clique property is not violated. If
this is not possible, a new label is used, leading to a new clique being created. This
way, a solution is iteratively constructed. We will refer to the choice of the first
clique as the First Fit rule [39]. Efficient implementation techniques are available
for GCC to run in O(m) time, where m is the number of edges in the graph. This
makes the algorithm particularly suitable for large but sparse networks. For more
detailed information on GCC, the reader may refer to the previous work [10].

1 begin with an uniformly random permutation P
2 repeat until convergence
3 construct solution [V1, V2, . . . , Vk] with greedy clique covering for P
4 let P = [V1, V2, . . . , Vk] so that V1, V2, . . . , Vk form blocks in P
5 perform block jump for a uniformly randomly chosen block

from V1, V2, . . . , Vk to create new P

Algorithm 1. Iterated greedy (IG) clique covering

Figure 1. Illustration of the block jump operator, which was introduced as a canonical
block-based operator for IG [10]. Operator block jump takes a chosen block representing
a clique and puts it to the first position in the permutation. The other blocks are then
shifted to the right.

The pseudocode of IG is given in Algorithm 1. First, GCC is used with a uni-
formly random initial permutation of vertices to construct the initial clique covering.
Then, IG groups vertices of the identified cliques into blocks, as shown in Figure 1.
One of these blocks is then taken uniformly at random and is put to the first position
in the permutation. The other blocks are then shifted to the right. This operation
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will be further referred to as block jump. GCC is used once again with the resulting
permutation to construct clique covering for the next iteration. This new clique
covering will never consist of more cliques than the previous one, because of the
greedy nature of GCC and the fact that cliques of the previous solution form blocks.
The process is repeated until a stopping criterion is met. In this paper, we will
investigate the time until IG finds the optimal solution for specific graph classes.

3 RESULT FOR TRIANGLE-FREE GRAPHS

In this section, we move on to our analysis. Although IG is not a typical evolution-
ary algorithm, it is a closely related method. Therefore, we will use the methods
of runtime analysis for evolutionary algorithms, which have been demonstrated as
suitable for runtime analysis of IG.

We build our results on a relatively widely used method of fitness levels [27, 32,
36]. We divide the search space into levels such that each level contains all solutions
with the same number of cliques. Then, Lemma 1 can be used to find an upper
bound for the expected running time of our algorithm.

Lemma 1 ([32]). The expected optimization time I of a stochastic search algorithm
that works at each time step with a population of size 1 and produces at each time
step a new solution from the current solution is upper bounded by:

I ≤
m−1∑
i=1

1

pi
. (1)

In Lemma 1, m represents the number of fitness levels and pi is the minimum
probability that in time step i, the stochastic change will cause an improvement. In
Lemma 2, we recall the previous result on the quality of initial solution for IG for
paths. This result will be used in our next discussions, since paths are a special case
of triangle-free graphs.

Lemma 2 ([10]). For paths, the initial solution for IG can contain at most d2/3ne
cliques and there are at most dn/3e 1-cliques in the result.

We now show that in expectation, IG finds the optimal vertex clique covering in
polynomial time for triangle-free graphs. Even though CCP can be solved in poly-
nomial time for triangle-free graphs using maximum matching [8], and the simple
(1+1) evolutionary algorithm has previously been shown to be a polynomial-time
randomised approximation scheme for maximum matching [20], it is interesting to
investigate the behaviour of a more general randomised search heuristic for CCP.
We will see that IG is able to guarantee polynomial-time convergence to the opti-
mum in expectation. Additionally, analysis for triangle-free graphs represents a step
towards analysis for random graphs, as well as complex networks.

It is worth noting that our bound is very pessimistic, due to assumptions used
to make the proof simpler. IG seems to be much faster in most practical scenarios.
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As a consequence of this result, we also have that IG solves CCP optimally in
polynomial time for trees and bipartite graphs in general. This will be an extension
of our previous result of IG for paths, for which IG behaves similarly [10]. However,
in contrast to paths, general triangle-free graphs do not have a bounded maximum
degree. This makes the random walks, which arise in the analysis of IG, to be
slightly more complex than simply “left versus right”. Hence, several new ideas will
be introduced in the following analysis.

Theorem 1. For triangle-free graphs on n vertices and m edges, the expected time
for IG to find the optimal vertex clique covering is upper bounded by O(n5m2).

Proof. Based on Lemma 1, the initial clique covering contains O(n) more cliques
than the optimum. These will determine our fitness levels.

The size of the maximum clique ω ≤ 2, since we have a triangle-free graph.
Cliques of size one will be called 1-cliques and two-vertex cliques will be called 2-cli-
ques. An improvement occurs if random changes cause 1-cliques move so that some
pair of 1-cliques are next to each other and form a 2-clique.

Suppose that we have a fitness level with ϑ+ d cliques, where d ≥ 1. Then, the
number of 1-cliques is at least 2d ≥ 2. We will now show that 1-cliques perform
a fair random walk [32] on the triangle-free graph.

We first look at what happens if block jump occurs. If block jump is applied
to a 2-clique, only the ordering of the 2-cliques can be changed. No vertex can be
taken by a 2-clique, since that would create a triangle. If block jump is applied to
a 1-clique, the 1-clique will form a 2-clique with its nearest following neighbour in
the permutation. This is due the First Fit rule, which was mentioned in Section 2.

A B

C
DE

F
...

...

...
... ...

...

Figure 2. An illustration of the situation with a 1-clique between several 2-cliques. This
picture should be perceived as a subgraph, other subgraphs can be attached to the black
vertices. The direction, where the 1-clique moves when block jump is applied on it depends
on which of the blocks A–F comes first in the permutation.

In Figure 2, we illustrate the situation, when a 1-clique was left between several
2-cliques. Each 1-clique must necessarily have only 2-cliques around it. If it did not
have, it would be joined with another 1-clique in a 2-clique.

Let X now be the waiting time until a block jump of this 1-clique occurs. Before
the final move of the 1-clique, there are X − 1 block jump operations.

The direction of the movement of this 1-clique is determined by which neighbour
(in Figure 2, determined by blocks A–F ) comes first in the permutation. The
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probabilities for the directions will depend on what happens during the waiting time.
More particularly, which of the blocks around the 1-clique was taken for block jump
as the last one. To make the proof simpler, we will pessimistically assume that the
block jump operations performed on the other 1-cliques during the waiting time did
not lead to an improvement. Now, we will have two cases, what can happen during
this waiting time.

Case 1. None of the blocks around the 1-clique jumped. Let X be the waiting
time. We have that X = 1 (i.e., it takes only one move to choose the 1-clique)
with probability 1/(ϑ + d) ≤ 2/n. In this case, no other moves could surely
be chosen. For X > 1, we observe that for our 1-clique vertex v with deg(v)
neighbours, the probability of this event will be:(

1− deg(v)

X − 1

)X−1
=

(
1− deg(v)

X − 1

) X−1
deg(v)

deg(v)

≤ e− deg(v). (2)

This is because in all X − 1 steps in the waiting time, only non-neighbour
blocks were taken. Thus, the direction of movement for our 1-clique stays the
same. Therefore, this case occurs with probability, which is upper bounded by
e− deg(v) + 2/n.

Case 2. Some block around the 1-clique jumped. We are interested in which of
the deg(v) blocks was the last to jump. The probability of this case is at least
1 − e− deg(v) − 2/n, because of the bound shown in Case 1. We will now argue
that this portion of probability is distributed fairly among all deg(v) neighbour
blocks. This is because the probability of block jump is uniformly distributed
among the blocks. Thus, for each situation, where A was the last to jump, there
are equally probable situations, where the last block jump was performed on B,
C, etc.

Hence, the probability of changing the direction of movement of 1-clique is at
least (1− e−deg(v) − 2/n)/ deg(v) for each neighbour block.

During the waiting time, the solution can be changed a lot. However, if con-
sidering the neighbours of our 1-clique only, then only 2-cliques must be around
it during the whole waiting time. Otherwise, an improvement would be achieved,
which is a possibility that we pessimistically exclude.

Let us now consider the event outlined in Case 1. None of the blocks around the
1-clique jumped, i.e., the direction will be determined by the block, which is currently
the first in the permutation. Based on the previous arguments, the probability that
one fixed neighbour block (in Figure 2, one of the blocks A–F ) was the first one
in the beginning of the waiting time, is uniformly distributed, too. This is implied
by the fact that the initial permutation is uniformly random, and the probability
of block jump is also uniformly distributed among the blocks. Therefore, 1-cliques
actually perform fair random walks on the triangle-free graph.

From the cover time of random walks, it takes O(nm) block jump moves of
a 1-clique to visit each vertex at least once [2]. For two such random walks, we have
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that it takes O(n2m2) block jump moves in expectation for two 1-cliques to arrive at
two adjacent vertices. O(n) is the time needed to obtain a block jump of the 1-clique
and O(n) is the complexity of GCC.

We have O(n) fitness levels, on which all this happens. Therefore, the expected
time to obtain the optimum is bounded by O(n5m2). �

4 RESULT FOR SPARSE RANDOM GRAPHS

We have shown that IG finds the optimum in polynomial time for triangle-free
graphs. At this point, we extend this result by studying sparse random graphs, gen-
erated by the well-known Erdős-Rényi model [16]. Consider the model in the form
G(n, c/n), generating graphs on n vertices such that an edge is put between each
pair of vertices independently with probability c/n. This model has an interesting
property that for c < 1, the graph will consist of small components with specific
properties with high probability. These properties have previously been used to
prove results for iterated local search algorithms for vertex cover [41] and graph
colouring [37].

Theorem 2. Let 0 < c < 1. Then, for an Erdős-Rényi random graph G from
G(n, c/n), the expected time for IG to find an optimal clique covering for G is
upper bounded by O(n3(log n)5) with probability 1− o(1).

Proof. Bollobás [6], Sudholt and Zarges [37], and Witt [41] state that, with prob-
ability 1 − o(1), a random graph G from G(n, c/n), 0 < c < 1, will consist of
components on O(log n) vertices and edges, which are trees or graphs with at most
one cycle.

For a tree, or a graph with cycle with at least 4 vertices, we have that the com-
ponent is triangle-free, i.e., the arguments from Theorem 1 can be applied directly.
The remaining case is a component with a single triangle. We first prove that for
such a component, each suboptimal solution contains at least two 1-cliques. We
use enumeration based on whether the optimal/suboptimal solutions contain the
triangle.

Case 1. The optimum does not contain the triangle. Hence, the optimum contains
only 2-cliques and 1-cliques, i.e., overestimation can occur only by using two
1-cliques instead of a 2-clique.

Case 2. The optimum contains the triangle. If the suboptimum also contains the
triangle, we have the same situation as in Case 1, since overestimation can occur
only by using two 1-cliques instead of a 2-clique. Suppose that the suboptimum
does not contain the triangle and it does not contain a 1-clique, too. Thus, it
can only contain 2-cliques. However, such a solution cannot be improved, since
a substitution of two of its 2-cliques by a triangle would leave the fourth vertex
for a 1-clique. Therefore, such a solution must be the optimum.
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This proves that each suboptimum contains at least two 1-cliques. We now
analyse the expected time to obtain a situation when the two 1-cliques visit a con-
figuration, in which they form a 2-clique.

If the 1-cliques are in the same subtree of the component, they need to visit
O((log n)4) vertices to visit adjacent vertices simultaneously, and form a 2-clique.
This is implied by the fact that a component contains O(log n) vertices.

When the two 1-cliques are in different subtrees, we must explore the expected
time needed for them to visit vertices of the triangle simultaneously. If we assume
that events in both subtrees do not lead to an improvement, we can treat them as
independent. Therefore, we have that 1-cliques need to visit O((log n)4) vertices to
arrive at the triangle at the same time.

Expected waiting time for a block jump of a 1-clique is O(n). GCC has complex-
ity O(n log n) in the worst case, since we have at most n components with O(log n)
edges. An improvement is obtained when O((log n)4) vertex pairs are visited by two
1-cliques in a component in expectation. Expected waiting time until an improve-
ment to a better fitness level is therefore upper bounded by O(n2(log n)5). We have
O(n) fitness levels, which proves our theorem. �

5 ON THE IMPACT OF TRIANGLES

Up to this point, the analysis was only taking graphs into consideration with at most
one triangle per connected component. Lemma 3 summarises the negative result for
a graph with linear number of non-overlapping triangles. For graph Hϑ/2 depicted in
Figure 3, IG will get stuck in a suboptimal clique covering with probability 1−o(1).

...

Figure 3. An illustration of the graph Hϑ/2, consisting of ϑ/2 = n/6 connected compo-
nents, for which IG does not produce the optimal vertex clique covering with probability
1 − o(1). This is due to the fact that if two horizontal edges are selected instead of the
two triangles in at least one of the components, block jump will not be able to suitably
regroup the vertices [10].

Lemma 3 ([10]). For graph Hϑ/2, IG will not be able to produce the optimal vertex
clique covering with probability 1− o(1).

However, for graphs with a limited number of triangles, IG may achieve a good
approximation of the optimum in polynomial time. In Lemma 4, we recall a lower
bound for ϑn based on maximum independent set size αn and maximum clique
size ωn. Consequently, Theorem 3 formulates the main approximation result.
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Lemma 4 ([11]). Let αn and ωn be the sizes of maximum independent set and
maximum clique for a class of graphs on n vertices, respectively. Then, it holds that
max{αn, n/ωn} ≤ ϑn.

Theorem 3. Let G be a graph on n vertices with τn triangles such that τn < n/3.
Then, IG will achieve approximation ratio:

1 + 6
τn

n− 3τn
(3)

for G in expected polynomial time.

Proof. Let VT ⊆ V be the set of vertices in G, which are in at least one triangle.
Based on the premises, we have that |VT | ≤ 3τn. Let GTF be the subgraph induced
by V \VT , i.e. the triangle-free subgraph, which excludes the vertices in VT and their
incident edges.

For the triangle-free subgraph GTF , we have that the situation around each
1-clique can be modelled using the analysis illustrated in Figure 2. Therefore, the
fair random walk argument remains valid for the triangle-free “segments” between
triangles.

Let ϑ′n(G) be the number of cliques used by IG when triangle-free subgraphs
are already covered optimally after O(n5m2) time in expectation, based on the
arguments of Theorem 1, and let ϑn(GTF ) be the clique covering number of the
triangle-free subgraph GTF . For the number of cliques used by IG, we have that
ϑ′n(G) ≤ ϑn(GTF )+3τn, since GTF is covered optimally. The clique covering number
ϑn(G) satisfies ϑn(G) ≥ ϑn(GTF ). Therefore, the achieved approximation ratio is
upper bounded by:

ϑn(GTF ) + 3τn
ϑn(GTF )

= 1 + 3
τn

ϑn(GTF )
≤ 1 + 3

τn
(n− 3τn)/2

= 1 + 6
τn

n− 3τn
(4)

where the fact that (n−3τn)/2 ≤ ϑn(GTF ) is implied by Lemma 4 and ω(GTF ) = 2,
since GTF is triangle-free. �

6 RESULT FOR BARABÁSI-ALBERT MODEL
OF SCALE-FREE NETWORKS

At this point, we relate the previous result to models of real-world complex networks.
Complex networks are networks with non-trivial structure. This structure is closely
related to the process of their evolution. Complex networks are often statistically
characterised by their degree distribution P (k), which denotes the fraction of ver-
tices, which have degree k. Many real-world networks are believed to be scale-free,
which means that their degree distribution follows the power law, i.e. P (k) ∼ ck−γ,
where γ is a coefficient of steepness of the distribution and c is a suitable constant.
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Therefore, scale-free networks contain many vertices with low degree but also sev-
eral vertices with very high degree. In real-world networks, it usually holds that
γ ∈ [2, 3] [1].

One of the most famous models used to explain the process of evolution of scale-
free networks is the Barabási-Albert (BA) model [4]. Its pseudocode is given in
Algorithm 2.

1 begin with a connected seed graph G0 = [V0, E0]
2 for t = (n0 + 1) . . . n
3 Vt = Vt−1 ∪ {vt}
4 attach vt to vertices from Vt−1 based on preferential attachment rule

Algorithm 2. Barabási-Albert (BA) model of scale-free networks [4]

In BA model, we begin with a connected seed graph on n0 vertices and m0 edges.
Then, at each time step t, one new vertex comes and brings w new edges to the
network, where w is a parameter of the model, which remains constant over time.
These edges are attached to the existing vertices preferentially, i.e., the probability
of attachment to vertex v is (deg(v))t

2mt
, where (deg(v))t is the degree of v in time step t

and mt is the number of all edges at this time step. In the context of social networks,
this can be interpreted in the way that a person with a larger number of contacts
is more likely to get a new contact. It is known that BA model generates networks
with degree distributions, which follow the power law in form P (k) ∼ ck−3, i.e.
γ = 3 [4].

Lemma 5. In BA model with w incoming edges per vertex and with a seed graph
with maximum clique size at most w + 1, the maximum clique number ωn satisfies
ωn ≤ w + 1 for any n.

Proof. We prove this by contradiction. Suppose that ωn > w + 1. Then, the last
vertex of the maximum clique must have been attached to at least w + 1 other
vertices. This contradicts the fact that we have w incoming edges per vertex. �

Lemma 6. Suppose that the seed graph for BA model is a tree. If w = 1, then the
resulting graph will also be a tree.

Proof. From Lemma 5, we have that the maximum clique number ω ≤ 2, i.e., it
will be triangle-free. For generation of a cycle, one would have to have at least two
incoming edges for the last vertex, which “closes” the cycle. Hence, the resulting
graph will be connected and acyclic, i.e., it will be a tree. �

Corollary 1. Let G be a graph on n vertices generated by BA model with 1 in-
coming edge per vertex and with a tree as a seed graph. Then, IG finds the optimal
clique covering for G in polynomial time.

The previous results are relatively straightforward. It is more interesting to see how
good solution IG produces for BA model with w ≥ 2. We first recall a classical
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result on the number of triangles in BA model in Lemma 7 and Theorem 4 applies
it to show that the approximation achieved by IG is asymptotically optimal.

Lemma 7 ([7]). Let w ≥ 1 be fixed. The expected number of triangles in a graph
on n vertices generated by BA model with w incoming edges per vertex is given by:

(1 + o(1))
w(w − 1)(w + 1)

48
(log n)3 (5)

as n→∞.

Theorem 4. Let G be a graph on n vertices generated by BA model with a triangle-
free seed graph and an arbitrary number w of incoming edges per vertex. Then, IG

achieves approximation ratio 1 +O
(

(logn)3

n

)
for G in expected polynomial time.

Proof. Based on Lemma 7, we have that the number of triangles τn = O((log n)3).
The triangle-free seed graph assures that this upper bound also holds for small n.
Theorem 3 implies that IG achieves approximation ratio:

1 + 6
O((log n)3)

n−O((log n)3)
= 1 +O

(
(log n)3

n

)
(6)

in expected polynomial time. �

It is worth mentioning that this result is similar to the result of evolutionary
algorithms in the NP-hard makespan scheduling problem, where asymptotically van-
ishing discrepancies in the obtained solutions were proven [40]. However, Theorem 3
cannot be applied to graphs with linear or superlinear numbers of triangles, which
may be encountered in other network models [15]. In the next section, we investi-
gate the impact of non-overlapping triangles on the design of a suitable algorithm
for CCP.

7 RESULT FOR GRAPHS WITH NON-OVERLAPPING TRIANGLES

The previous results were mostly positive. However, Lemma 3 has also outlined
the limitations of IG. At this point, we investigate the behaviour of IG for graphs
with non-overlapping triangles. Consider the initial permutation being generated
such that non-overlapping triangles are placed into it as blocks. The rest of the
permutation is generated uniformly at random. In the following, we show that such
a modification of IG guarantees that the optimal clique covering is found in expected
polynomial time.

Lemma 8. LetG be a graph with maximum clique size ω = 3. Let S be an optimum
and let S ′ be a suboptimum for CCP in G. There are three cases of how IG can
overestimate ϑ(G):

Case 1. Instead of a 2-clique in S, there are two 1-cliques in S ′,
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Case 2. Instead of a triangle in S, there is a 2-clique and a 1-clique in S ′,

Case 3. Instead of two triangles in S, there are three 2-cliques in S ′.

All possible ways of overestimation represented by S ′ represent compositions of these
three cases.

Proof. Graphs and clique coverings generated by GCC, where the first two cases
can occur, are common and can be found very easily. The existence of the third
case is proven by Lemma 3. To exclude the existence of other ways, we use simple
enumeration.

• Substitution of any number of 2-cliques by 1-cliques is a composition of events
included in Case 1.

• Substitution of one triangle by three 1-cliques is a composition of Case 1 and
Case 2.

• If we consider three triangles, the first two can be substituted based on Case 2
or Case 3 and the last triangle will remain for Case 2.

• If we consider four or more triangles, we can apply Case 2 and Case 3 iteratively.
The resulting 2-cliques are further divided according to Case 1.

�

Lemma 9. Let G be a graph with maximum clique size ω = 3. If there is a sub-
optimal clique covering S ′ of G, which contains more triangles than an optimum S,
then S ′ must also contain at least two 1-cliques.

Proof. Let c1, c2 and c3 be the numbers of cliques in S with 1, 2 or 3 vertices,
respectively. Let c′1, c

′
2 and c′3 = c3 + d be the respective values for S, and for d ≥ 1.

All vertices must be covered and S must contain less cliques than S ′. Hence:

c1 + 2c2 + 3c3 = c′1 + 2c′2 + 3(c3 + d) = n, (7)

c1 + c2 + c3 < c′1 + c′2 + c3 + d.

From these formulas, 3d = (c1 − c′1) + 2(c2 − c′2) and d > (c1 − c′1) + (c2 − c′2). This
implies that (c2 − c′2) > 2d and, thus, (c1 − c′1) < −d. The value −d can be at most
−1, i.e. c′1 > 1. �

We now split the number of 1-cliques into two values. Let an optimum S contain
c1 1-cliques. We will call this the number of free 1-cliques. If a suboptimum S ′

contains c′1 1-cliques, then (c′1 − c1) is the number of extra 1-cliques. The idea now
is to model the process as the minimisation of the number of extra 1-cliques, rather
than the number of all cliques in the covering.

Lemma 10. Let G be a graph with maximum clique size ω = 3. Let IG begin with
a suboptimal clique covering S ′ with at least as many triangles as in an optimal
clique covering S for G. Then, IG cannot get stuck in a local optimum and will be
in the global optimum if the number of extra 1-cliques in the solution is minimal.
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Proof. Let S contain c1 1-cliques, c2 2-cliques and c3 triangles. The analogous values
for S ′ are c′1, c

′
2 and c′3 ≥ c3. The premises imply that an improvement cannot be

obtained by making the number of triangles higher. Therefore, it is necessary that
c′2 < c2 and c′1 > c1. Since c1 1-cliques are present is S, the only way to obtain
an improvement is to reduce the number of extra 1-cliques by 2 and increase the
number of 2-cliques by 1. This holds for all suboptima, which proves the second
statement.

For the first statement, suppose that IG got stuck. Then, by Lemma 8, two
of the triangles must have been substituted by three 2-cliques. However, this is in
contradiction with the fact that these three 2-cliques must lie between the triangles
and block jump cannot cause a transformation, in which vertices between 2 different
blocks are regrouped to 3 blocks in between. �

Theorem 5. Let G be a graph on n vertices with maximum clique size ω = 3,
containing only non-overlapping triangles. Let P be the initial permutation for IG,
constructed by placing the triangles into P as blocks first and the rest of vertices
are placed into P uniformly at random. Then, IG will find the optimal solution in
O(n5m2) time in expectation.

Proof. Based on Lemma 9, the initial solution must be a global optimum or it
contains a 1-clique. Suppose that it is a suboptimum. Lemma 10 implies that the
following process is a minimisation of the number of extra 1-cliques and getting
stuck in local optima is avoided.

In each time step, we have a situation, in which a 1-clique is stuck between
2-cliques and triangles, similarly to Figure 2. The probability of moving towards each
direction is naturally determined by which block comes first. This is not influenced
by the fact that we can have triangles. We have to examine two cases, depicted by
Figure 4.

1 1

1

2

1 1

2

2
3

1

1

2

2

1

1

2

1

3

a) b)

Figure 4. Illustration of the cases for the non-overlapping triangles for the proof of The-
orem 5. Case a) represents a 1-clique, which can freely emerge both in suboptima and
optima. Case b) illustrates a situation, when 1-clique performs a random walk by “jump-
ing” over the triangle.

Case 1. If the 1-clique is not in a triangle, it can be surrounded by 2-cliques or
triangles, to which it can be connected only by a single edge (since it is in no
triangle). The 2-clique case is handled by the arguments from Theorem 1. In
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Figure 4 a), we depict the situation, when it is adjacent to a vertex in a triangle
block. Such a 1-clique can be freely enhanced to a 2-clique and reduced back to
1-clique afterwards. Such a transformation can occur between two optima, which
shows that such a clique does not contribute to the number of extra 1-cliques.

Case 2. In this case, the 1-clique is in a single triangle. In this case, the other ver-
tices of the triangle must be separated into different cliques. Since they cannot
be in a triangle, they must each be in its own 2-clique, as shown by Figure 4 b).
When block jump is applied to the 1-clique, this 1-clique is transformed into the
triangle, and a new 1-clique can emerge on the opposite side of the triangle.
This position depends on the ordering of cliques on the other side, for which the
probability is uniformly distributed, leading to validity of the fair random walk
argument.

In each suboptimal solution, we have that the number of extra 1-cliques is at
least 2. Therefore, by applying the same cover time arguments as in Theorem 1, we
have that the expected time to obtain the optimum is upper bounded by O(n5m2).

�

Even though the assumption of non-overlapping triangles is still strong, it gives
us some insight into the impact of triangles on the problem structure and design of
suitable algorithms. We hope that these results may pave the way to more sophis-
ticated analyses of heuristics for CCP, as well as other combinatorial optimisation
problems for different models of complex networks and practically relevant scenarios.

8 CONCLUSIONS

We presented an analysis of an iterated greedy (IG) heuristic for the vertex clique
covering problem (CCP) in several practically relevant graph classes. As our analyt-
ical results indicate, IG can be viewed as a variant of local search, with non-trivial
methods needed to quantify the convergence and runtime properties of this ran-
domised search heuristic.

The classes of graphs concerned include triangle-free graphs, sparse random
graphs, scale-free networks generated by Barabási-Albert (BA) model, and graphs
with non-overlapping triangles.

We have shown that for triangle-free graphs, IG finds the optimum in expected
polynomial time. For sparse random graphs generated by the Erdős-Rényi model in
its form G(n, c/n), where c/n is the probability of edge generation, we have shown
that IG finds the optimum in expected polynomial time with high probability if
c < 1.

For BA model, we have shown that IG achieves approximation ratio

1 +O
(

(logn)3

n

)
in expected polynomial time.

Last but not least, we have shown that for graphs with non-overlapping triangles,
putting the triangles in the initial permutation for IG as blocks helps to improve the
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worst-case performance of IG from getting stuck with probability 1−o(1) to finding
the optimum in expected polynomial time.

We believe that these results provide a valuable insight into the behaviour of
heuristics, which combine ideas of classical greedy algorithms with randomised iter-
ative improvement processes. This insight may represent a foundation of analysis for
other graph classes, as well as for other problems such as graph colouring [13, 37],
independent sets [11], or other similar algorithms such as the greedy randomised
adaptive search procedures (GRASP) [17].
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Abstract. Column-oriented data are well suited for compression. Since values of
the same column are stored contiguously on disk, the information entropy is lower
if compared to the physical data organization of conventional databases. There are
many useful light-weight compression techniques targeted at specific data types and
domains, like integers and small lists of distinct values, respectively. However, com-
pression of textual values formed by skewed and high-cardinality words is usually
restricted to variations of the LZ compression algorithm. So far there are no empir-
ical evaluations that verify how other sophisticated compression methods address
columnar data that store text. In this paper we shed a light on this subject by
revisiting concepts of those algorithms. We also analyse how they behave in terms
of compression and speed when dealing with textual columns where values appear
in adjacent positions.

Keywords: Compression, column-oriented databases, LZ, PPM, BWT, entropy
encoding, DSM, NSM, PAX
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1 INTRODUCTION

Traditional relational databases use a page layout called NSM (N-ary Storage Model)
where rows are stored contiguously on disk. Recent works propose a different page
layout called PAX (Partition Attribute Across) where columns of relational tables
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are stored contiguously on disk. A similar physical organization is also employed by
column-oriented databases, such as MonetDB.

This innovative data arrangement provides faster access for specific query pat-
terns, such as those requiring a small amount of columns. The reason is that less IO
is needed to retrieve the values of interest, as they fit in less data pages – no space is
wasted in the page with values from columns that are not needed [12]. Additionally,
all information stored in a page belong to the same domain and data type. This ho-
mogeneity allows data compression algorithms to achieve higher compression ratios
if compared to physical arrangements like NSM where data inside a page is much
more diverse [1].

Compression in column-oriented data is achieved in several different ways, de-
pending on the nature of data. Sybase IQ [14] and Vertica [11], two of the industry’s
leading column-oriented databases, use variations of the LZ compression method
when compressing high-cardinality texts. LZ is suited for data with a certain de-
gree of redundancy, such as sentences written in natural language, where words are
grammatically linked. The method is able to encode redundant parts effectively,
achieving good compression associated with a low execution time.

We note that there are other compression methods suited for texts, such as PPM
and BWT. Several works (e.g. [9]) report empirical results achieved when applying
these methods on the Calgary Corpus, a popular collection of documents used for
compression [4]. However, the redundancy in column-oriented data is naturally
different than redundancy found in conventional files. Also, there is a limit on the
size of a database page. The question of how such methods behave when compressing
columnar text organized as pages still deserves investigation.

The goal of this paper is to compare how effective are the BWT, LZ and PPM
methods with respect to compression and execution time when compressing column-
oriented textual data. We start describing our motivation and running example
(Section 2). From Section 3 to 6 we revisit the concepts behind the methods that
are part of the evaluation. For each method we outline in general terms how the
patterns found are explored to achieve compression. In the final part the paper is
dedicated to reporting on the experimental results (Section 6) and presenting our
concluding remarks (Section 7).

2 MOTIVATION AND RUNNING EXAMPLE

Figure 1 shows different page layouts for a table containing columns year, status
and comment. The NSM is the typical design choice of relational databases that
store rows contiguously on disk. Conversely, DSM (Decomposition Storage Model)
and PAX are designed to keep values of the same column together [2]. DSM splits
a table into as many columns as it has. Then, each column is stored in a separate
group of pages. PAX follows the same principle, but uses the concept of mini-pages
inside a page. The rationale is that whole records can be read from a single PAX
page. DSM is the precursor of modern columnar databases, while the general idea of
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PAX is employed by some relational database vendors, like the the Hybrid Columnar
Compression (HCC) used by Oracle Exadata [3].

PAGE HEADER 2010 START

ED New project 2008 RUNNING

In time 2011 FINISHED Se

nd to client

PAGE HEADER 1 2010 2

2008 3 2011

PAGE HEADER 1 STARTED

2 RUNNING 3 FINISHED

PAGE HEADER 1 New proje

ct 2 In time 3 Send to cli

ent

PAGE HEADER 2010 2008

2011

STARTED RUNNINGFINISHED

New project In time Send

to client

NSM format DSM format PAX format

Figure 1. Three different page layouts

In what follows, we make a distinction between heavy-weight and light-weight
compression methods. We use the term heavy-weight to refer to methods where the
encoding of upcoming symbols relies on information gathered from the previously
encoded symbols. The term light-weight is used otherwise.

The first thing to notice about the illustrated example is that the values of the
status and year columns in the DSM/PAX page layouts are particularly suited
for light-weight compression methods, such as dictionary encoding and frame of
reference, respectively. In the former, one value is coded as an index that points
to a dictionary where all possible status values can be found. In the latter, one
value is coded as the difference from a reference value (the average stored year
value).

Some light-weight methods (like the ones mentioned above) compress values into
fixed-width codes. This allows fine grained decompression of single values, without
the need of full-page decompression. There is also the possibility to operate directly
on compressed data. Working with compressed data means that more information
fits in memory and the number of cache misses is reduced if the same value is
needed again. Also, the vectorized compressed data can be more efficiently handled
by modern CPUs that can pipeline and parallelize instructions [19].

The shortcoming of light-weight compression methods is that they do not address
well skewed and high-cardinality values, such as the ones found in the comment
column. Values of comments are typically sentences from a written language. In
this case, the patterns that emerge are different, comprising root words, frequent
sequences of contiguous words, or even a high frequency of single words, such as
prepositions and nouns. Heavy-weight methods are best suited under these circum-
stances.
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When using a heavy-weight method, the execution engine of a query processor
cannot operate on the compressed data directly. The whole page/mini-page needs to
be decompressed before a specific value can be accessed. The need for decompressing
text obviously slows down query execution. On the other hand, the IO cost is
reduced. For instance, leaving comment uncompressed (or poorly compressed) in
the PAX format may hinder the benefits of using light-weight methods to compress
other mini-pages, resulting in less rows per page and more data transfers. Besides,
a mini-page storing text occupies more space than a mini-page storing data types
typically supported by light-weight methods, which makes text compression even
more critical.

This is the motive that drove us into investigating compression methods suited
for high-cardinality and skewed textual values. Throughout the remaining of the
paper we revisit concepts of well-known heavy-weight compression methods in order
to understand how different they are and why they are strong candidates to compress
this sort of data.

Before we begin, we call the attention to the pages depicted in Figure 1 and
the fact that data grow from the one side and auxiliary vectors grow from the other
side. The vectors are useful for indirect access inside a page/mini-page. Examples
are presence vectors to indicate nullable fields and offset vectors to indicate where
a variable length record (in the case of a NSM) or a variable length field (in the case
of PAX/DSM) begins.

Observe that the usage of heavy-weight compression methods implies that ran-
dom access is not possible. Therefore, there is no need for an offset vector. We
argue that, in those cases, the page/mini-page design can be simplified by dropping
this kind of bookkeeping. If a column accepts texts with variable length, instead of
storing offsets, a special delimiter symbol could be used to separate one value from
the next.

For instance, suppose there are seven fields of the comment column. The value
of the forth field is ‘abc’ and the other fields are either nulls or blanks. Using the
semicolon (;) as the special delimiter symbol, the fields put together become as
follows:

; ; ; a b c ; ; ;

This is the information to be encoded, and the one we use as the running example
from now on. Observe the presence of two runs, for leading and trailing delimiters.
This is a kind of pattern that occurs when values of a column appear in adjacent
positions. It is a simple example, but it serves our purpose of illustrating how
patterns are coded by the investigated methods.

Throughout the rest of the paper we use the term message to refer to the contents
of the running example. We also use the term symbol to indicate each byte of the
message. We assume the files use the ASCII encoding scheme, so that each byte
maps to a different symbol. Compression is measured as bits per code (bpc), the
average number of bits needed to code a character.
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3 ENTROPY ENCODING

In information theory, the entropy of a message is a measure of how unpredictable
the message is. A higher entropy means it is more difficult to predict what symbols
are more likely to appear. For instance, messages where one symbol is much more
common than the others (like the delimiter in a very sparse dataset) have a low
entropy, since we can predict that symbol will appear quite often.

The purpose of entropy encoding is to approximate the entropy of a message,
that is, to use the minimal amount of bits to represent information. The lower
the entropy, the more compressed the message can be. Two of the most popular
compression methods based on entropy are the Huffman coding [10] and arithmetic
coding [16]. In what follows we present the differences between them.

Huffman Coding: The Huffman coding assigns to each symbol of the message
a unique and unambiguous sequence of bits, reserving the smaller sequences to
the most frequent symbols. A binary tree can be used to create the mapping
through a greedy algorithm that iteratively puts the two nodes (symbols) with
the minimum frequencies under the same parent. Figure 2 shows the tree gen-
erated based on the contents of the comment message. Observe that coding
the delimiter requires a single bit. After compression, the nine characters are
transformed into a 15 bit sequence (000101101110000), giving a compression of
1.66 bpc.

Symbol Mapping
Symbol Frequency bit sequence

; 6 0
a 1 10
b 1 110
c 1 111

Huffman Tree

9

6
0

;
3

1
0

a

2

1
0

b

1
1

c

1

1

Figure 2. The Huffman tree created based on the comment message

Arithmetic Coding: Unlike the Huffman code, there is no unique bit sequence
that determines each symbol in the arithmetic coding method. Instead, the
bits lead to a value that indicates the probability of occurrence of that exact
sequence of symbols being compressed. The probability ranges from zero to
one. For sufficiently long messages, the probability would require a floating
point precision higher than computers are able to express. To circumvent this
architectural problem, a fixed-point precision value is used. When the value is
about to overflow, the most meaningful bits are flushed out and the value is
shifted to the right.
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Figure 3 illustrates how the encoded probability is updated as the symbols are
processed. Initially the probability of each symbol is divided into a scale rang-
ing from zero to one and the probability range is updated as the symbols are
processed. To simplify, the first case shows the probability distribution after the
nine symbols of the message were processed. At this point, the probability of
finding another delimiter is 66 %. If the delimiter is indeed found, the probabil-
ity is updated as demonstrated in the second case. As it shows, the probability
of finding another delimiter drops to 43 %. The probability keeps being updated
as the remaining symbols are processed, and eventually the most significant bits
are flushed.

0 0.66 0.77 0.88 10

; a b c

Probability after the first nine symbols (; ; ; a b c ; ; ;)

0 0.43 0.50 0.58 0.66 0.77 0.88 10

Probability if the 10th symbol is a delimiter
; a b c

Figure 3. Encoding probabilities based on the running example message

In comparison to the Huffman code, the arithmetic coding is better at approxi-
mating the entropy of the message. Moreover, it simplifies the process of adaptation,
where the probability of each symbol is updated as the symbols are being read, in-
stead of having a fixed precomputed probability. On the other hand, Huffman codes
allow reading from arbitrary positions of the compressed message, which is not pos-
sible using arithmetic coding. In either case, the effectiveness of both methods is
highly dependent on the existence of very frequent symbols. In most scenarios the
entropy coding is not used alone, but as part of a more complex method, such as
BWT, LZ and PPM, as we detail next.

4 BURROWS WHEELER TRANSFORM (BWT)

The compression method proposed by [5] is divided in stages, as illustrated in Fig-
ure 4. The information flows from left to right and each stage transforms data into
a format suited to the next stage.

Burrows Wheeler Transformation Stage: During the first stage, the message
(with n characters) is copied into n rows, where row i is the same as row i− 1
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Burrows Wheeler Transform
(BWT)

→ Move to Front
(MTF)

→ Entropy Encoding
(EC)

Figure 4. BWT Stages

rotated one character to the right and row 0 is the original message. The rows
are then ordered lexicographically. From this arrangement, two data elements
are passed to the next stage. The first is the content of the last column of
the sorted rows. The other is the index of the sorted rows that contains the
original message. The purpose of the latter is to reconstruct the message during
decompression.

The reasoning behind BWT is to explore the fact that some characters usually
come before other characters in many written languages. In such cases, a char-
acter that usually precedes others tends to appear in adjacent positions in the
last column. As we discuss later, this is desired when it comes to compression.
To illustrate, Figure 5 presents the Burrows Wheeler transformation of the com-
ment message. Observe that all delimiter symbols appear next to each other
in the last column of the sorted matrix. Curiously (and mostly because the
message is small) the leading and trailing runs of ‘;’ were merged into a single
run.

1 ; ; ; a b c ; ; ; ; ; ; ; ; ; a b c
2 ; ; ; ; a b c ; ; ; ; ; ; ; a b c ;
3 ; ; ; ; ; a b c ; ; ; ; ; a b c ; ;
4 ; ; ; ; ; ; a b c ; ; ; a b c ; ; ;
5 c ; ; ; ; ; ; a b → ; ; a b c ; ; ; ;
6 b c ; ; ; ; ; ; a ; a b c ; ; ; ; ;
7 a b c ; ; ; ; ; ; a b c ; ; ; ; ; ;
8 ; a b c ; ; ; ; ; b c ; ; ; ; ; ; a
9 ; ; a b c ; ; ; ; c ; ; ; ; ; ; a b

Before the sort operation After the sort operation

Figure 5. Applying the Burrows Wheeler transform to the comment message

Move To Front Stage: The purpose of the MTF stage is to encode each character
of the last column as a numeric index ranging from zero to 255. This index
refers to a lookup table that contains all possible characters. The table is first
built with characters occupying arbitrary positions. Then, when a character is
encoded, it is moved to the front of the list. When the next character to encode
is the same as the previous one, the resulting index position is zero, since the
character looked up is now found in the first position of the table. At the end
of the transformation, the result is expected to be formed by many consecutive
zeros. Also, few index positions will be very frequent (the smaller ones). This
allows entropy coding to be performed, as we detail next.
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Figure 6 presents the output generated after each stage of BWT (for the running
example). Line 3 shows how MTF transforms the symbols received from the
previous stage. To get this result we assume that the characters ‘;’, ‘a’, ‘b’,
‘c’ initially occupy the positions 0, 1, 2 and 3 of the lookup table, respectively.
Observe that every repeated adjacent symbol is encoded as zero.

1. original message ; ; ; a b c ; ; ;
2. BWT output c ; ; ; ; ; ; a b
3. MTF symbols 3 1 0 0 0 0 0 2 3
4. EC output 1110 10 0 0 0 0 0 110 1110

Figure 6. Encoding the running example message with BWT

Entropy Encoding Stage: The input for this stage is composed by a few in-
dexed positions with a very high frequency. Entropy coders (like Huffman and
arithmetic encoding) can explore this property to actually achieve compression.
With respect to our running example, the Huffman tree created for the indexes
would yield the sequences ‘0’, ‘10’, ‘110’ and ‘1110’ for the values 0, 1, 2 and 3,
respectively1. Line 4 of Figure 6 shows the Huffman coding of the input received
from the MTF stage. In this particular case the compressed data is three bits
longer than the data compressed when only the Huffman encoding is used (Sec-
tion 3). This is mostly due to the size of the example. As we demonstrate on the
experimental section, the behaviour is different when dealing with larger files.

Decompression is achieved by executing the stages in opposite direction, starting
from the entropy encoding and finishing with the Burrows Wheeler Transformation.
All stages are reversible, including the transformation. The last column along with
the index of the original text is enough information to reconstruct the original mes-
sage.

The BWT method is effective in compressing text, especially if data is domain
specific. The more specific is the domain, the shorter is the set of symbols that
precedes characters. This translates into longer runs of the same symbol after the
BWT stage. Runs of the delimiter symbol may also translate into runs of the same
delimiter, as the example shows. A handicap of BWT is that it is very memory
intensive, since the matrix transformation requires the whole message to be read.
To reduce memory requirements, the input is divided into blocks, and each block
is compressed separately. Higher compression ratios can be obtained when working
with longer blocks, as we demonstrate in Section 7.

1 The Huffman codes (or symbols frequencies) need also be saved as part of the encoded
file to allow decompression.
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5 LEMPEL-ZIV

This compression method compresses sequences of symbols of varying sizes by re-
placing them with a code that refers to a dictionary entry. The dictionary is formed
by symbols of the message that were already processed.

The idea of using the previous symbols as a dictionary was originally proposed
by Lempel and Ziv, which is why this kind of dictionary-based compression method
is commonly referred to as Lempel-Ziv, or LZ to short. The name LZ77 is used
to identify the original idea, where the dictionary is a sliding window formed by
past symbols [17]. The LZ78 is a variant where the dictionary is explicitly built as
a table, and its entries are accessed by an index [18].

Several other variations appeared, such as LZW (used in Sybase IQ) and LZO
(used in Vertica). The one we have presented here is based on LZ77. It is a sim-
plification of the method used in gzip, where the code is formed by a pair (dis-
tance, length). The distance is an index to a position of the dictionary where
a sequence starting at the current symbol is found. The length is the amount of
symbols to be coded from that index position. The distance is incremented back-
wards from the current symbol. The value zero indicates that the current symbol
was not found in the dictionary. In such cases the length is replaced by the actual
symbol.

Figure 7 shows what codes are generated for the comment message. The current
symbol is circled. Symbols before the current one becomes the part of the sliding
window. The first six symbols are encoded as literals (no dictionary entry was used).
The last three symbols (a sequence formed by repeated delimiters) are packed as
a single code. Observe that the second (or the third) symbol of the message could
also point to a dictionary entry, since a delimiter is already a part of the dictionary.
However, coding small sequences instead of outputting literals may actually result
in higher codes.

Message Distance Length/Literal
;© ; ; a b c ; ; ; 0 ;
; ;© ; a b c ; ; ; 0 ;
; ; ;© a b c ; ; ; 0 ;
; ; ; a© b c ; ; ; 0 a
; ; ; a b© c ; ; ; 0 b
; ; ; a b c© ; ; ; 0 c
; ; ; a b c ;© ; ; 6 3

Figure 7. Encoding the comment message with LZ

Since the codes refer to a part of the message that have already been processed,
during decompression it is possible to use the codes in order to reconstruct the
original message. Decompression is much faster than compression, since there is
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no need to locate symbols from the sliding window. Instead, it only needs to copy
symbols from the sliding window (based on the code) into the output.

Gzip implements the DEFLATE standard [7], which imposes an agreement
on the code format, the maximum size of the window (32 k), the maximum length
ahead (258 bytes), among others. It also establishes that the distances and lengths
are further compressed using two separate Huffman trees.

Compression tools that implement this standard (like gzip) are heavily used.
One reason for the popularity (apart for being a recommendation) is that it is
relatively straightforward to implement a decompression algorithm that is com-
pliant with the standard. Besides, this kind of dictionary-based compression is
not only fast but also achieves good compression ratios for most of the file for-
mats.

With respect to column-oriented textual data, the occurrence of many similar
(or equal) values can also be encoded as pointers to a dictionary entry. Common ex-
pressions already processed can be used as dictionary entries for coding occurrences
of other common expressions yet to come. The impact this kind of information has
on a LZ based compression method is detailed in Section 7.

6 PPM

The PPM (Prediction by Partial Matching) compression method codes one symbol
at a time. Given the symbol to code, PPM predicts the probability of occurrence
of that symbol. This value is then coded using arithmetic encoding. Highly frequent
symbols are encoded with fewer bits. The main idea can also be adapted so that
other entropy coders (such as Huffman) can be used.

The probability estimation takes into account the context, which means the set of
symbols that precedes the symbol being coded. Most PPM approaches use Markov
models of different orders to issue a prediction. If the highest-order model is unable
to predict a symbol (it never occurred in that context before), the next-higher-order
model is used. In the worst case this goes on until reaching the zero-order model
that is able to predict all symbols.

When a symbol cannot be predicted by an order, PPM issues a signal indicating
that a symbol never seen before has appeared. This special signal is also referred
to as escape symbol. The probability of the escape depends on the variant of the
PPM used. One of the proposed ideas (called PPM-C) was to count the num-
ber of different symbols that occurred in that context and use it to compute the
probability [13].

To illustrate, consider the comment message reintroduced below. The arrow
points at the next symbol to encode and the curly bracket indicates the context to
be used to determine the probability of the next symbol. The length of the context
corresponds to the length of the highest Markov model. Empirical results reported
by [13] show that compression is best when using at least four as the higher order.
For the sake of presentation we use a maximum order of two.
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; ; ; a b c ; ; ;︸ ︷︷ ︸
Context

↓
?

Figure 8 shows the generated context tree. A context in this tree is formed by
the symbol of a node concatenated with all of its parents. The parenthesis indicates
the frequency of that context. For instance, the leftmost leaf node shows that the
context ‘;;;’ has already occurred twice. The circles indicate the current contexts
from the highest to the lowest order.

ROOT0

;(6)1

;(3)2

;(2) a(1)

a(1)

b(1)

a(1)

b(1)

c(1)

b(1)

c(1)

;(1)

c(1)

;(1)

;(1)

Figure 8. Context tree of the comment message (maximum order of two)

If the next symbol to encode (at the arrow position) was a delimiter, the highest
order 2 (‘;;’) would issue a probability of 40 % (two delimiters out of five occurrences:
the delimiters themselves, one character ‘a’ and two escapes). If the symbol was the
character ‘a’, the probability would be lower (20 %). If the symbol is new in that
context, like the character ‘b’, an escape probability is issued (40 %) and the search
continues in the order 1 (‘;’). Symbols with equal probability do not conflict since
they occupy different intervals in the probability scale.

One technique that achieves better compression is to ignore symbols that exist
in higher orders. For instance, if the incoming symbol is ‘b’, it would be found at
order 1. In this case, the ‘b’ probability at order 1 would be 25 % (one out of four),
if symbols from the upper level are ignored, and 7 % (one out of thirteen) otherwise.

The compression process is reversible. The encoding uses the context model,
which is constructed based on the symbols already processed. Thus, given a prob-
ability, it is possible to use the current model constructed so far in order to locate
the next symbol to be decoded.

This technique is very useful for compressing texts written in natural language,
since it is able to predict with a high level of hit rate the next character of small
words (or roots/prefixes/suffixes) where their length is below the maximum order.
Given this, it is usually better than LZ to code small patterns. Also, it is able to
encode patterns found outside the LZ window. The bottleneck is decompression
speed, since PPM needs to traverse the list of children of a node to find out the one
to decode. The cost can be amortized by keeping the children sorter by frequency,
but the cost is still meaningful, as we discuss next.
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7 EXPERIMENTAL RESULTS

The purpose of this section is to evaluate how the three investigated compression
methods behave with columnar data. The experiments are divided in three parts.
First we analyse how the compression varies according to the nature of textual data.
Then we show how the compression and compression/decompression speed varies
according to the amount of data compressed. Finally we evaluated alternative LZ
based methods.

Initially, two commercially available compression tools were evaluated: bzip2
(version 1.0.6) and gzip (version 1.2.4) that implement the bwt and lz methods,
respectively. To avoid biased evaluations, the executables were used as is, without
any kind of tuning, and the meta-data overhead was stripped from the compressed
output. We also evaluated an implementation of ppm-c, implemented as part of
this work. Our version uses four levels of context and it ignores symbols from higher
orders in order to improve compression. All algorithms were written in C.

The algorithms were tested on a Pentium Dual-Core with 2.5 GHz. Compres-
sion speed was measured as the amount of data that is compressed by time, and
decompression speed is measured as the amount of data that is decompressed by
time. The time obtained is an average of 30 executions, ignoring the 10 % lesser and
higher times. The experiments were held in a minimalist operating system, where
functions are reduced to a bare minimum that does not sacrifice stability.

7.1 How the Data Format Impacts Compression

Throughout the paper we have seen that all of the investigated compression methods
are able to handle textual data, and they explore the patterns found in the already
processed message to achieve compression. However, text can be organized in very
distinct ways, following a rigid or relaxed structure, or having no structure at all.
Here we analyse how compression is affected by different text formats.

Two datasets were used, one for columnar data and the other for conventional
files. The columns were taken from the TPC-H benchmark, which is a set of tables
commonly used to evaluate database transaction processing features [15]. The con-
ventional files were taken from the Calgary Corpus. As mentioned earlier, it is a set
of files traditionally used to evaluate compression algorithms.

Results are presented for three high-cardinality columns from TPC-H: cus-
tomer.comment, lineitem.comment and part.name. Each column was stored
as a separate file, and a reserved symbol was used to separate one value from the
next. The columnar data are compared against four files from the Calgary Corpus:
a book (book2), a paper (paper2), a source code written in Pascal (progp), and
a list of bibliographic references (bib). Other files were considered as well (from
TPC-H and Calgary), and the variations observed were the same.

All uncompressed files were divided into chunks of 16 KB, and each chunk was
compressed separately. What we report is the average compression achieved for each
file, measured as bits per code (bpc). The compression is limited to chunks (and
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not the whole file) to emulate database compression schemes that handle one page
at a time.

Figure 9 shows how the compression varies according to the nature of textual
data. The results show that bzip2 and ppm achieve better compression than gzip in
most cases. Additionally, the columnar values are more compressible in comparison
to other texts written in natural language and even to the well behaved progp. One
of the possible reasons is that it is more likely to find patterns in a list composed
by small textual fields than it is in a single and longer instance of a text.

c.comment p.name l.comment
0

0.5

1

1.5

2

2.5

3

3.5

TPC-H columns

C
om

p
re

ss
io

n
[b

p
c]

BZIP2
GZIP
PPM

book2 paper2 progp bib
0

0.5

1

1.5

2

2.5

3

3.5

Calgary files

Figure 9. Compression results

Interestingly, the compression improvement of bzip2 and ppm over gzip is more
meaningful with the columnar values. For instance, ppm uses almost 33 % less bits
than gzip when compressing part.name. The improvement of ppm over gzip with
the Calgary files is less apparent. With the highly structured propg, ppm is actually
worst. This behavior lead us to the conclusion that bzip2 and ppm explore higher
levels of redundancy better than gzip.

7.2 How the Data Length Impacts Compression

This experiment is focused on columnar data stored in database pages. It shows
how the bpc and compression/decompression speed varies according to how large
the pages are. The evaluation was done by compressing data chunks of different
sizes. We focused on the compression of the part.name column, but similar results
were obtained for other textual columns as well.

The size of a chunk is related to the amount of uncompressed data, not to
the size of a page. For instance, gzip takes 1.7 bits per code to encode 16 KB
of comments, resulting in 3.481 bytes of compressed text in a page of unspecified
size. What we need are measures taken from the full occupation of a page with
a determined size. We did this by applying a linear interpolation of the results
achieved when compressing chunks of uncompressed data. The results are shown in
Figure 10. Solid lines indicate compression and dotted lines indicate compression
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speed (at the left) and decompression speed (at the right) as the amount of bytes
coded per millisecond. The size of the pages vary from 1 KB to 128 KB.
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Figure 10. Measuring the compression of the name column

As the page size gets longer, gzip becomes notably faster than bzip2, which is
in turn faster than ppm. Despite the speed, gzip does not explore the size factor
as well as the alternatives to obtain better compression. The reason is related to
the 32 KB sliding window of gzip. A longer message means more patterns can be
found. However, if the patterns lie beyond the limits of the sliding window, they
are not used to encode the incoming symbols.

For sufficiently long messages, gzip is the clear winner. It may loose regarding
the compression, but the speed compensates, especially for decompression. However,
databases use pages as the transfer unit between disk and memory, and pages have
a rather limited size. For the sake of comparison, MySQL uses 16 KB as the default
page size and Oracle 10g uses pages from 4 KB to 8 KB. Therefore, it makes sense
to consider scenarios where smaller messages need to be compressed. This type of
scenario is analysed in the next section.

7.3 How Page-Fitting Messages Impacts Compression

As we are working with columnar compression, two page layouts are considered:
DSM and PAX. These layouts subsume the main strategies adopted when values of
the same column are stored together. Our intention was to evaluate the methods
effectiveness when filling pages with compressed data.

When working with the DSM page layout, the whole page is dedicated to a single
column. We can see from Figure 10 that bzip2 is an interesting solution for the
storage of part.name values using this layout and regular page sizes (from 4 KB
to 16 KB). To give a better look, Table 1 details the measurements obtained when
storing small messages. bzip2 achieves a bpc 32 % superior than gzip when working
with a 4 KB page. In contrast, gzip is only 8 % and 6 % faster in compression and
decompression speed, respectively.
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When working with the PAX page layout, the page is divided into n mini-pages
for the n columns it stores. Unlike DSM, only part of the page is reserved to the
storage of columns whose values are textual. It means we need to look at the
compression of even smaller messages, where the tendency is that the compression
of bzip2/ppm proportionally degrade and execution time proportionally improve,
in comparison to gzip.

To exemplify, consider an hypothetical case where the mini-page for the
part.name column occupies 2 KB and compare it with the storage of 4 KB of com-
pressed values stored using the DSM layout. As Table 1 indicates, ppm is now
superior than its competitors. It used 1.78 bpc to encode 2 KB of part.name
values, which is still almost 32 % better than gzip. Besides, compression and de-
compression speeds are similar. Again, the reason is related to the sliding window
of gzip. For long messages, bzip2 and ppm spend more time analysing longer parts
of the message, whereas gzip is bounded by the window, regardless of the message
size. The overhead is reduced when the message is small, and ppm/bzip2 become
competitive in terms of execution time.

Measure Size [KB] bzip2 [bpc] gzip [bpc] ppm [bpc]

bpc 21 2.05 2.58 1.78
comp. [b/ms] 21 43 46 43
decomp. [b/ms] 21 46 46 41
bpc 22 1.64 2.40 1.52
comp. [b/ms] 22 84 91 73
decomp. [b/ms] 22 89 94 64

Table 1. Detailed measurements using pages of 21 and 22 KB

Table 2 presents some of the possible settings when 2 KB are dedicated to a single
mini-page for the part.name column, using ppm. For instance, if the page is
4 KB long, and each textual field occupies 40 characters, there would be enough
space in the page for 230 records. For each record, 8.9 bytes of compressed data
are used by the name field and another 8.9 bytes of compressed data are used
by the fields of the remaining columns. In general, the amount of space left for
other compressed columns is reasonable, especially if we consider a small amount
of columns or columns that are well compressed, such as numeric values. Besides,
more space for the remaining columns can be used by reducing the number of records
stored or increasing the page size, as the table shows. What is worth noting here is
that, if gzip is used instead of ppm, only 68 % of the records would fit in a page,
under the same conditions described in the table. If the textual values are not
compressed at all, the amount is reduced to 22 %. The difference is significant, and
should not be overlooked when deciding whether it is worthy to compress textual
values and which compression method to use.
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Page Size Text Length # of Records Text Compression Space Left

4 096 40 230 8.9 8.9
4 096 60 153 13.3 13.3
4 096 80 115 17.8 17.8
8 192 20 460 4.4 13.3
8 192 40 230 8.9 26.7

Table 2. Some settings considering PAX with a 2 KB mini-page reserved for a textual
column compressed with PPM

7.4 How Other LZ Based Methods Impact Compression

The previous sections showed that gzip is not a compelling approach for the com-
pression of page-fitting messages. It is usually faster than the alternatives for large
files. However, there are no remarkable differences in efficiency when files are small.
Here we extend this analysis by comparing additional LZ based methods. The al-
gorithms are presented below:

lzf (version 3.6): This method is a LZ77 variant. One of its features is that the
distance/length codes produced are not further compressed using any kind of
entropy encoding. Therefore, it is a fast method, especially for decompression.
However, compression rate is usually compromised.

zstd (version 0.8.2): This is another LZ77 variant, recently proposed by Yann
Collet at Facebook [6]. The entropy encoding stage is done by a fast method
based on the asymmetric numeral systems (ANS) theory [8]. The author claims
that zstd is very efficient and achieves acceptable compression.

We have also evaluated gzip with different settings. This method can be tuned
by allowing the compressor to spend more time inside the sliding window trying to
find longer patterns to encode. A parameter value ranging from 1 to 9 defines how
much effort should be spent. Smaller values means the search is faster, at the cost
of a reduced compression. The default value (6) represents a balance between high
compression and an acceptable response time. The two extremes (1 and 9) were
included in the experiment, so we can verify how much compression is possible and
how fast the method can be.

Table 3 brings the comparison, when compressing the part.name column, con-
sidering small messages (that fit in a regular page) and long messages. There are
remarkable differences between the two scenarios. The first thing to notice is that
the non-lz methods tested are not suited when messages are long. Despite the fact
that they reach a low bpc, the processing time is much higher than the lz alterna-
tives. Also, gzip-1 is an interesting choice for long messages. It is practically twice
as more efficient that gzip standard for compression time, and compression is only
6 % worst. Decompression time is similar, as the processing is pretty much limited
to copying symbols from the window to the output. lzf is a little faster, as there is
no entropy decoding involved.
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Measure Size [KB] ppm bzip2 gzip gzip-9 gzip-1 zstd lzf

bpc 21 1.78 2.05 2.58 2.58 2.74 3.01 3.73
comp. [b/ms] 21 43 43 46 47 47 54 49
decomp. [b/ms] 21 41 46 46 47 46 54 49
bpc 27 1.16 1.25 2.06 2.06 2.33 2.28 3.02
comp. [b/ms] 27 229 752 1 407 1 408 2 458 2 084 2 637
decomp. [b/ms] 27 177 1 300 2 751 2 776 2 781 2 326 2 912

Table 3. Comparison between lz based methods and non-lz based methods

What is worth noting is that, when messages are small, the compression and
decompression time of all methods are levelled, and the compression achieved by ppm
and bzip2 are substantially better. In fact, ppm is particularly appealing. It is 15 %
better than the second best (bzip2) and 31 % better than the best lz based method
(gzip). The combination of outstanding compression and competitive execution
time (even for decompression) makes it a strong candidate for the compression of
page-fitting columnar data.

8 CONCLUDING REMARKS

In this paper we analysed the compression of textual values from column-oriented
data stored in page layouts based on DSM and PAX. We have seen that the difference
in terms of number of records that fit in a page is significant when comparing the
compressed and uncompressed format. This is even more important if we consider
that CPUs are getting much faster compared to memory bandwidth. We argue
that reducing the transfer load at the expense of having to decompress data before
actually using it is an attractive trade-off.

Some of the current solutions for text compression are based on variants of the
LZ method. This is a great alternative when dealing with long messages, since
it is able to associate high compression with low execution time. However, our
experiments show that other methods need to be taken into account when messages
are short. This is the case if we consider that compression is devoted to single pages,
and pages are small enough to make the bzip2 and ppm compelling approaches.

With respect to ppm specifically, besides the applicability to text, we believe
it is possible to leverage compression when dealing with short fields by adjusting
the way probability is computed, especially if the fields follow a regular structure,
even in the presence of outliers. For instance, dates and currency fields are expected
to have the same symbols appearing at determined positions, and a probabilistic
model is able to map this relation. This example is not only a topic we intend to
further investigate, but it supports our claim that there are indeed data types that
are not effectively covered by light-weight compression methods. Textual data types
columns are some of them, and some others also exist.
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Abstract. The paper addresses the self-healing aspects of the monitoring systems.
Nowadays, when the complex distributed systems are concerned, the monitoring
system should become “intelligent” – as the first step it can guide the user what
should be monitored. The next level of the “intelligence” can be described by the
term “self-healing”. The goal is to provide the capability that a decision made
automatically by the monitoring system should force the system under monitoring
to behave more stable, reliable and predictable. In the paper a new monitoring
system is presented: AgeMon is an agent based, distributed monitoring system
with strictly defined roles which can be performed by the agents. In the paper
we discuss self-healing in the context of monitoring. When the self-healing of the
monitoring system is concerned, a good example is the case where it is possible to
lose the monitoring data due to the storage problems. AgeMon can handle such
problems and automatically elects substitute persistence agents to store the data.

Keywords: Monitoring, self-healing, distributed systems, reliability, high availabil-
ity

Mathematics Subject Classification 2010: 68-M14, 68-M15

1 INTRODUCTION

Nowadays computer systems become more and more complicated. This statement
is especially up-to-date when the distributed systems are concerned. The number
of distributed systems is rapidly growing. A good example for this trend is cloud
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storages and cloud computing. A few years ago those terms were known only to
a limited number of people who worked in IT industry or to scientists. Today,
solutions which use clouds are available broadly for different kinds of end-users.

Complex distributed systems can be built with the components which cooperate
together in order to achieve common goals. The monitoring of such components is
especially challenging. Decomposition of a system results in a need in distributing
the monitoring system itself. Moreover, the complexity of applications requires that
the monitoring system provides some aspects of ‘intelligence’ – it should be possible
to guide the user about what is the most optimal way of monitoring.

The most complex monitoring systems that are currently available are able to
work in an autonomous way. It means that some or most of the operations are
executed without user interaction. A monitoring system based on observations of
an application can decide what action should be taken – for instance if any other
monitoring should be performed or if a user interaction is required.

Similarly to clouds, terms like High Availability and Fault Tolerance are becom-
ing very popular. The solutions which combine both High Availability and High
Performance Computing (HPC) are becoming available for much more users [20].
This change drives changes in monitoring systems. The question is: how can a Highly
Available application be monitored?

Increasing the complexity of a monitoring system results in a higher probability
of faults in a system. In such a situation, the system should recover from a fault.
In other words, it should be able to perform self-healing. Healing can be also
considered from a perspective of an application. A good monitoring system in
addition to a regular monitoring can provide a way of healing the application. Based
on predefined rules, the system could take an action to help the application – for
instance to restart its components or disconnect a failed resource.

There is a big number of monitoring systems available on the market. Unfortu-
nately, the existing solutions do not provide all the features which are required by
some of the modern applications. The existing monitoring systems:

• are sometimes used to monitor highly available applications or systems but they
are not themselves highly available or fault tolerant,

• do not provide self-healing capabilities,

• are hard to deploy and complex to use,

• usually manifest problems when it comes to integration with applications (in
order to heal the application).

In order to monitor a highly available application, monitoring system should also
be highly available. This will minimize the risk of loosing important monitoring data
gathered at system runtime.

The main objective of our research is to verify whether self-healing techniques
can be used to build highly available and reliable monitoring systems needed for
developing and maintaining highly available applications.
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In order to achieve this goal, we introduce a new model of monitoring system.
The model provides:

• self-healing capabilities which will help to implement high availability require-
ments; the system cannot loose any monitoring data gathered during a moni-
toring session,

• distributed, loosely-coupled architecture – the design of the system should be
based on a distributed architecture, the system should be able to monitor dis-
tributed applications,

• autonomicity – it should be possible to define and deploy the rules and actions
which will be executed automatically by the monitoring system,

• capability of integration with an application – the model should allow for in-
tegrating the monitoring system with an application in order to: heal it, or
to provide monitoring data which can be used by an application in its regular
functioning.

We have built a new monitoring system called AgeMon that was used to evaluate
the proposed solution. This name will be used in further paragraphs of this paper.

The main objectives of the research are as follows:

• analyze different aspects of the High Availability and Self-Healing,

• evaluate if Self-Healing concepts can be used to provide High Availability solu-
tions,

• select the best Self-Healing techniques which can be used in the monitoring
systems,

• create a reusable and generic model of a Self-Healing monitoring system,

• create a prototype of monitoring system which will provide self-healing com-
ponents. It should be possible to reuse these components in other monitoring
systems.

The rest of the paper is organized as follows: Section 2 introduces the key
concepts related to self-healing and reliability. Section 3 brings an overview of the
challenges faced when monitoring the modern distributed systems. The motivation
for a new monitoring system is introduced. Section 4 describes the architecture and
implementation of the AgeMon system; later on, the HA and self-healing concepts
in the context of monitoring systems. Section 5 presents the results of the system
tests. The last section summarizes the paper.

2 RELATED WORK – RESEARCH BACKGROUND

There exist a considerable number of monitoring systems for distributed environ-
ments available on the market, some being more domain-adjustable like
SemMon [22], while others are more specialized. Some of the monitoring systems
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are very well known and de-facto became industry standards, like Nagios [23] or
Ganglia [24]. Various monitoring systems are described at the end of this section.
We are going to start with introduction to some key concepts that are important to
understand before deep diving into self-healing monitoring systems.

2.1 High Availability

The availability of a system determines if the system is able to provide the required
service. When a service cannot be used by the user, it is said that there is an outage
in the system. Downtime is duration of a time when the system is unavailable [17].
Highly Available (HA) system is designed to avoid losses of a service by reducing
failures and downtimes of the system. System availability can be measured and is
usually expressed as a percent of time when the system is available in a particular
year. A system which provides 99.999 % percent of availability is considered as
a high-availability system (the term five-nines is also used). The downtime of such
a system should not take more than 5.5 minutes per year.

High Availability systems are reactive – emphasis is on a failover and a re-
covery [18]. In addition, continuously available systems group applications with
a proactive approach. Such systems try to detect and prevent errors in advance.

2.2 Self-Healing

Self-healing is the ability of a system to recover from a failure state. Additionally,
a self-healing system should be able to perceive that its own operation is not cor-
rect [8]. A healing action can be performed in an autonomous way or could require
a user intervention (assisted-healing systems).

Self-healing [12] is also considered in the context of self-managing autonomic
systems. In such systems human operator takes on a new role. He/she does not
control the system in a direct way. Instead, the user defines general rules and policies
that guide the self-management process.

The key questions when self-healing is concerned is whether the healing can
be done automatically (self ) or with a user interaction. In this paper, self-healing
is understood as an action which should not involve any manual user interaction
during the failure detection and recovery. Therefore, a system with the self-healing
functionality should also be autonomous (self-healing components of the system
should be autonomous).

An automaticity of the system does not exclude a user interaction, for instance
in a system setup. While the failure detection and recovery should be completely
automatic, human interaction may be needed to define high level rules for decision
making, templates, to define data sources, properties, etc. [13, 25].

In Figure 1 a state diagram of a self-healing system is presented [8].
There are three states of the system from the self-healing perspective. The most

desirable state is a normal, healthy state. The system in this state works correctly,
and should fulfil all the requirements. Nevertheless, the system should periodically
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Figure 1. State diagram of the self-healing system

check its own state. It can be done by analyzing application logs. Additionally,
the system needs to manage the state of its redundant components and maintain
diversity – these tasks can result in failure detection, but the main intention is to
keep the system healthy.

In addition to the tasks used to maintain a healthy system, there are tasks
which are used to detect a failure in the system. There are multiple strategies here,
for instance used to detect the missing components ([9, 10, 11]) or perform system
monitoring [14].

A failure itself is a manifestation of an error caused by a system fault [3]. There
is a number of classifications of errors. For instance, it is possible to classify software
faults based on the circumstances needed to trigger an error [4, 5].

When a failure in the system is detected, the system is recognized as a bro-
ken one. Self-healing systems should be able to recover from this state, to heal
themselves. One of the major concepts used here is the redundancy of components.
With this approach, in case of a failure of a component, other components can take
the responsibility of the failed component. It may decrease the performance of the
system, but the system will continue to operate.

In loosely coupled environments, an additional problem is to detect a malicious
fault, known also as the Byzantine Generals Problem. In order to solve such types
of problems, a voting procedure should be implemented.

Other solutions for recovery are typically very specific to a particular system.
Multiple attempts have been made to structure these problems. For instance, in one
of the approaches, healing is done through cooperation between components. This
type of recovery is becoming very popular [15, 16].

In addition to a normal and a broken state, a degraded state can be introduced.
The system in this state can be considered working, but some of its functions could
be limited. For instance, a performance indicator could be significantly degraded. If
no action is performed immediately, the degraded state can be quickly turned into
the broken state. As an example, let us consider an application which uses 99 % of
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memory. It is very probable that the system will fail soon, if no action to free the
memory is performed.

2.3 Reliability

In general, software reliability is a probabilistic measure which can be defined as
probability that software faults do not cause a failure during specified time [19].
From a mathematical point of view, it can be defined as the following function [19]:

R(t) = Pr{T > t} =
∫ ∞
t

f(x) dx (1)

where R(t) = reliability, T = working time without failure, t = required (as-
sumed/specified) working time without failure, f(x) = failure probability density
function.

From the industry perspective, there are two major metrics that are used to
evaluate the reliability of a software:

• Mean Time Between Failures (MTBF) – elapsed time between failures in the
system. This assumes that the system can be recovered (manually or automati-
cally) from the failure (or the failure does not affect the overall functionality of
the system).

• Failure Rate – frequency of the failures in the system.

The following equation defines correlation between MTBF and Failure Rate (λ):

MTBF =
1

λ
. (2)

Measuring the reliability is especially useful during the process of developing
software. It can be used as a metric determining the current state of software
and see if there are improvements during different phases of testing (unit testing,
acceptance testing, integration testing, soak and stress testing).

2.4 Existing Monitoring Systems

Over years a considerable number of monitoring facilities were released. Below we
give an overview of some representative monitoring systems.

2.4.1 Ganglia

Ganglia [24] is a scalable distributed monitoring system. It is deployed on more
than 500 clusters over the world. It is designed to work in the high-performance
computing like clusters and Grids. Its hierarchical design is based on the federation
of clusters. Inside the cluster communication uses the multicast, while the com-
munication between clusters within the federation is based on tree point-to-point
connections.
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Ganglia provides some aspects of high availability system. For instance, it is
possible to specify multiple sources for the data in the gmetad components. It is
used to failover in case one source in invalid. It is very scalable, but it does not
provide advanced self-healing capabilities, and it is not possible to integrate this
system with the monitored system in order to heal the system.

2.4.2 Autopilot

AutoPilot [26] provides an infrastructure for real-time, adaptive monitoring of dis-
tributed applications/systems. This monitoring tool can adaptively apply the data
reduction based on the fuzzy logic. Autopilot allows also optimizing the application
at runtime as the result of the application state observed by the monitoring system.
This could also be used to heal the monitored system.

Autopilot is based on the Pablo Toolkit. It supports rule definition and some
basic concepts of healing the application. It does not ensure high availability (it has
a single point of failures) and does not provide any self-healing capabilities. It is also
quite hard to use. The sensors and, especially, monitor tasks, need to be created
from scratch for any new application. It does not support a common monitoring
infrastructure like JMX.

2.4.3 GEMINI

GEMINI [27] is a Grid monitoring framework that fulfils space between resources
monitoring components and monitoring services clients. GEMINI combines applica-
tions, infrastructure and Grid middleware resources monitoring by providing unified
interfaces for data sources. As for monitoring, GEMINI performs measurements
using a set of loadable modules called sensors which retrieve monitoring data by it-
self or using external, legacy applications for this purpose. GEMINI was developed
within the K-Wf Grid Project but it is not intended to cooperate with this Grid
system only; the idea behind providing a generic framework is that it could be easily
adapted to various Grid environments. GEMINI is written in Java and is based on
the Globus Toolkit libraries and services.

Monitors and sensors provide web-services which can be used by the clients to
access the data. This solution allows developers to write extensions in an easy way.
While GEMINI is very flexible, it does not allow for interactions with the monitored
system. It is not a high availability system and it does not provide self-healing
capabilities.

2.4.4 Aksum and JavaPSL

Aksum [28] is part of the Askalon [29] project, aiming to simplify the development
and optimization of applications that can harness the power of Grid computing.

Aksum automatically searches for performance bottlenecks based on the con-
cept of performance properties. In contrast to many existing systems, performance
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properties are normalized (values between 0 for the best case and 1 for the worst
case), enabling the user to interpret the resulting performance behaviour.

Aksum is highly customizable, which allows the user to build or define an own
performance tool. Performance properties are defined in JavaPSL [30], and may be
freely edited, removed from or added to Aksum in order to customize and speedup
the search process. The performance properties found can be grouped, filtered, and
displayed in several dimensions as long as more experiment data become available.

The Askalon is focused on monitoring workflows of the applications deployed
on the grid. It uses Globus infrastructure, therefore it is not possible to simply
deploy this monitoring tool outside the grid. It does not provide an infrastructure
to dynamically call the application logic, therefore its healing functionality is limited.
It does not provide self-healing.

2.4.5 SemMon

The SemMon [22] is a monitoring system for distributed applications which enables
adaptive monitoring. It is focused on monitoring distributed Java applications, but
it can also be used to monitor OS specific capabilities.

The system is able to learn what is important to monitor in the current situation.
The knowledge is gathered based on the previous user decisions. For instance, if the
user decides that in the current state of the system, a specific capability needs to be
monitored, the system will store this information, and use it in future to help the
user or start the measurement automatically.

The definition of the monitoring capabilities (the capabilities which can be mon-
itored by SemMon like CPU usage, number of threads) and metrics are expressed
with the semantic description. They are described in the ontology, which brings
an additional abstraction layer and could be used to improve the adaptation of the
system. Based on the semantic dependencies between metrics, the system can au-
tomatically provide a hint to the user what needs to be monitored in the specific
situation.

The SemMon system is a complete implementation of a robust system with se-
mantics, which is not biased to any kind of underlying ‘physical’ monitoring system,
giving the end-user the power of intelligent and computer-aided monitoring features
like automatic metrics selection and collaborative work. On the other hand, it is
not a high-available system. It has several single points of failures – e.g. reasoners
or database with results. In addition, it does not provide any self-healing features.

2.4.6 Dynamic Monitoring Framework

Dynamic Monitoring Framework [32] is a solution which tends to address multiple
challenges related to monitoring of the SOA based products. Service Oriented Archi-
tecture (SOA) is an architecture approach used in a wide area of solutions. It focuses
on implementing business requirements as a service. One of the biggest advantages
of such an architecture is the ability to support frequent changes of the requirements
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at runtime. For instance, it is possible to update a specific service without shutting
down other services. It is also possible to change dependencies between services at
runtime. While this approach addresses a lot of business challenges, it also adds
complexity to the management and monitoring layers.

The Dynamic Monitoring Framework provides an interesting capability – ability
to monitor a dynamically changing environment. Unfortunately, it does not provide
any self-healing capabilities.

3 MONITORING SYSTEM MODEL

The model of monitoring system under discussion is designed to be based on the
distributed, agent-based architecture. The distribution of the system enables the
system to be more flexible and allows to dynamically fit into a complex monitored
system. Since the monitored systems are often distributed, or even the monitoring
system is used to monitor distributed values (like network flow) the distribution of
the monitoring system becomes one of the most important requirements.

The distributed monitoring system usually consists of the following components:
monitoring service/sensor and the user interface used to present the monitoring data
to the user. It could be extended by additional components like database used to
persist results or rule engines used for decision making based on the monitoring
results.

One of the possible implementations of the distributed architecture may involve
the agent-based approach [7]. This type of architecture brings a lot of values to the
system. For instance, the scalability of an MAS system is provided very naturally.
If one needs to have more resources in the system it is all about adding additional
instances of agents. A similar situation is with concurrency. MAS systems are
designed to be flexible and adaptable to the changing environment.

In addition, the attributes which are usually [6] discussed when MAS are con-
cerned are fault-tolerance and reliability. The system does not have a single point
of failures. The reliability is achieved collectively by all the agents of the system.

The main goal for the system model under discussion is not focused on the fully
autonomous agents. Therefore, in the first implementation of the system, agents will
have a limited extent of autonomy. Due to that limited autonomy, the reasoning
coordination can be simplified. At the same time, in the AgeMon we address some
of the common challenges with the agent based approach: communication between
agents, cooperation or problem decomposition are the aspects that are implemented
in the system. The agents are physically distributed, and need to cooperate in
order to achieve the monitoring goals. Therefore the system under discussion is
a distributed and multi-agent system.

3.1 Self-Healing, Distributed Monitoring System Architecture

The design of the monitoring system with the self-healing capability is considered
at the very first stage. In fact, this requirement is the driver of the design.
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There are two main requirements which need to be addressed by high-level design
in order to provide self-healing of the monitoring system:

• redundancy of key components,

• high availability of the communication layer.

The redundancy of key components is the basic concept when the high avail-
ability feature is implemented. The redundancy is usually realized by physical or
programmatic duplication of the resources/components in the system. This is a sim-
ple and straightforward approach used in different systems. Unfortunately, it has
a huge disadvantage – it does not scale. For instance, if we have a system with
2 database components, and 2 oracles, addition of four more components to provide
duplication would not impact the overall system performance. But in case there are
50 database components adding more 50 ones just to fulfil a redundancy paradigm
could drastically degrade the system performance.

The redundancy of components is a key concept that needs to be introduced
when the high availability is considered. Unfortunately, it is not enough – it is
possible that the system consists of duplicated components, but these components
cannot communicate with each other. Therefore, the communication layer between
components/agents in the system should also feature high availability.

The design of the system under discussion should address these issues. The
new monitoring system – AgeMon is intended to provide self-healing capabilities
together with allocating the resources dynamically depending on the system state.
The redundancy of the components should be available, but should only be used
when no other way of providing high availability is feasible.

The AgeMon system is a distributed, agent based, self-healing monitoring sys-
tem. The key concept in the system are roles– which are used to group functionality.
For instance, the persistence role groups all the functionalities related to storing
monitoring data in a persistent way. Use of this approach will simplify design and
implementation and will also help define the best self-healing techniques for each
role.

All the agents in the system are able to perform one or more roles. There are
five types of the roles:

Monitoring Role – used to retrieve monitoring data and interact with the moni-
tored system,

GUI Role – interacts with the system administrator and displays monitoring data,

CLI Role – enables advanced capabilities used by the system administrator,

Persistence Role – stores monitoring results in a persistent way (e.g. in a data-
base),

Rule Role – dynamically reacts on changes in the system environment and per-
forms actions based on the monitoring results.

To provide the dynamic self-healing capability in a scalable way, the roles
can be automatically enabled or disabled by the agent in response to changes
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in the system. This is a very important aspect of the system – it is not re-
quired to have duplicated agents/roles since it is possible to start a new role only
when needed. The communication between agents is based on a reliable messag-
ing protocol. The stub of the protocol is provided by the Agent Communication
Layer.

A sample deployment diagram is given in Figure 2.

Persistence

Computer with

an Application

Computer with

an Application

Agent A

Agent B

/ _
?

?

Agent C

/ _

Agent D

Agent E

GUI

Rule

Monitoring

CLI

Figure 2. AgeMon System – a sample deployment

In this example scenario, two applications are going to be monitored. The
arrows in the diagrams present the flow of the monitoring results which are sent
between agents. There are two agents with the monitoring role enabled – A and B.
Agent B is monitoring one application while the second agent is used to monitor
two applications. The monitored data is sent to other agents. In the example,
agent C is concurrently performing two roles – Rule and Persistence. It will be
used to store the monitoring results in the database. At the same time the agent
can perform user-define checks to test if the monitoring results should trigger an
action. Agent D is also used to store the monitoring results in the database. In
addition to this, it can present the monitoring data to the user. The agent E
can be used by the system administrator to validate the state of the monitored
system.

The above simple example illustrates some key-concepts of the system. It is
possible that more than one role is performed by a single agent. On the other hand,
it is possible that in the system there are more agents performing the same role.
The agent is able to send monitoring results to more than one agent.

The next subsections provide a description of the Roles in the AgeMon System.
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3.2 Monitoring Role

The monitoring role is used to retrieve the data from the monitored system and to
interact with that system. Agents which perform this role act like sensors – they
periodically ask for a new monitoring value and deliver it to the monitoring system.
There are two types of measurements which can be done by the monitoring role:
OS-related measurements and application specific measurements.

In the Java world, the Java Management Extensions (JMX) is a broadly accepted
industry standard for monitoring and managing Java Applications [1, 2, 21]. This is
not limited to the application – JMX can be used to monitor an Operating System,
Networks or Devices. AgeMon utilizes this flexibility – support for JMX based
monitoring is built-in. It is also possible to integrate it with other monitoring
environments.

User is meant to select what he/she wants to monitor (select a monitoring ca-
pability) and create a monitoring task through a GUI. A monitoring agent will send
a monitoring value to the destination agent(s) at the predefined intervals. Agent is
also capable of buffering the results – it is possible to define the size of the packet
used to send the data.

Whenever the monitoring data cannot be sent to the destination agent an elec-
tion of a substitute agent (failover) will be triggered.

While probing the system under monitoring can be considered a fundamental
task of the monitoring role – participation in handling the ,feedback’ procedure
enables the healing of the monitored system.

Currently the system supports two direct ways of passing the information to the
monitored system. With the first one the AgeMon system can call a method on
an MBean. The MBean should be registered in the default platform MBean server.
With the second way, the call can be performed on any static method defined by
the user.

3.3 GUI Role

The GUI role is used to present monitoring data to the user. It is also meant to
perform administrative tasks – for instance to define and deploy rules. The other
rules provide important capabilities like persistence or healing, but it is possible to
use the basic features of the monitoring system without them. On the other hand
when the monitoring role and GUI role are not present, the system cannot operate
in an efficient way.

The central point of the GUI role is Agent Graph. It is a directed graph
where each vertex represents an agent connected to a monitoring group, and each
edge shows a monitoring connection created between two agents. It represents
a publisher-subscriber dependency between two agents, therefore it is always di-
rected. It is designed to execute a bunch of actions directly from a graph – for
instance it is possible to stop an agent, create a monitoring and visualisation.
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The Monitoring Component allows the user to select measurable capabilities,
define a monitoring name or specify a polling interval. In addition, as a result of the
creation of a monitoring task, a monitoring link between two agents is established.

The Rule Component provides an ability to create, manage and delete the rules.
It can be only displayed in the context of the Rule Agent. A detailed description of
the Rules is provided in Section 3.4.

Managing of the Persistence Agent can be done through the Persistence Com-
ponent. The main functionality provided by this component is focused on enabling
the browsing of the monitoring data in a straightforward way. It is possible to list
measurement results and filter them, e.g. by a monitoring name.

The Visualisation Component allows the user to create and manage visualisa-
tions. It enumerates the available monitoring sessions and allows the user to create
a new visualisation or attach to the existing one.

Figure 3. Example visualisation – two measurements: CPU utilization and memory usage
are presented on the same chart

A sample visualisation is presented in Figure 3. It presents an ability to dis-
play different monitoring results on one chart. In this example CPU Usage and
the Free Physical Memory is presented at the same time. Due to it, the chart
contains two different vertical axes – one per each capability. This component pro-
vides more advanced options like a dynamic scale, dynamic rendering, zooming or
printing.
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3.4 Rule Role

The Rule role introduces automation into the system. This is a very important
feature, especially when complex, distributed systems are under monitoring. The
user will not be able to capture all the issues, as well as to check all the results in
every minute over a long period of time. Carefully designed and implemented rules
will introduce a lot of new functionalities without additional cost.

A short definition of the Rule states that Rules are used to identify a change
in the state of the monitoring and monitored systems. For instance, it can identify
that a new Agent is attached. It can be also used to detect that CPU usage is
higher than 70 %. This definition is not complete, and will be extended later in this
section.

In order to react to the changes, a Rule is always connected with an appropriate
Action. The action is executed by the Rule when the criteria defined by the Rule
are met. There are multiple types of actions; most of them will be described later
in this section.

The system provides two types of rules: Value Expression Rule and System
Event Rule. The first one can be used to monitor the value of a selected capability,
for instance to react if the CPU usage is higher than 90 %. It is possible to create
a rule condition using Java Script language.

Another type of rules is the System Event Rule which allows to react on the
changes occurring in the Monitoring System. For instance, it is possible to monitor
whenever an agent is attached or detached to/from the system.

In order to react, AgeMon provides five different actions out of the box (it is
also possible to define new actions). The first, simplest action is a Console Action.
When this action is triggered, the message will be logged to a log file. A more
complex action is Email Action. When it is triggered, an email message will be sent
to a predefined email address.

The next action available in the AgeMon system provides the ability to run
an external command. When an ExecuteScript action is defined, the user can provide
the name of a script and path with the location of the script.

The next two actions are used to directly interact with the monitoring system.
They allow for execution of a specified code from the monitored system – depending
on the action’s type, the processor will execute a static method or invoke a method
on an MBean.

Typically, a rule is deployed in a single Rule Role. This is the most common
situation, but AgeMon provides a second type of rule deployment called the coop-
erative mode which brings the high availability functionality. In this mode, the rule
is deployed in multiple Rule Agents. Agents are able to synchronize the evaluation
and execution of the rules, so the action will be executed only once. The following
assumptions for the cooperative mode are listed below:
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• All the Rule Roles Agents have a running instance of the Cooperative Rule
(CR). Running means that the rule is executed against the monitoring data on
each of the agents.

• When the rule condition is met, only ONE role executes a Cooperative Action
(CA). The election algorithm will be used to select an agent which can perform
a CA (the algorithm is similar to the one used in finding the substitute agent).

• If the CA fails due to the internal reasons (e.g. not because of the exceptions
thrown from the monitored system) a next agent will try to re-execute a CA.

• All the roles have to have access to the monitoring data used in a definition
of the condition. This means that whenever a rule is deployed, the additional
monitoring links need to be created automatically.

• If a new rule agent joins the network, the CR will be automatically deployed
on it and the corresponding monitoring links will be created.

3.5 Persistence Role

The Persistence Role is used to store the monitoring results in a persistent way. By
default, this Role will use an in-memory database. Due to this reason, it is not
needed to install any third-party applications in order to enable persistence.

3.6 CLI Role

The CLI Role is the second role used by the user to interact with the Monitoring
System (and System Under Monitoring). This role is complementary to the GUI –
it will provide additional capabilities for the advanced user, while some of the other
features will only be available in the regular GUI. For instance, with the CLI it
will not be possible to create a visualisation instance, whereas it is meant to enable
creating customized queries used to export the monitoring data.

3.7 Communication in the System

Messaging is the key concept of the system. Agents interact with each other by
exchanging the messages. The system uses a state-of-the-art communication library
which is built by analogy to a stack. The bottom layer introduces a discovery
of all the agents in the same group. Multicast as well as gossip server(s) can be
used to detect members of a group. The low-level communication protocol is also
implemented in this layer. All the messages are exchanged in a reliable way. The
system allows to use point-to-point communication as well as point-to-many. In the
second approach, a message is sent with the UDP/multicast protocol. Thanks to
that messages are sent in single operation to all agents. This reduces the network
usage in contrast to plain TCP protocol. At the same time, additional components
built on top of protocol ensure reliability (e.g. failure detection, retransmissions
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etc.). Due to the discovery protocol, it is possible to start the system in a typical
environment without any additional configuration.

The second layer of the communication library brings an agent abstraction which
simplifies sending the messages to the agent. The agents’ topology is reflected in
an object-oriented fashion. An agent object contains methods to send messages as
well as to subscribe for possible notifications.

The top layer defines the monitoring capabilities of the system. As mentioned
above, the communication between agents is based on exchanging the messages:
there are more than 40 types of them, gathered into two groups: foundation messages
and regular messages.

The library is highly extensible, it is allowed to define new types of messages
as well as corresponding processors. The library can also be used in other systems,
since it is not specific to the system under discussion.

3.8 Logging in the System

Having a mechanism for correct logging of the events in the application is an im-
portant feature of any modern systems. It can be used to validate the state of the
system as well as to track the issues that occurred during runtime.

AgeMon uses the log4j library, by default logging only important messages that
are presented on the console. It is possible to enable a very detailed logging and
redirect it to files. In order to reduce performance degradation when tracing is
enabled, the logging system uses an asynchronous appender. It is also possible
to rotate logs. Nevertheless in case a full, detailed logging is enabled, it may have
a significant impact on the agent performance. During the conducted tests, when the
TRACING level of the logger is enabled, CPU utilization was up to 50 % higher than
when the default logging settings are used. Tracing is very detailed – it is possible
to see the details of each message that is exchanged as well as all connections that
are being made on the TCP/UDP level.

In addition to the regular logging, it is possible to easily integrate the system
with more centric logging environments that can be used to profile the performance
of the system. We have successfully used logstash (for pushing data), elastic (as
data storage) and kibana (presentation & BI layer) to store and analyse AgeMon’s
performance.

4 HIGH AVAILABILITY AND SELF-HEALING

The AgeMon was designed as a self-healing, high availability monitoring system.
It is used as a proof-of-concept to verify which techniques can be used to build
self-healing monitoring systems. Below we outline the key-features implemented in
AgeMon which enable high availability and self-healing.
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4.1 Automatic Discovery

The automatic discovery of all the agents in the group has an impact on the high
availability. It is not required to have any kind of central registry where all agents
have to be registered – therefore there is no single point of failure. The automatic
discovery can be also considered as one of the self-healing techniques. Agent, which
is detached from a group due to a network issue, is able to automatically re-attach
to the group when the issue is resolved.

4.2 Reliable Transport Protocols

The protocols used by the AgeMon system are reliable. This means that the trans-
port layer will notify other layers that the message has been or has not been delivered
successfully to the recipient. The successful delivery means that the recipient sent
back the ACK information in order to confirm that the message had been received.
The reliability of the protocol provides also additional features like preserving the
correct order of messages or enforcing the coherency of messages.

4.3 Network Failures Tolerance

The AgeMon system can operate when there occurred a network failure. The first
line of defence is the ability to cache the messages in the designated buffer on the
agent side. If the monitoring results cannot be sent to the destination agent, the
results will be stored locally and a second phase of resolving the problems will be
triggered – finding a substitute agent (it will be described later in this section).

4.4 Lack of Single Point of Failure

The single point of failures is usually the biggest pain point which prevents the
system from being highly available. There are two aspects of dealing with single
points of failure:

• avoid the problem by introducing the correct design decisions. The Agent-
based approach guarantees that the system is decentralized. All the agents are
homogeneous, except the roles. On the other hand, the roles can be dynamically
started in order to resolve the issues in the system.

• add redundancy for the components. Whenever it is not possible to avoid the
problem, all important components should be duplicated.

4.5 Roles Redundancy

Where it is not possible to avoid the single point of failure, one of the solutions is
to enhance redundancy in the system.
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AgeMon is by its nature agent-based, and all the agents are the same – the only
difference between the agents are the roles which they play. There are multiple ways
of achieving the redundancy in the AgeMon System. The first one is quite simple
and is presented in Figure 4.

Computer 1

Persistence Role

?

Rule Role

Monitoring Role A

System 

Under

Monitoring

Monitoring Role A

Computer 2

Persistence Role

Computer 3

Rule Role

Figure 4. Redundancy of key components in AgeMon system

In this example, AgeMon is used to monitor the OS specific values. All the
agents are duplicated – there are two monitoring agents, two persistence roles and
two rule roles. The agents are running on different computers in case of a physical
failure.

While AgeMon supports duplication of the agents, it has several disadvantages.
The complexity of deployment is very high in case of multiple monitoring agents, and
requires a lot of redundant connections. It requires a significantly higher network
bandwidth. Therefore this type of deployment is not recommended and in most
situations it is not needed.

AgeMon provides much more sophisticated solutions which enable high avail-
ability deployment – for instance it can automatically respond on changes in the
system and add the redundancy ‘on-the-fly’ by electing the substitute agents. This
approach is described in the next subsection.

4.6 Substitute Agents – Failover

The Agents Substitution is a key feature implemented in AgeMon, which enables
high availability in the Monitoring System. It is used to elect the substitute agent
that will persist the data in the database while the original destination agent is
down. Figure 5 depicts an example usage.

In this example (Figure 5 a)), the user wants to monitor two OS capabilities:
CPU Usage and Memory Usage. After some period of time Agent 2 is killed (Fig-
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ure 5 b)). The system detects such a situation and starts the failover procedure
which consists of two steps.

In the first step (Figure 5 c)) the monitoring agent creates a local buffer where
the monitoring data will be stored until the problem is resolved. This prevents from
losing any monitoring data.

The second step is focused on finding the substitute agent that can handle the
monitoring data. The election algorithm is used in order to fulfil this task (it is
possible to use different election policies). The failover monitoring link will be
automatically created and the monitoring data will be sent to the selected substitute
agent (Figure 5 d)).

At the same time, the rule agent was configured to monitor the state of the
monitoring agent. Since Agent 2 was killed, it sends an email to the administra-
tor. After some time, Administrator was able to free some space, and restart the
persistence agent (Figure 5 e)). The failover link will be deleted, and all the new
monitoring data will be sent directly to Agent 2.

In the last step of the failover/substitution algorithm the monitoring data stored
in the Substitute Agent (Agent-4) is transferred to the original destination agent
(Figure 5 f)). After this step, Agent 2 contains the complete and coherent monitoring
data.

The substitute agents are an important piece of the AgeMon system. Owing to
the election algorithms, the system can provide high availability capabilities. It can
also be considered as a self-healing strategy. While this technique does not lead to
a complete system recovery, it helps with resolving the problem. The monitoring
data will never be dropped if at least one agent can function.

4.7 Advanced Rules – Self-Healing

The rules can be triggered if the state of the Agent Group is changed, for instance,
when one of the agents is down. This simple rule can be used to define complex
actions and enable self-healing of the monitoring system. For instance, the system
can detect that one of agents is detached. Based on the log entries, the system can
decide that the agent is down due to the system restart, and try to start it again
(e.g. by executing a remote command on the server).

This is one of examples – of course, since there is no limitation for external
scripts, there are plenty of possible self-healing actions, starting with restarting
the network adapter to solve connectivity issues between agents, to ending with
removing the logs to gain free space. All these cases can be already allowed for
AgeMon.

4.8 High Availability/Self-Healing Strategies – A Summary

The roles performed by the agents have different requirements from the high avail-
ability perspective. For instance, we can use redundancy to setup the Monitoring
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Role. The Persistence Role can also be setup redundantly, but it will not be effi-
cient from the disk usage perspective. A similar problem is when the Rule Role is
concerned – the same rule can be executed on multiple agents in parallel, but the
action can be triggered only on one agent.

Due to these reasons for each Role type, a different High Availability strategy
should be used:

Monitoring Role – for this type of the role, the best strategy is to combine both
agent redundancy and self-healing actions. The redundancy of the agent’s in-
stances will decrease the probability of failure. Even if such unexpected situation
occurs, the self-healing rules and actions can restart the problematic agents.

Rule Role – the cooperative rules should be used for the high availability environ-
ment. These rules can be executed/evaluated in parallel. The AgeMon system
will ensure that the action will be performed only by one instance of the agents.

Persistence Role – the approach with Substitute Agents is the best when this type
of the role is considered. In case of any type of failure (agent failure, connection
failure) the AgeMon system will elect the substitute agent which will be used to
persist the data. This will prevent from losing any monitoring results.

GUI Role and CLI Role – these types of the roles do not need to have a separate
high availability mechanism. They are not storing important data and do not
have any automated processing which should be parallelized.

Due to the roles approach used in AgeMon it is possible to develop different
high availability algorithms for different requirements. As is evident, each rule has
a different nature of operating and requires a different treatment in order to enable
high availability. Splitting the functionalities into the roles encapsulates them and
provides a good stub for implementing specific high availability algorithms.

5 SYSTEM TESTS

The first part of this section that is dedicated to testing the AgeMon System is
focused on High Availability. We will verify if the system can be used if some of its
components fail. These types of tests are referred to as destructive tests. We will
use them to validate if the self-healing techniques used in the AgeMon system are
good enough to ensure High Availability.

In the second part of the section, performance tests are presented. These types
of tests are used to determine the responsiveness and stability of the system under
different values of load. The performance tests deliver information about the scal-
ability or reliability of the system. They are followed by a description of the tests
which were used to verify what is the minimum time in which the system can react
to changes in the monitoring system.
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5.1 Self-Healing Tests/High Availability Tests

In order to verify the High Availability of the AgeMon, two types of tests were
executed. The first group consists of a set of destructive tests. These tests attempt to
cause a failure in some components (e.g. random components, critical components)
in order to verify the robustness and reliability of the system. The second type of
the tests which were executed is the soak test. It is used to verify if the system
works correctly under significant load over a significant period of time.

Figure 6. Process of the election of a substitute agent

In the first test, a system that consists of 50 agents was under observation.
A half of the agents were executing monitoring scenarios, while others were used to
persist results. The configuration of the agent allows all agents to perform a persis-
tence role.

The test simulates a failure in the persistence agent. The self-healing mechanism
implemented in the AgeMon should detect this situation and try to elect a substitute
agent which can be used to persist monitoring results until the original agent is
available.

The election procedure (Figure 6) starts when a monitoring agent is not able to
send a message to a destination agent. Owing to the Agent Communication Layer,
each agent possesses the list of the active agents. If the destination agent is not
present, the election procedure is started (the election procedure is also started if
there was a failure when sending the message). At the same time all the messages
with monitoring results are stored by the agent in a local cache. The messages will
not be lost as long as there is a free memory space. A single message typically
needs 1–2 kB – it means that it is possible to keep half a million messages with
a 1 GB heap size.

At the moment of 28 ms after the failure was detected, a request to start an elec-
tion process is sent to all the agents in the group. The agent processes the request,
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and based on the election policy it responds with the information which will be used
to elect an agent from the group. The monitoring agents are waiting for all responses
(or until a predefined time elapses). An average response time was between 120 and
180 milliseconds. After all the data is collected, the agent elects a substitute agent
and advertises this information to all agents. All messages cached in the monitoring
agent are sent to the elected agent.

4 s0 1 s 2 s 3 s 5 s
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database structure 

is verified
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Figure 7. Operations performed after Persistence Agent is recovered

The second test scenario covers a situation when Monitoring Agent failed (e.g.
due to the machine restart) and needs to be restarted. It presents the capability of
the monitoring system to auto-detect failures in the agent group and the flexibility
of a rule agent to execute a customized script.

For this scenario (Figure 7), a group of 20 agents is prepared. A half of the
agents are performing monitoring, 9 ones are persisting data and one is used as
a rule agent. There is one rule deployed in the system – this rule will execute
an external script in case one of the agent is detached. The script is used to connect
to the remote sever where the Monitoring Agent is installed and will try to execute
the restart script.

During the test, Monitoring Agent was killed with kill -9 command. After
about 100 ms, Rule Agent was notified by the Transport Layer about a missing
agent. During the next 140 ms the agent was executing a bash script. Monitoring
Agent was started after additional 50 ms. Therefore, the total time when the agent
was down is 295 ms. After additional 170 ms all agent’s services were started again,
and the agent was reconnected to the group.
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5.2 Reliability

The total number of the messages sent during all tests is higher than 40 million.
There were different tests conducted – we tested the system under regular load,
then we performed a stress test of the system. After that the destructive tests were
conducted followed by the soak test.

In all these tests, we verified the reliability of the system (together with testing
other non-functional requirements like performance or scalability). These tests are
very promising – there was no single monitoring message missing. The system
could work with reduced performance (e.g. when load was too high) but we did not
observe any dropping messages. The tests evidence that transport layer is reliable –
all messages were delivered. In case there was a problem with network, the message
was not acknowledged – and it was retransmitted again.

There are only two cases when isolated messages can be lost. The first one can
occur when there is a failure in a monitoring agent before the message was broad-
casted to the other agents. The second situation happens when there is a failure
of the persistence agent during message processing (but before it is persisted in
the database). The theoretical solution for this problem assumes that the persis-
tence agent should acknowledge to the monitoring agent the fact that the message
is persisted. If there is no ACK message, the monitoring agent can try to:

1. retransmit the message, or

2. start an election procedure to find a substitute agent.

The drawback of both solutions is that it could reduce the overall performance of
the system (additional synchronization in the monitoring agent, additional message
in the communication layer). Therefore, we did not decide to implement it.

Fortunately, the system architecture allows avoiding both situations. For in-
stance, to avoid losing the messages in the monitoring agent we proposed duplica-
tion of those agents. The same idea applies to the persistence agents. Of course this
type of the deployment should only be considered when persisting all messages is
critical. The conducted tests have proved that losing a message is very unlikely to
happen.

There was no single message lost in all the tests – all messages (10 M during
destructive tests and 32 M during soak tests) were successfully delivered.

5.3 Performance Tests

To test the performance of AgeMon, a sample testing environment was prepared.
In this setup, there are multiple monitoring agents (the exact number depends on
the specific test scenario) installed on multiple-machines. They are monitoring CPU
usage. The monitoring data is sent to one persistence agent – the interval between
each send operation (we call delay) is defined in a scenario.

By measuring the total time of the test and comparing it with the expected
time, it will be possible to calculate overheads. If the overheads are high (cannot
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be explained by network delays or serialization/deserialization of the messages) it
means that the persistence agent was not able to process so many requests.

In all the test scenarios the following servers/computers were used (connected
with Gigabit Ethernet):

• 5 × SunOS 5.10, 48 GB of memory, 2 × Intel R© Xeon R© CPU X5650 @ 2.67 GHz
(later referred to as Sun),

• 5 × Linux RedHat 5.5 (Tikanga), 30 GB of memory, 24 × Intel R© Xeon R© CPU
X5650 @ 2.67 GHz (later referred to as Linux),

• 1×Windows 7 Enterprise, 16 GB of memory, 1× Intel R© CoreTMCPU i5-3527U
@ 2.30 GHz (4 cores) (later referred to as Win7).

During the test some principal performance metrics were gathered like CPU Us-
age, Memory Usage, Threads Count, and Garbage Collector executions. The system
was monitored with a second instance of the AgeMon system running on different
ports with a different agent group. This second ‘monitoring’ system instance was
built with multiple monitoring agents and one persistence agent. The monitoring
data was extracted through a GUI agent.

Some 12 tests with different numbers of agents and messages were performed in
order to measure the differences between ‘ideal processing’ and the observed perfor-
mance. We assume here that more than 20 % difference between ‘ideal processing’
and the actual performance should be considered unacceptable.

The results were confronted with the ‘ideal processing’. The ideal processing
was calculated based on the number of messages and the delay between sending
the messages. It does not include any network delays or time used by the agent to
persist the data. Therefore, the ideal processing cannot be reached in a live system.
On the other hand, in a high performance system, the results should be close to the
ideal ones.

In order to verify if the performance of the Persistence Agent is correlated with
the number of agents, different types of configurations were used. Figure 8 presents
the results of the tests. The figure depicts the differences between the ideal situation
and the observed results (the difference is marked by pink and red colour). We can
draw multiple conclusions:

• The performance is directly related to the number of messages to be processed.
A huge amount of messages results in longer processing delays of each message.

• Persistence Agent can process 950 messages with acceptable performance. Tests
with more than 950 messages show a performance degradation (the difference
between ‘ideal processing’ and the observed performance was more than 20 %).

If AgeMon is used in an environment with a large number of messages (greater
than 1 000 messages per second), the performance may be unacceptable. In order
to resolve this issue, the user has two possible ways: multiply the number of the
persistence agents or deploy a persistence agent in the environment with a more
powerful CPU.
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The tests results show that the system can be used to persist a big number
of messages per second. One persistence agent can successfully process over 1 000
messages per second – it should be enough for most of the monitoring cases.

In order to verify the scalability of AgeMon, some additional tests were per-
formed. In this test scenario a large number of agents were used. The first cycle of
the test started with one persistence agent and 20 monitoring agents. The monitor-
ing agents send messages to the persistence agent every 25 ms. In the next cycle the
number of persistence agents and monitoring agents is increased. For each cycle,
the performance of the system is measured. The results are given in Figure 9.

The AgeMon system can scale horizontally – as described above, the CPU could
be regarded as the biggest bottleneck. Therefore, in order to increase the number
of messages that can be processed by the system, the user may consider adding new
agents running on dedicated physical machines.

System can scale to a greater extent than that presented in Figure 9, but due to
the resource limitations we were not able to conduct more extensive tests. In order
to estimate if the system can be used in a deployment scenario with a significantly
greater number of agents instantiated we measured the overhead of the messages
that were not used to exchange the monitoring data.

From the high-level perspective, the agents exchange two types of messages. The
first group consists of messages used to transfer monitoring data between agents (in
a typical case among the monitoring agents and persistence agents). Another type
of messages is used to synchronize, detect failures and keep up-to-date the group of
agents. These messages are vital to keep the group of the agents together within
a single monitoring system.

Fortunately, the overhead generated by these messages is almost negligible. In
our tests, these messages were responsible for 3 % of the network traffic, and 8 % of
CPU. Based on that, we can draw a conclusion that the system should be able to
handle at least 12 times more agents (up to 1 200) in a single group compared to
the maximum number of agents used in the tests.

5.4 Latency in the System

Below we discuss two test scenarios which were executed to measure the latencies
in the AgeMon system. The first one is quite interesting – it answers the question:
“How long it takes the system to make a decision based on the state of the System
Under Monitoring?” The second test is important as well, since it is used to check
when the monitoring data is persisted.

The average decision time (Avgdt) is one of the most important aspects of Age-
Mon. It defines the time which is required to take a decision. This factor describes
what the maximum speed of changes in the monitored system is, which can be
successfully detected and allows the system to make a correct, healing decision.

If the monitored system is faster than Avgdt, the monitoring system may not be
able to make a correct decision. An action made by the system could not be accurate
to the prevailing conditions. In the test scenarios the observed decision in the system
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was performed 36 milliseconds after a change in the measured capability had been
observed.

In the next scenario, the persistence time was measured. The goal was to mea-
sure the average time between receiving the monitoring value and storing this in-
formation in the monitoring agent. The configuration in this scenario is similar to
what was introduced in the previous test. The only difference is that a persistence
agent is substituted for the rule agent. In this scenario the time needed to commit
will be measured.

The tests show that the Monitoring Agent requires 33 milliseconds to send a mes-
sage to the Persistence Agent. After additional 11 milliseconds the message is com-
mitted to the database by the Persistence Agent. The full process took 47 milli-
seconds.

The system can operate with millisecond-long latencies. The system requires
36 ms to make a decision and 47 ms to commit a result into the database. Prior to
defining the rules, network tests need to be performed (e.g. with the PING command)
in order to measure the latency.

The biggest contribution to the latency is caused by the message serialization.
It is planned to be improved in the next versions of the system (the message can be
constructed in a binary form instead of the use of the standard Java Serialization
mechanism).
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6 CONCLUSIONS

The main goal for our research was to design a model and evaluate the algorithms
and techniques which can be used to build a highly available monitoring system.
In the paper a set of approaches has been described. Our work focuses also on the
practical verification of the requirements. In order to do this, a new monitoring
system called AgeMon was developed. This system uses an agent based, distributed
approach. Each agent can perform different roles in the system. A role groups
similar functionalities.

Role is an important concept to build a highly available, self-healing system,
since different functionalities need different strategies to solve the problems related
to high availability. The Persistence Role in the system uses substitute agents to
persist data when one of the agents fails. The Rule Role can cooperate with other
roles to provide a reliable way of executing the actions. The Monitoring role can be
dynamically restarted in case of a failure.

The model lacks any single point of failure. The communication between agents
is based on a reliable and fast protocol and provides auto-discovery. Due to it, there
is no need to have a gossip/rendezvous server. Each component in the system could
be redundant, but it is not a “must”.

The system is a proof of concept for a more generic model. This model can be
applied to build high availability systems (it does not apply only to the monitoring
systems). Such concepts like roles, communication layer, and agent abstraction can
be successfully applied in other systems.

The monitoring mechanism used by the AgeMon is very flexible. By default
it can be used to monitor OS and any Java application. If such an application
uses JMX to provide monitoring information it can be automatically used by the
AgeMon. For any other type of monitoring, an appropriate adapter needs to be
developed. In order to implement such an adapter, a single interface needs to be
implemented.

An important part of the monitoring system is providing visualisation of the
results. Charts in AgeMon support a single or multiple sources. Owing to this it is
possible to compare two different measurements (e.g. CPU or memory) on a single
chart. It is possible to zoom, scroll and print charts.

The system supports multiple types of rules and actions. AgeMon provides built-
in rules like “agent attached”, “agent detached” and rules based on the monitored
value. It is also possible to create a custom rule by providing an implementation of
a particular interface in Java. Similarly, some number of built-in actions is avail-
able (console, email, execute script, execute static call) while other actions can be
implemented by the user.

The system is fully distributed. The system supports different types of deploy-
ment – for instance it is possible that a large number of agents are installed on a single
computer. It is also possible to have one agent per physical machine. Agents can be
distributed across a local network. The distribution over WAN or Internet is also
supported. In this case the tunnelling and gossip servers need to be used.
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The Persistence Role provides the persistency of monitoring results. AgeMon
provides an in-memory, relational database out of the box (HSQL). If needed, other
SQL or NoSQL databases [31] can be used.

The system can be extended and integrated with the monitored application or
other monitoring systems in a straightforward way.

The use of AgeMon is very facile. It does not require any configuration or
sophisticated deployment. The system is built inside one file (a jar file) and no
installation is required. In the default configuration (default agent group, in memory
database) no changes to the configuration is needed – the user can start agents which
will automatically discover themselves and build the monitoring system.

To summarize, it is possible to build a high-available monitoring system. The
designed self-healing approach can be very helpful in achieving this goal.

Novel concepts introduced. The AgeMon system is one of the first designed and
implemented monitoring systems with self-healing capabilities. It is also a highly
available system; it does not have a single point of failure and supports the redun-
dancy of all its components.

The model used to build the system, which is based on roles, can be used to build
other self-healing systems. This approach can be applied to other types of applica-
tions, so it is not limited only to the monitoring systems. The self-healing strategies
defined in the model can be successfully used for other types of the components.

One of the most important achievements of our work is the evaluation of a num-
ber of HA and self-healing strategies. Different problems require different solutions,
the role-based approach helps with identifying similar functionalities with the same
healing strategies.

Additionally, the communication model designed for the system can be adopted
and used in many other applications with distributed components. It supports
auto-discovery, reliable and efficient communication. The model is built with three
different layers – a physical communication layer, an agent layer, and a monitoring
layer. The monitoring layer can be easily adapted to support other types of messages,
specific to a system under design.
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help and to Mr. Pawe l Koperek for inspiring discussions. The research presented in
this paper received financial support from AGH University of Science and Technol-
ogy Statutory Project.

REFERENCES

[1] Perry, J. S.: Java Management Extensions: Managing Java Applications with JMX.
O’Reilly, 2002. ISBN 0-596-00245-9.



454 W. Funika

[2] Fleury, M.—Lindfors, J.: JMX: Managing J2EE with Java Management Exten-
sions. Sams Publishing, 2002. ISBN 0-672-32288-9.

[3] Laprie, J. C. (Ed.): Dependability. Basic Concepts and Terminology. Springer-
Verlag, New York, 1992, doi: 10.1007/978-3-7091-9170-5.

[4] Gray, J.: Why Do Computers Stop and What Can Be Done About It? Technical
Report 85.7., Tandem Computers, 1985, pp. 17–19.

[5] Rentschler, M.—Kehrer, S.—Zangl, C. P.: System Self Diagnosis for In-
dustrial Devices. Proceedings of 18th IEEE International Conference on Emerging
Technologies and Factory Automation (ETFA 2013), September 10–13, 2013, doi:
10.1109/ETFA.2013.6648019.

[6] The Complex Adaptive Systems (CAS) Group: Multi-Agent System. http://wiki.
cas-group.net/index.php?title=Multi-Agent_System, 2011.

[7] The Intelligent Software Agents Lab. http://www.cs.cmu.edu/softagents/intro.
html.

[8] Ghosh, D.—Sharman, R.—Rao, H. R.—Upadhyaya, S.: Self-Healing Systems –
Survey and Synthesis. Decision Support Systems, Vol. 42, 2007, pp. 2164–2185, doi:
10.1016/j.dss.2006.06.011.

[9] George, S.—Evans, D.—Marchette, S.: A Biological Programming Model
for Self-Healing. First ACM Workshop on Survivable and Self-Regenerative Systems
(SSRS ’03), 2003, pp. 72–81, doi: 10.1145/1036921.1036929.

[10] Aldrich, J.—Sazawal, V.—Chambers, C.—Nokin, D.: Architecture-Centric
Programming for Adaptive Systems. Proceedings of 1st Workshop on Self-Healing
Systems (WOSS ’02), 2002, pp. 93–95, doi: 10.1145/582128.582146.

[11] Dabrowski, C.—Mills, K. L.: Understanding Self-Healing in Service Discov-
ery Systems. Proceedings 1st Workshop on Self-Healing Systems (WOSS ’02), 2002,
pp. 15–20, doi: 10.1145/582128.582132.

[12] IBM. The IBM Autonomic Computing Initiative: http://www-03.ibm.com/

systems/z/os/zos/features/sysmgmt/autonomic/index.html.

[13] Raz, O.—Koopman, P.—Shaw, M.: Enabling Automatic Adaptation in Systems
with Under-Specific Elements. Proceedings 1st Workshop on Self-Healing Systems
(WOSS ’02), 2002, pp. 55–60, doi: 10.1145/582128.582139.

[14] Blair, G. S.—Coulson, G.—Blair, L.—Duran-Limon, H.—Grace, P.—
Moreira, R.—Parlavantzas, N.: Reflection, Self-Awareness and Self-Healing in
OpenORB. Proceedings 1st Workshop on Self-Healing Systems (WOSS ’02), 2002,
pp. 9–14, doi: 10.1145/582128.582131.

[15] Georgiadis, I.—Magee, J.—Kramer, J.: Self-Organizing Software Architec-
tures for Distributed Systems. Proceedings 1st Workshop on Self-Healing Systems
(WOSS ’02), 2002, pp. 33–38, doi: 10.1145/582128.582135.

[16] de Lemos, R.—Fiadeiro, J. L.: An Architectural Support for Selfadaptive
Software for Treating Faults. Proceedings 1st Workshop on Self-Healing Systems
(WOSS ’02), 2002, pp. 39–42, doi: 10.1145/582128.582136.

[17] Weygant, P. S.: Clusters for High Availability: A Primer of HP Solutions. Prentice
Hall, 336 pp., 2001. ISBN 978-0-13089-355-0.

https://doi.org/10.1007/978-3-7091-9170-5
https://doi.org/10.1109/ETFA.2013.6648019
http://wiki.cas-group.net/index.php?title=Multi-Agent_System
http://wiki.cas-group.net/index.php?title=Multi-Agent_System
http://www.cs.cmu.edu/softagents/intro.html
http://www.cs.cmu.edu/softagents/intro.html
https://doi.org/10.1016/j.dss.2006.06.011
https://doi.org/10.1145/1036921.1036929
https://doi.org/10.1145/582128.582146
https://doi.org/10.1145/582128.582132
http://www-03.ibm.com/systems/z/os/zos/features/sysmgmt/autonomic/index.html
http://www-03.ibm.com/systems/z/os/zos/features/sysmgmt/autonomic/index.html
https://doi.org/10.1145/582128.582139
https://doi.org/10.1145/582128.582131
https://doi.org/10.1145/582128.582135
https://doi.org/10.1145/582128.582136


Use of Self-Healing Techniques for Highly-Available Distributed Monitoring 455

[18] Richards, M.: The Secret to Bulding Highly Available Systems. No Fluff Just Stuff,
Vol. 2, 2011, No. 5. http://wmrichards.com/ha.pdf.

[19] Goel, A. L.: Software Reliability Models: Assumptions, Limitations, and Applica-
bility. IEEE Transactions on Software Engineering, Vol. 12, 1985, pp. 1411–1423, doi:
10.1109/TSE.1985.232177.

[20] Longbottom, C.: Make a High-Performance Computing and High-Availability
Datacentre. Computer Weekly, 2013. http://www.computerweekly.com/feature/
Making-your-datacentre-fit-for-high-performance-computing-and-high-

availability.

[21] Oracle: Java Management Extensions (JMX) Technology. http://www.oracle.com/
technetwork/java/javase/tech/javamanagement-140525.html.

[22] Funika, W.—Godowski, P.—Pegiel, P.— Król, D.: Semantic-Oriented
Performance Monitoring of Distributed Applications. Computing and Informatics,
Vol. 31, 2012, No. 2, pp. 427–446.

[23] Nagios Web Site: https://www.nagios.org/.

[24] Ganglia Web Site: http://ganglia.sourceforge.net/.

[25] Shehory, O.—Martinez, J.—Andrzejak, A.—Cappiello, C.—Funi-
ka, W.—Kondo D.—Mariani, L.—Satzger, B.—Schmid, M.: Self-Healing
and Recovery Methods and Their Classification. In: Andrzejak, A., Geihs, K., She-
hory, O., Wilkes, J. (Eds.): Proceedings Dagstuhl Seminar 09201 “Self-Healing and
Self-Adaptive Systems”, May 10–15, 2009, Dagstuhl, Germany, Schloss Dagstuhl –
Leibniz-Zentrum fuer Informatik, Germany, 2009. ISSN 1862-4405.

[26] Ribler, R. L.—Vetter, J. S.—Simitci, H.—Reed, D. A.: Autopilot: Adap-
tive Control of Distributed Applications. Proceedings of the Seventh Interna-
tional Symposium on High Performance Distributed Computing, July 1998, doi:
10.1109/HPDC.1998.709970.

[27] Balís, B.—Bubak, M..— Labno, B.: GEMINI: Generic Monitoring Infrastruc-
ture for Grid Resources and Applications. Proceedings of the Cracow ’06 Grid Work-
shop “The Knowledge-Based Workflow System for Grid Applications”, ACC Cyfronet
AGH, Krakow, 2007, pp. 60–73.

[28] Fahringer, T.—Seragiotto, C.: Automatic Search for Performance Problems
in Parallel and Distributed Programs by Using Multi-Experiment Analysis. In:
Sahni, S., Prasanna, V. K., Shukla, U. (Eds): High Performance Computing –
HiPC 2002. Springer Verlag, Lecture Notes in Computer Science, Vol. 2552, 2002,
pp. 151–162.

[29] Fahringer, T.—Jugravu, A.—Pllana, S.—Prodan, R.—Seragiotto,
C. Jr.—Truong, H.-L.: ASKALON: A Tool Set for Cluster and Grid Comput-
ing. Concurrency and Computation: Practice and Experience, Vol. 17, 2005, No. 2-4,
pp. 143–169, Wiley, Inc., 2005.

[30] Fahringer, T.—Seragiotto, C.: Performance Analysis for Distributed and Par-
allel Java Programs. IEEE International Symposium on Cluster Computing and the
Grid (CCGrid 2005) 2005, http://dps.uibk.ac.at/local/conferences/ccgrid/
2005/pdfs/115.pdf.

http://wmrichards.com/ha.pdf
https://doi.org/10.1109/TSE.1985.232177
http://www.computerweekly.com/feature/Making-your-datacentre-fit-for-high-performance-computing-and-high-availability
http://www.computerweekly.com/feature/Making-your-datacentre-fit-for-high-performance-computing-and-high-availability
http://www.computerweekly.com/feature/Making-your-datacentre-fit-for-high-performance-computing-and-high-availability
http://www.oracle.com/technetwork/java/javase/tech/javamanagement-140525.html
http://www.oracle.com/technetwork/java/javase/tech/javamanagement-140525.html
https://www.nagios.org/
http://ganglia.sourceforge.net/
https://doi.org/10.1109/HPDC.1998.709970
http://dps.uibk.ac.at/local/conferences/ccgrid/2005/pdfs/115.pdf
http://dps.uibk.ac.at/local/conferences/ccgrid/2005/pdfs/115.pdf


456 W. Funika

[31] Ga̧siorowska, K.—Tryba la, D.—Funika, W.: Storage of Monitoring Data in
NoSQL Database. Procedia Cracow Grid Workshop ’16, Krakow, ACC CYFRONET
AGH, Krakow, 2016, pp. 39–40. ISBN: 978-83-61433-20-0.
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Abstract. If the control system besides the standard control functions also realizes
the functions (known as safety functions), failures of which can influence safety of
the controlled process, then the control system may be a source of risk for assets,
that are within the scope of the controlled process. Early detection of these failures
and subsequent negation of their effects can have a significant influence on the
safety integrity level of the safety function and thus also on the elimination of
risks related to the controlled process. Therefore, the diagnostics is the means
which, if appropriately applied, can increase not only the availability, but also the
safety of the control system. The paper deals with using the homogeneous Markov
chains to influence the evaluation of on-line diagnostics on the hardware safety
integrity of the safety function, depending on the application method of several
simultaneously operating diagnostics mechanisms and their basic parameters – the
failures diagnostic coverage coefficient and the failure diagnostics time.
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1 INTRODUCTION

There are many cases in industry, when the controlled process can be a source of
a significant danger that can result in personal injury, environmental damage or other
undesirable consequences. If the risk related to the controlled process is bigger than
the acceptable risk, then it is necessary to use appropriate measures to minimize
this risk at least to the acceptable risk level [1, 2]. One of the technical measures
is also the use of safety functions (SF), that are implemented by the safety related
control system (SRCS). SF is function (risk reduction measure), that is intended to
achieve or maintain a safe state for the equipment under control (EUC), in respect
of a specific hazardous event [1].

From a safety point of view it is important to detect and negate any dangerous
failure as soon as possible (negation – enforcement of a safe state following the de-
tection of a failure). As the dangerous failure (in this paper) is considered the failure
that causes the SRCS transition into a dangerous state or increases the probability
of the SRCS transition into a dangerous state. The failure detection and subse-
quent negation of the failure consequences have significant influence on the safety
integrity level (SIL) of the SF [1, 12, 13]. Therefore, the SRCS generally contains
on-line functional diagnostics in addition to on-line test diagnostics (the SRCS is
automatically on-line tested), especially if SFs are implemented with the SIL3 or
SIL4 [4, 15].

To analyze the failures consequences on the hardware safety integrity, the meth-
ods that were originally intended for the analysis of the reliability – RBD (Reliability
Block Diagram) and FTA (Fault Tree Analysis) are very often used. However, these
methods do not allow a complex influence assessment of multiple properties of the
SRCS on the hardware safety integrity of the SFs, which are realized by the SRCS.
From this point of view, it is more appropriate to use for example the methods using
the continuous-time Markov chain (CTMC), either alone [3, 14], or in a combination
with the discrete-time Markov chain (DTMC) [6]. Also it is possible to use other
methods, for example methods based on the Petri nets [7, 8, 9].

The publications, dealing with the failures on-line diagnostics influence on the
hardware safety integrity, generally consider only one failure detection mechanism
that operates continuously in time [5, 9, 15]. The failure detection mechanism,
which operates discreetly in time, is considered only in case of periodic maintenance
or repair of the system [4, 9, 10, 11, 16]. However, in practice it is possible that
the SRCS contains more mechanisms for the failures detection, which vary by their
parameters and the character of the activity. This paper deals with the analysis
of the simultaneous operation of several mechanisms of the failures detection and
their influence on the hardware safety integrity of the SF. The usage of the proposed
method is presented on the SRCS with dual structure based on composite fail-safety
with fail-safe comparison.
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2 MARKOV CHAINS

Let us consider a stochastic process that fulfills the Markov property

Pr {X (t) ≤ x | X (t0) = x0, X (t1) = x1, . . . , X (tn) = xn}

= Pr {X (t) ≤ x | X (tn) = xn}

where X(t) is the random variable, t ∈ T (T is the time range) is the time parameter
and is valid, that 0 ≤ t0 < t1 < · · · < tn < t.

If the value, which is acquired by X(t), is called state and if the set of states is
countable, then Markov process forms the Markov chain (MC). We distinguish two
basic types of the MC:

• discrete-time Markov chain (DTMC);

• continuous-time Markov chain (CTMC).

The MC can be homogeneous or nonhomogeneous. In this paper a premise is
accepted that the considered MC are homogeneous.

For the homogeneous DTMC the transition probability of the system from state
i to state j can be calculated as the conditional probability, that the system in time
t = n+ 1 goes to state j, under the condition, that the system in time t = n was in
state i, i.e.

pij = Pr{Xn+1 = j | Xn = i}. (1)

The homogeneous DTMC is completely defined, if the transition matrix (2) and the
initial distribution (3) are defined.

P = (pij) for i, j ∈ {1, . . . ,m}, (2)

−→
P0 =

−−−−−−→
P0(t = 0) = {p1(t = 0), p2(t = 0), . . . , pm(t = 0)} (3)

where
−→
P0 is the initial distribution at time t = 0, pi(t = 0) is the probability of state

i at the time t = 0. The DTMC distribution in time t = k+ 1 for k ∈ {0, . . . , n} is

−−→
Pk+1 =

−→
Pk · P. (4)

For the homogeneous CTMC the transition probability of the system from state i
to j state can be calculated as the conditional probability, that the system in time
t = t + ∆t goes to state j, under the condition, that the system in time t was in
state i, i.e.

Pij(t+ ∆t) = Pr{X(t+ ∆t) = j | X(t) = i}. (5)

The homogeneous CTMC is completely defined, if the transition rate matrix (6) and
the initial distribution (3) are defined.

Q = (qij) for i, j ∈ {1, . . . ,m} (6)
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where qij is the transition rate from state i to state j and qii = −
∑m

j=1,j 6=1 qij is
the sojourn rate in state i. If the CTMC is homogeneous, the transition rates are
constant.

The CTMC distribution in time t can be calculated as a solution of the differ-
ential equations system (7) for the initial distribution (3)

−−−→
dP (t)

dt
=
−−→
P (t) ·Q. (7)

3 GENERAL VIEW ON THE FAILURES DIAGNOSTICS

The SRCS can contain one or more failure detection mechanisms. The failure de-
tection mechanism can be characterized by the failure detection time td and the
diagnostic coverage coefficient c. For the hardware safety integrity evaluation the
diagnostic coverage coefficient of the dangerous failures is relevant

cD =
λdD
λD

(8)

where λdD is the dangerous detectable hardware failure rate and c is the diagnostic
coverage coefficient and λD is the dangerous failure rate.

In general, it is valid, that λD = k · λ, k ≤ 1. If the value k cannot be exactly
proved for the application, it is necessary to choose the value k in accordance with
the requirements of the relevant standards for the applications area.

If the SRCS contains one failure detection mechanism, this mechanism in prin-
ciple can work by a schedule where the failure diagnostics operates:

• periodically and discreetly in time – always at the end of the diagnostic cycle
(Figure 1 a)), while tcd � ttd; tcd is the diagnostic cycle time (it can be identified
with the maximum time of the failure detection) and ttd is the operation time
of the failure detection mechanism (the testing time); or

• periodically and continuously in time (Figure 1 b)).

If the SRCS contains two failure detection mechanisms, it is necessary to assume,
that these mechanisms differ from each other by the failure detection time and the
diagnostic coverage of the failures.

Let the system contains two failure detection mechanisms:

• the “rapid”detection mechanism (RM), which is characterized by the detection
time tRd and the diagnostic coverage coefficient of the dangerous failures cDR;

• the “slow”detection mechanism (SM), which is characterized by the detection
time tSd and the diagnostic coverage coefficient of the dangerous failures cDS.

The Figure 2 shows the influence of these two diagnostics mechanisms on the
overall diagnostic coverage of the dangerous failures. It shows, that

λD = λuD + λdD R + λdD X (9)
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where λD is the dangerous failure rate, λuD is the undetectable dangerous failure
rate, λdD R is the dangerous failure rate, which are detectable by the RM, λdD X is
the dangerous failure rate, which are detectable only by the SM.

a) Periodically and discreetly in time b) Periodically and continuously in time

Figure 1. Operation of the failure detection mechanism

Figure 2. Diagnostic coverage of failures – two failure detection mechanisms

The probability of the failure detection by the SM, which was not detected by
the RM, can be calculated according to the equation

Px =
cD − cDR

(cD − cDR) + (1− cD)
=
cD − cDR
1− cDR

(10)

where cD is the diagnostic coverage coefficient of the dangerous failures, which are
detectable by the RM or SM and cDR is the diagnostic coverage coefficient of the
dangerous failures, which are detectable by the RM.

In reality it is necessary to assume, that some of the dangerous failures are
covered by both failure detection mechanisms and also that there can be a part
of failures, which are not covered by any failure detection mechanism. In gen-
eral, the diagnostic coverage of the failures covered by the SM can be significantly
lower than the diagnostic coverage of the failures covered by the RM, because the
SM may be intended for detection of certain failures, which are not detectable by
the RM.
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Generally, it is possible to say, that:

• cD > cDR; if cD = cDR, it does not make any sense to apply the SM and PX = 0;

• if cDR < 1 and at the same time cD = 1, then PX = 1.

If the SRCS contains more failure detection mechanisms, a simplified method
can be also used as the parameters estimation of the failure diagnostics, based on
pessimistic premise that

cD = max {cDi} for i =∈ {1, . . . , n},

tcd = max {tcdi} for i =∈ {1, . . . , n} (11)

where cDi is the diagnostic coverage coefficient of dangerous failures, which are
detectable by ith failure detection mechanism; tcdi is the maximum time of the
dangerous failure detection, which is detectable by ith failure detection mechanism
and n is a number of failure detection mechanisms.

4 THE HARDWARE SAFETY INTEGRITY
OF THE DUAL STRUCTURE

In practice, SRCS with dual structure based on composite fail-safety are often used
with fail-safe comparison. The standard [1] requires to realize the hardware safety
integrity evaluation not for the system, but individually for each SF. Due to clarity
reason of this paper it is assumed that the SRCS comprises two hardware identi-
cal and physically independent units – unit R and unit L (Figure 3), which con-
trol the EUC. Let both these units participate in realization of one SF and each
unit may contain several elements – for example sensors, logic, actuators. On this
premise, the dangerous state of the SRCS can be identified with dangerous failure
of the SF.

Figure 3. Block diagram of a general dual structure

In general, the SRCS with this structure has the RM, which is based on mu-
tual data comparison of the units R and L after each operation cycle (comparative
mechanism) and in many cases also the SM, which is focused on the failures, which
are not detectable by the comparative mechanism.
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As it is the dual structure with identical units, it is valid:

λL = λR = λ (12)

where λL is the hardware failure rate of the unit L and λR is the hardware failure
rate of the unit R.

5 THE DANGEROUS FAILURE PROBABILITY OF THE SF

In general, the SF can be performed in the low demand mode of operation or in the
high demand mode of operation (in continuous mode of operation) [1].

If the SF operates in the continuous mode, then as the dangerous state of the
SRCS is considered the state, which terminates the ability to realize its SF in com-
pliance with the safety requirements specifications. In this case, the analysis of the
SRCS failure consequences ends when the dangerous state is reached – it is necessary
to identify the dangerous state of the SRCS with the dangerous state of the EUC.

In this paper it is considered, that the SF operates in the continuous mode
and occurrence of the electronic elements failures can be regarded as the continuous
random process, which follows the exponential distribution law. It is also taken into
account the pessimistic assumption, that

λD = λ, cD = c, cDR = cR, cDS = cS (13)

where c is the overall diagnostic coverage coefficient of the failures, cR(cS) is the
diagnostic coverage coefficient of the failures covered by the RM (SM).

A. Influence of One Diagnostics Mechanism –
Continuous Mode of Operation

If the method based on the MC is used for the hardware safety integrity evaluation,
then for the dual structure (Figure 3) with hardware identical units can be used the
CTMC, which is shown in Figure 4.

Figure 4. The Markov model for the dual structure with the time-continuous failure de-
tection – continuous mode of operation and with one failure detection mechanism
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It is a simplified approach to the hardware safety integrity evaluation, which
can be used just when the SRCS has the failure detection mechanism. This failure
detection mechanism operates continuously in time and the SRCS operates in the
continuous mode.

The characteristic of the states in the model in Figure 4 is listed in Table 1.

State Characteristic

OK SRCS is functional; neither one unit has the failure.

2 Unit R or unit L has only the undetectable failures (one or more).

3 Unit R or unit L has the detectable failures (one or more); units can have also
the undetectable failures (one or more).

S The safe (dysfunctional) state – the state after detection and negation of the
failure. The EUC is in state, which is not dangerous.

D The dangerous state – both units have the failure.

Table 1. States of the model in Figure 4

The SRCS can go from the state OK to the dangerous state D on a trajectory,
which depends on the sequence of the failures occurrence and their detectability
(detectable or undetectable).

The characteristic of the transitions in the model in Figure 4 is listed in Table 2.

Transition Characteristic

OK → 2 Transition is realized, if the undetectable failure occurs in unit L or
unit R.

OK → 3 Transition is realized, if the detectable failure occurs in unit L or unit R.

2 → D Transition is realized due to the failure occurrence in the unit (L or R),
which is without failure.

2 → 3 Transition is realized due to the detectable failure occurrence in the unit,
which already has the undetectable failure.

3 → D Transition is realized due to the failure occurrence in the unit (L or R),
which is without failure.

3 → S Transition is realized due to the detection and negation of the failure
occurrence.

Table 2. Transitions in the model in Figure 4

The transition rate from the state 3 to the state S can be expressed by the
equation

δ =
1

td/2 + tN
(14)

where δ is the failure detection and negation rate, td is the failure detection time
(in this case td = tcd, where tcd is the duration time of one diagnostic cycle) and tN
is the time needed to the detected failure negation. Using the mean value of the
failure detection time is not accurate, but acceptable in practice [1, 2]. In case of
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the pessimistic approach, the transition rate from the state 3 to the state S can be
expressed by the equation

δ =
1

td + tN
. (15)

CTMC in Figure 4 can be described by the transition rate matrix (16) and the
differential equations system (17):

Q =


−2λ 2λ · (1− c) 2λ · c 0 0

0 −λ · (1 + c) λ · c 0 λ
0 0 −λ− δ δ λ
0 0 0 0 0
0 0 0 0 0

 , (16)

p′OK(t) = −2λ · pOK(t),

p′2(t) = 2λ · (1− c) · pOK(t)− λ · (1 + c) · p2(t),

p′3(t) = 2λ · c · pOK(t) + λ · c · p2(t)− (λ+ δ) · p3(t), (17)

p′s(t) = δ · p3(t),

p′D(t) = λ · p2(t) + λ · p3(t).

If in the time t = 0 the SRCS is in the state OK (Figure 4), then the initial vector

−−−−−−→
P0(t = 0) = {1, 0, 0, 0, 0}, (18)

and the dangerous state probability [5]

pD(t) = e−2λ.t − 1 +
2δ

(λ · c− δ) · (1 + c)
(e−λ·(1+c)·t − 1)

− 2λ2 · c
(λ · c− δ) · (λ+ δ)

(e−(λ+δ)·t − 1). (19)

If c = 0, then
pD(t) = 1− 2e−λ·t + e−2λ·t. (20)

If c = 1, then

pD(t) =
e−2λ·tλ · (δ − δ · e2λ·t + λ+ λ · e2t·λ − 2λ · e−(δ−λ)·t)

(λ+ δ)(λ− δ)
. (21)

At the latest in time, when the probability value of the state D achieves the crit-
ical limit (the maximum allowed value related to the acceptable risk), it is necessary
to terminate the SRCS operation and execute the proof-test. The influence of the
proof-test on the hardware safety integrity of the SRCS is described in [9, 10, 11, 16].
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If the SRCS operates in the continuous mode and the failures diagnostics oper-
ates periodically and discreetly in time – always at the end of the diagnostic cycle
(Figure 1 a)), then the diagnostics influence on the hardware safety integrity of the
SRCS can be modelled using the multi-phase Markov model – combination of the
CTMC and the DTMC.

The failures influence on the hardware safety integrity of the SRCS in time,
when the failure diagnostics mechanism is not active, can be described by the model
in Figure 5. The failures occurrence is continuous in time, but the failure detection
is not possible and therefore the transition from the state 3 to the state S is not
possible. The state S in the model in Figure 5 is mentioned only by the reason of
representation of a compatibility with the model in Figure 4.

Figure 5. The reduced CTMC model for the dual structure with the time-continuous
failures detection – continuous mode of operation and with one failure detection mechanism
in time, when it is not active

The model in Figure 5 can be described by the differential equations system

p′OK(t) = −2λ · pOK(t),

p′2(t) = 2λ · (1− c) · pOK(t)− λ · (1 + c) · p2(t),

p′3(t) = 2λ · c · pOK(t) + λ · c · p2(t)− δ · p3(t), (22)

p′s(t) = 0,

p′D(t) = λ · p2(t) + λ · p3(t).

The failure detection mechanism influence (Figure 1 a)) on the hardware safety
integrity of the SRCS provided, that td → 0 (theoretical, but acceptable assump-
tion) can be modelled using the DTMC (Figure 6) and described by the transition
probability matrix

P =


1 0 0 0 0
0 1 0 0 0
0 0 0 1 0
0 0 0 1 0
0 0 0 0 1

 . (23)
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Using the matrix (23), is possible to calculate the initial distribution for solution
of the differential equations system (22) for the next diagnostic cycle

−−−−−−−−→
Pn+1(t = 0) =

−−−−−−−→
Pn(t = tcd) · P (24)

where n is the test cycle order (n = 1 after putting the SRCS into operation),
−−−−−−−→
Pn(t = tcd) is solution of the differential equations system (22) with the initial dis-
tribution (18) in the time t = 0 or the initial distribution calculated according to (24)
in the time t = tcd (after the execution of nth test cycle).

−−−→
Pn(t) =

{
p
(n)
OK(t), p

(n)
2 (t), p

(n)
3 (t), p(n)s (t), p

(n)
D (t)

}
. (25)

The initial distribution for the next (n+ 1) cycle

−−−−−−−−→
Pn+1(t = 0) =

{
p
(n)
OK(t = tcd), p

(n)
2 (t = tcd), 0, p

(n)
3 (t = tcd) + p(n)s (t = tcd),

p
(n)
D (t = tcd)

}
. (26)

Figure 6. The DTMC model for the dual structure with the time-discrete failures diag-
nostics – continuous mode of operation and with one failure detection mechanism

B. Influence of Two Diagnostics Mechanisms –
Continuous Mode of Operation

If the SRCS contains two failure detection mechanisms, then it is possible to consider
various combinations of operation of these failure detection mechanisms according
to the parameters and the operation mode. Generally, it is such a combination of
the failure detection mechanisms, that one mechanism is intended for the detection
of the maximum number of failures in the shortest possible time interval (the RM)
and the second mechanism (the SM) is intended for the detection of a certain group
of failures, which are not covered by the first mechanism.
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The analysis of the failure consequences on the hardware safety integrity can
be based on the same principles as in the case of one failure detection mechanism.
Although it is possible to proceed in a number of ways, the most suitable are the
following ones:

1. If the failure detection time is approximately the same for both the mechanisms,
thus it is possible to proceed in such a way, as if the SRCS contains only one
failure detection mechanism with the diagnostic coverage coefficient, which can
be calculated according to the (10) (if the Px is unknown, is necessary to choose
Px = 0) and the failure detection time, which can be determined according to
the (11).

2. It is possible to divide the set of failures on two subsets (X, Y ) and make the
analysis for each of them separately. The final probability of the dangerous state

pD(t) = pDX(t) + pDY (t)− pDX(t) · pDY (t), (27)

provided, that the dangerous state occurrence probability in consequence of
the failures from the first subset pDX(t)does not influence the dangerous state
occurrence probability in consequence of the failures from the second subset
pDY (t) and vice versa.

3. If the tSd � tRd, it is possible to proceed in such a way, that the RM operates
continuously in time and the SM operates discretely in time.

If it is valid, that tRd � tSd � tproof (tproof is the maximum time value between
two proof tests; in extreme cases that can be identified with the useful life of the
SRCS), not only the failures diagnostics of the RM, but even the failures diagnostics
of the SM can be considered as the continuous-time process. Then the SRCS reaction
to the failures occurrence can be described by the CTMC, which is shown in Figure 4.

The transition rate from the state 3 to the state S (Figure 4) can be determined
according to the (14) or (15). If the failure is detectable by the RM, then td = tRd.
If the failure is detectable by the SM, then td = tSd. Real value of the td ∈ 〈tRd, tSd〉.
In case of pessimistic approach, it can be assumed, that td = tSd. The diagnostic
coverage coefficient of the failures can be determined according to the (10). The
dangerous state probability can be calculated according to the (19) for the time
interval t ∈ 〈0, tproof〉 and if the proof-test is perfect, this curve will be repeated
periodically [9].

6 THE EXPERIMENTAL RESULTS AND DISCUSSION

Let us suppose that the SF is implemented by the dual structure based on compos-
ite fail-safety with fail-safe comparison, as it is shown in Figure 3. The SRCS in
compliance with functional specification of the SF controls EUC. The unit R and
the unit L are hardware identical. Their failures rate λ = λL = λR = 2 × 10−5

h−1. The functional specification of the SF is irrelevant from the view of hardware
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safety integrity analysis of the SRCS. Let the supposed time interval, in which the
dangerous failure probability of the SF (pD(t)) will be calculated, be 1 year (it can
be, e.g., the time interval between the proof tests).

The SRCS operates in such a way that if the failure is detected, the safety
reaction is triggered and the SRCS transits to the state S (interruption of the SRCS
operation). The transition rate of the SRCS to the state S is determined according
to the (15).

A. One Failure Detection Mechanism

Let the SRCS have one failure detection mechanism with the diagnostic coverage
coefficient of the failures c = 0.99, which operates in such manner that the diagnostic
test is triggered every 0.5 h. The time duration of test and the time of reaction to
the failure is negligible with respect to the considered time interval 0.5 h.

If the SF is performed in continuous mode of operation and the diagnostic cycle
time (the failure detection time) is significantly less than the time between two proof
tests (tcd � tproof ), the dangerous failure probability of the SF can be calculated
according to the relation derived for the model in Figure 4. The time dependence
(pD(t)) is shown in Figure 7.

Figure 7. The dangerous failure probability of the SF; one failure detection mechanism;
continuous mode of operation – calculation using the CTMC model (Figure 4)

The dangerous failure probability of the SF can be calculated also using the re-
lations derived from models in Figure 5 and Figure 6 (CTMC/DTMC combination).
The time dependence pD(t) is shown in Figure 8 a). Modelling of the dangerous fail-
ure probability of the SF using the CTMC/DTMC combination is closer to reality,
but the calculation is significantly more time-consuming than in case of using only
the CTMC model.

Figure 8 b) shows only the shortened time frame of the dangerous failure prob-
ability of the SF calculated using the CTMC/DTMC, to achieve observability of
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the influence of the time-discreet diagnostic method on the monitored variable
−pD(t).

a) The whole time frame

b) The shortened time frame

Figure 8. The dangerous failure probability of the SF; one failure detection mechanism;
continuous mode of operation – calculation using the CTMC/DTMC model (Figures 5, 6)

The failures diagnostic coverage influence on the dangerous failure probability
of the SF can be seen in Figure 9. The results confirm the known fact, that fail-
ures diagnostic coverage under 60 % does not significantly influence the hardware
safety integrity of the SF. The failures diagnostic coverage influence is significant, if
c→ 1.

B. Two Failure Detection Mechanisms

Let us assume that the SRCS has two failure detection mechanisms. Let one fail-
ure detection mechanism (RM) operate in such manner that the diagnostic test is
triggered every 0.5 h and its diagnostic coverage coefficient of the failures c = 0.9.
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Figure 9. The failures diagnostic coverage influence on the dangerous failure probability
of the SF; one failure detection mechanism

Let the next failure detection mechanism (SM) operate in such manner that the
diagnostic test is triggered every 10 h. Let the SM cover 90 % of the failures, which
are not covered by the RM (cx = 0.09).

If the SF is performed in continuous mode of operation and the diagnostic cycle
time (the failure detection time) is significantly less than the time between two proof
tests (tcd � tproof ), the dangerous failure probability of the SF can be calculated
according to the relation derived for the model in Figure 4. The time dependence
pD(t) is shown in Figure 10. The comparison of the graphs in Figure 7 and in
Figure 10 shows that even if the diagnostic coverage coefficient is the same in both
cases, the SRCS with two failure detection mechanisms has worse safety proper-
ties. Deterioration of the safety properties is caused by the bigger failure detection
time.

Figure 10. The dangerous failure probability of the SF; two failure detection mechanisms;
continuous mode of operation – calculation using the CTMC model (Figure 4)
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7 CONCLUSIONS

In the paper, the basic idea how to solve problem related to the evaluation of differ-
ently operating failure detection mechanisms to the hardware safety integrity of the
SF is analyzed. Solution of this problem is based on the appropriate CTMC and
DTMC combination. All the factors were respected in the presented models that
significantly influence the hardware safety integrity of the SF.

In order to underline the significance of the problem, the obtained results are
presented as a simple dual structure with two elements. In practice, there are
often much more complex structures, when the SF is realized by bigger number of
elements, which are not only on the process level of control, but also on the higher
levels. This leads to the fact, that the SF is realized by parts of the SRCS with
different structures. In such cases the model creation is difficult – the number of
states in the model increases markedly, thus showing a tendency to increase the
probability of mistakes made by the analyst. A successful solution of this problem
lies in the decomposition of the SF hardware realization on modules with simple
structures and in appropriate using of combination of the different analysis methods
when integrating the partial results.

The dangerous failure probability of the SF can be calculated based on the
models presented in this paper. In practical use, on the basis of knowledge of the
dangerous failure probability, it is necessary to calculate the variable, which is re-
quired by relevant standards given to the application area. For example, [1] requires
to determinate the average probability of dangerous failure on demand of the SF
(PFDavg) in low demand mode of operation, or the average frequency of dangerous
failure of the SF (PFH) in high demand mode of operation or continuous mode of
operation.

The ideas mentioned in this paper have practical importance and they can be
properly used for the hardware safety integrity evaluation of the SF, which has
more complex hardware structure and several (at the same time operating) failure
detection mechanisms.
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cal University of Košice, Slovakia in 1983. She defended her
C.Sc. in the field of hierarchical representation of digital image
in 1987. Since 2010 she has been working as Professor at the
Department of Cybernetics and Artificial Intelligence, Faculty
of Electrical Engineering and Informatics, Technical University
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Abstract. In this paper, we present a novel approach to visual smoke detection
based on stereo vision. General smoke detection is usually performed by analyzing
the images from remote cameras using various computer vision techniques. The
literature on smoke detection shows a variety of approaches, and the focus of this
paper is the improvement of the general smoke detection process by introducing
stereo vision. Two cameras are used to estimate the distance and size of the detected
phenomena based on stereo triangulation. Using this information, the minimum
size and overall dynamics of the detected regions are further examined to ensure the
elimination of false alarms induced by various phenomena (such as the movement of
objects located at short distances from the camera). Such false alarms could easily
be detected by the proposed stereo system, allowing the increase of the sensitivity
and overall performance of the detection. We analyzed the requirements of such
system in terms of precision and robustness to possible error sources, especially
when dealing with detection of smoke at various distances from the camera. For
evaluation, three existing smoke detection methods were tested and the results were
compared to their newly implemented stereo versions. The results demonstrated
better overall performance, especially a decrease in false alarm rates for all tested
methods.

Keywords: Smoke detection, artificial intelligence, stereo vision, false alarms, wild-
fires

Mathematics Subject Classification 2010: 68T45, 68U10



A Stereo Approach to Wildfire Smoke Detection 477

1 INTRODUCTION

Wildfires, unlike many other natural disasters, are perhaps the only ones that can
be largely prevented. Nevertheless, the consequences of uncontrolled wildfires are
catastrophic and can lead to significant material damage and can have detrimen-
tal impacts on both human safety and health. Regardless of whether the wild-
fires started accidentally or caused by arson, the hazard can be avoided if they are
promptly identified and quickly extinguished.

A lot of efforts have been invested in the early detection of wildfires. Traditional
detection is usually based on observers who monitor the surrounding environment
in search for a smoke. This is due to the nature of wildfires, where in most cases
smoke is visible long before the flame. This is particularly evident for environments
with dense vegetation such as forest areas, where fire is not visible until it catches
the crowns. The observers are located on observation towers positioned at carefully
chosen locations, such as hills, in order to have a better view of the surroundings.
Unfortunately, wildfires often occur during extreme conditions such as drought and
high temperatures, leading to concentration difficulties and a decreased ability to
focus on the actual recognition of smoke.

This issue was partly solved by introducing a camera-based surveillance, allow-
ing the observer to control several observation posts from a single remote location.
Unfortunately, practice has shown that these systems still require a long-term atten-
tion. To further improve the effectiveness of such systems, automatic smoke detec-
tion methods have been developed. Reliability of these methods relies on advanced
computer vision algorithms that take into account many different smoke character-
istics in order to properly identify the smoke in the image taken from the camera.
The system raises an alarm if it determines the presence of smoke in the image.
However, a final confirmation by a human operator is still required to distinguish
real threats from false alarms.

There is a relation between false alarm and correct detection rates for a given
smoke detection system. Although most existing systems have the ability to change
the detection sensitivity using detection parameters, this relation between false
alarms and correct detections is not significantly affected. An increase in detection
sensitivity usually leads to a higher number of correct detections, but unfortunately
also to a higher number of false alarms. On the other hand, lowering the detec-
tion sensitivity can result in a missed detection, making the system unusable and
unreliable. It would be of great benefit to find a solution to reduce the number
of false alarms while simultaneously maintaining the acceptable number of correct
detections.

In this paper we propose the improvement of the existing smoke detection meth-
ods by introducing stereo vision to the detection system. Application of stereo vision
in smoke detection systems has already proven to be useful, as shown in [1, 2]. How-
ever, in those solutions, stereo vision is primarily used to extract foreground objects
from the background. Foreground objects are then further analyzed: i.e., in [1]
wavelet transform and discrete cosine for feature extraction and recognition based
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on fuzzy-neural networks is used, while in [2] additional image features are extracted
(contrast, brightness, edge strength, etc.) in order to validate smoke regions. This is
different from our approach, where we use stereo vision to estimate the distance to
the object or phenomenon visible in the image, what is further used to analyze the
detected regions; i.e., to check the minimum size and overall dynamics (changes in
size over time) of the detected candidate region. If those regions do not meet spec-
ified requirements, they can be discarded as false alarms. Please note that except
from introducing this feature to the detection process, the original smoke detection
methods are not modified in any way. However, lower false alarms rate achieved
by the proposed improvement allows us to raise the detection sensitivity. In other
words, it is possible to achieve not only lower rate of false alarms, but also to in-
crease the rate of correct detections as well as the coverage area of the used smoke
detection method.

Depth information of the scene visible in the image has also been used to improve
existing smoke detection algorithms in recent work presented by Bugarić et al. [3].
However, in this solution distances are estimated using the precise virtual terrain
model. The main disadvantage of this system is that previous calculations are
mandatory to operate correctly. Calculating a depth map is done for the entire
image, which is time-consuming and can last up to ten minutes for high-resolution
images. Therefore, such calculations are done only for predefined camera preset
positions.

The approach presented in this paper uses stereo vision to process only the can-
didate regions detected as smoke. In this way we eliminate the need for calculating
the depth map for the entire image, meaning that we do not significantly influence
the execution time of the original smoke detection method. Also, with this ap-
proach, there is no need for using predefined preset positions and the camera can
move freely. Please note that using stereo vision, the calculated distance represents
the actual distance from the camera to the detected phenomenon, rather than the
distance to the terrain behind it, as it is the case in [3].

The rest of the paper is organized as follows: in Section 2 we give an overview
of existing visual smoke detection systems where we investigated the most common
phases for the detection process. In Section 3 we present our solution to visual
smoke detection based on stereo vision, Section 4 deals with possible improvements
over standard smoke detection approaches. Finally, a thorough evaluation is carried
out in Section 5 where we implemented stereo versions of three existing visual smoke
detection methods and compared them to their standard versions.

2 OVERVIEW OF VISUAL SMOKE DETECTION

There are various approaches to visual smoke detection, and in this section we will
cover the most common methods and aspects of the detection process. The research
in this field has begun over twenty years ago, with one of the first papers [4] dealing
with smoke detection based on a live stream from a surveillance camera. The de-
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veloped systems have been constantly improving since that period, and the field is
very alive with new methods constantly emerging. However, most of the methods
share several phases that are common to the general smoke detection process. We
can divide the detection process in several common phases and cover each phase
separately. It is important to emphasize that these phases do not have to be ex-
ecuted sequentially, or in a specific order. In some approaches they are executed
simultaneously, and this process is method dependent. Most commonly used phases
in smoke detection are: motion detection, region analysis, dynamics analysis and
the decision phase. In the following subsections we will briefly cover these phases.

2.1 Motion Detection

Motion detection is the most common phase in smoke detection. Wildfire smoke is
dynamic, and this property is used to isolate only the moving regions from the entire
scene. This phase generally acts as filter for subsequent phases to reduce the amount
of data for further computation, so only the detected regions are forwarded for fur-
ther analysis. There are many approaches to motion detection for smoke detection
purposes such as adaptive background estimation [5, 6], block mean difference [7, 8]
or motion history image [9, 10]. Adaptive background estimation approaches in [5, 6]
are similar and use a background estimation model based on rules for stationary and
moving pixels. In the case that the pixel intensities significantly deviate from the
background model they are considered as moving pixels and forwarded to the subse-
quent phases for further analysis. Another motion detection approach is described
in [11] where the background model is initialized dividing the input in 16× 16 size
blocks. After the setup phase, the model is updated using a selective temporal me-
dian with a fixed k-sized circular buffer. The difference between the input image
and the background model is computed and then binarized using a low and high
thresholds to identify small and high intensity variations. Those pixels that are
present in both of the masks generated by low and high thresholds are considered
as moving pixels. Extracted objects are then validated jointly using color shape
and gradient information to remove noise and artifacts. Further processing phases
involve shadow and ghost removal.

Motion detection approach using motion history image described in [9] represents
motion in successively layered image differences. Moving objects create silhouettes
that represent patterns of motions. The intensity in a motion history image (MHI)
represents the recency of motion in the observed scene. In this way, the motion from
several frames can be encoded in a single image. Using this approach, it is possible
to capture the gradient of smoke motion including orientation and direction.

2.2 Region Analysis

Another very important phase in the general smoke detection process is the region
analysis. This phase is often executed after motion detection, where region candi-
dates are extracted. Regions are analyzed based on different smoke characteristics
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such as color, texture, shape and size. Different methods use different approaches,
but it is generally a combination of several characteristics. However, all of the meth-
ods rely on color as one of the most important features. When dealing with color
analysis, one of the first steps is to choose a color space for analysis. Research de-
scribed in [12] deals with the effect of various color spaces on the performance of
different classifiers in smoke detection. One of the goals of the research was to find
a particular color space with highest separability between smoke and non-smoke pix-
els. Different color spaces were used in the analysis, such as RGB, YCrCb, CIELab,
HSI, and a HS’I which is an derivative of HSI. The results suggest that the perfor-
mance is a distinctive feature of the classifier itself, rather than the classifier-color
space combination, and that the favorable color space candidates are HSI and its
derivative, as well as RGB color space. Regardless of the color space, all of the
methods take into account specific chromatic characteristics of smoke. Smoke color
varies based on fuel type and moisture content but it is generally manifested as
a light to dark shade of gray. This means that the smoke pixels are positioned diag-
onally in the RGB color space and it is possible to dismiss the pixels that have high
deviation from the diagonal of the color space as implemented in [8, 13]. Another
smoke-specific feature is low chrominance in the smoke affected region. Detection of
a significant drop in chrominance could be a possible indicator of smoke appearance.
Another step in region analysis is using information about the texture of a given
region. There are various approaches to texture analysis, such as wavelet analy-
sis [14, 15] or the gray-level co-occurrence matrix (GLCM) [16]. Another important
factor in region analysis is the information about the morphological characteristics
of the region. Smoke regions have a rather convex contour based on irregular shape
with erratic silhouette [5]. Most common approach to isolate these types of regions
is to calculate the disorder parameter and compare it to the reference values [17].

2.3 Dynamics Analysis

Another common phase in smoke detection process is the analysis of the dynamics
of the candidate regions. The candidate regions are tracked over a certain period
of time to ensure they exhibit smoke-like behavior. Regions that do not conform to
motion characteristics of smoke can be rejected in this phase of the process. One of
the basic characteristics is the growth rate of smoke. Different methods use certain
thresholds to isolate only the regions that satisfy a set of predefined conditions [18, 6].
Another aspect is the direction of smoke movement. Smoke usually exhibits upward
as well as lateral motion, however, this factor heavily impacted by the wind speed
and direction and is rather difficult to predict. Work presented in [19] deals with
the analysis of the direction of smoke motion using accumulative motion orientation.
The aim of the analysis is to discover regions that are moving upwards due to high
temperatures. The method involves calculation of the temporal motion orientation
histogram. By removing the regions that do not exhibit growth and gradual upward
motion it is possible to reduce the overall number of false alarms and increase the
performance of the detection method.
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2.4 Decision Phase

The decision phase is the final phase of the detection process. All the information
accumulated through the previous phases of detection is now taken into account in
order to make the final decision about raising an alarm. There are various approaches
to the decision-making based on the data from the previous phases of detection, such
as the Bayesian approach [11], neural networks [6, 20], random forests [21], support
vector machine [22], the mechanism of thought [23], and others. Based on the
available information and the specific decision process, the system makes the final
decision whether to raise an alarm for the given situation.

3 INTRODUCING STEREO VISION TO SMOKE DETECTION

Smoke is a phenomenon that has no clearly defined characteristics such as shape,
color, etc. This is precisely the reason why there are many different approaches to
smoke detection. However, analyzing the size of the smoke region candidates rarely
occurs among these approaches. This is due to limitations of the systems that use
a single camera, where the only option is to express this size in the number of pixels.
Using only this information, it is difficult to estimate the actual size of the smoke
phenomenon in the real world, as it largely depends on the camera parameters and
the distance of the phenomenon from the camera.

Stereo vision triangulation allows us to estimate a three-dimensional position
of the detected smoke in the real world, and also to estimate the real-world size of
that region and express it in standard units of measurement. In this way we can
further analyze the candidate regions detected as smoke based on their real-world
sizes, and thus reduce the number of false alarms. One such example would be
identifying false alarms caused by the uncontrolled movement of the vegetation in
the close vicinity of the camera based on the estimated size and overall dynamics
of the detected objects. Moreover, eliminating such types of false alarms allows us
to increase the detection sensitivity, eventually leading to the increase in correct
detections rate and coverage area of the used smoke detection method.

Any existing smoke detection system could be upgraded with this stereo vision
approach. Given that the smoke detection requires an estimation of relatively large
distances, a stereo vision system with a wide baseline is required. In the following
sections we analyze the problems that may arise and describe the guidelines that
have to be followed when upgrading the existing smoke detection systems.

3.1 Wide-Baseline Stereo Vision

In order to improve smoke detection performance, a stereo system should correctly
match the images captured by the cameras and obtain accurately triangulated three-
dimensional data. It is important to emphasize that the occurrence of smoke is
usually located several hundred meters away from the observation post where the
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system is installed. Stereo systems capable of estimating such relatively large dis-
tances have already been proposed [24, 25], however a study concerning advantages
and disadvantages of such a system as a part of a smoke detection was not carried
out to date.

Our system requires two cameras with a known horizontal displacement, whose
optical axes are parallel. In order to maintain the accuracy of a stereo system,
the horizontal displacement between these two cameras should be relatively wide.
The actual smoke detection is conducted on the images taken by one of the stereo
cameras (either left or right). Stereo vision techniques are applied only for the
candidate regions detected as smoke as the additional verification phase. In our
solution, the process of determining the distance of the detected phenomenon from
the camera is divided into two steps:

• Selecting a point that represents a smoke region candidate in the original image
and finding a corresponding point in the image of the other camera (correspon-
dence problem), and

• three-dimensional reconstruction (stereo triangulation).

Each of these steps is further explained in the following subsections.

3.1.1 Correspondence Problem

The correspondence problem is the problem to match image points from two stereo
images which are projections of the same point in a three-dimensional space. The
main requirement while taking a pair of stereo images in our solution is that the
pictures are taken at the same time instant. Smoke is a dynamic phenomenon, con-
stantly changing in shape and size. If this requirement is not met, projection of the
smoke on the image plane can be significantly different in two stereo images, making
the matching process difficult. As we show later in this section, even a single pixel
error in this phase could lead to significant errors when estimating the real-world
sizes of the smoke phenomenon. Please also note that any difference in perspective
or lighting of two stereo cameras, or any object occlusions can further accentuate
the correspondence problem.

Stereo cameras should, therefore, be mutually synchronized in order to capture
the images at the same time instant [26]. Automatic brightness adjustment should
also be avoided, as it may result in different lightning in two stereo images.

The points of interest would be the points that the smoke detection algorithm
determines as the potential candidates. The detection algorithm isolates the regions
of interest, and for each region a single point is selected for correspondence. The
selected point basically represents the geometric center of the region. Now, the task
is to find the corresponding point in the other image. There is a significant number
of existing algorithms for stereo correspondence. However, the main problem is not
to generate the disparity map for the given scene, but rather to calculate the actual
depth for a very sparse set of points that represents the candidate regions in each
frame.
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One possible way of achieving this task is to use normalized cross correlation. It
is a rather straightforward approach where a region around the given point is used
as a template. The aim is to find the best matching position of that template in
the second image. The search is not performed on the complete second image, but
rather on a limited region that covers the space were the corresponding point could
be in the second image given the constraints of the geometry of the stereo system.
Given the possible variation in brightness due to exposure or lightning conditions it
is necessary to perform the normalization of the regions. The point with the highest
correlation coefficient is used as the corresponding point in the second image. The
process of normalized cross correlation could be computationally demanding when
performed on large sets of correspondence points, but for a very sparse set that is
generally obtained from the candidate regions the computing load is negligible. We
can examine this in more detail. Specific implementation of normalized correlation
calculation is based on [27] as follows

γ(u, v) =

∑
x,y

[
f(x, y)− f̄u,v

]
[t(x− u, y − v)− t̄]{∑

x,y

[
f(x, y)− f̄u,v

]2∑
x,y [t(x− u, y − v)− t̄]2

}0.5 (1)

where f is the second image where we search for a match, t̄ is the mean of the
template, and f̄u,v is the mean of f(x, y) in the region under the template. This
calculates the normalized correlation coefficient for the template placed at a point
(u, v) in the second image. We can see that the time complexity of calculation for
a single point would be O(MtNt) where Mt and Nt represent the size of the template.
In case we would like to calculate the correspondence of each point in the image of
size MI × NI the time complexity would be O(NIMIMtNt). It is evident that the
computational cost of type of calculation is rather high, so it is necessary to perform
the calculation only for a set containing the points that represent the candidate
regions in order for the algorithm to work in real-time. For example, we can take
that the time constraint for real-time processing is 1 frame per second in order to
capture smoke dynamics. Average time to calculate normalized cross correlation for
a single point, where the template dimensions are 40 × 20 pixels, and the search
space in the second image is 900 × 100 pixels, on a machine with 3 GHz CPU is
approximately 14 ms. This implies that in order for the algorithm to be able to
work in real time we must use a sparse set of correspondence points that are most
probable candidates for detection.

3.1.2 Stereo Triangulation

The distance of the observed object or phenomenon from the camera is computed
using the disparity of two corresponding pixels. In our model, each camera is reason-
ably approximated by a pinhole camera model, thus ignoring camera lens distortion
and other optical nonlinearities. We consider lens to be a point through which all
incoming rays of light pass. This means that all objects, regardless of their distance
from the camera, project to a single point on the image plane.
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Figure 1. Stereo system

Figure 1 illustrates the configuration of a stereo system that we use to improve
the existing smoke detection methods. Two cameras that have parallel image planes
are separated in the X direction, and the baseline length is denoted by B. Both
cameras share the same focal length that we denote by f . The focal point of the
right camera is chosen as the origin of the three-dimensional world coordinate sys-
tem. Please note that, in order to minimize the measurement inaccuracy, these two
cameras have to be carefully aligned and well calibrated. Also, the cameras should
be securely mounted to ensure that the alignment is persevered with continuous use.

In this model, a randomly chosen point P (X, Y, Z) in a three-dimensional world
is projected onto two camera image planes. These projections in the left and right
image planes are represented by (xl, yl) and (xr, yr), respectively.

The relation of the point P (X, Y, Z) with respect to its image projections is
given by:

xr =
fX

Z
, xl =

f(X −B)

Z
. (2)

Therefore, using simple trigonometry, we can estimate the depth Z of the point
P (X, Y, Z):

Z =
fB

xr − xl
. (3)

From Equation (3) we see how the distance from the camera can be computed
using the disparity xr−xl. It can be seen that yl and yr coordinates do not influence
the actual calculation of the depth information. Please note that the aforementioned
model does not take into account the following irregularities: different focal lengths
of left and right camera, differences in principal point coordinates, skew and dis-
tortion parameters. Therefore, in order to use Equation (3) in practice, inputs into
this equation should first be normalized. However, even without such irregularities,
Equation (3) will not always provide us with the correct depth information. This
occurs for several reasons, so in the following of this chapter we will investigate pos-
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sible errors and discuss how they affect the proposed improvement of the existing
smoke detection methods.

3.2 Different Types of Errors

First, we must accept that the depth resolution of a stereo vision system is limited
due to the discrete nature of the imaging system [28, 24]. The projection of the
point P (X, Y, Z) onto the image planes is approximated to the nearest pixels with
coordinates (x̂l, ŷl) and (x̂r, ŷr). The error that is a result of this approximation is
referred to as a discretization error.

The discretization error generates an uncertainty polyhedron when we perform
the stereo triangulation. Due to the aforementioned approximation, the actual dis-
tance cannot be accurately determined, since it lies somewhere inside this polyhe-
dron. Figure 2 illustrates the discretization error in two dimensions, where uncer-
tainty areas are represented as diamond shapes.

The discretized image points that cause the error are at most within half a pixel
of the actual projection, that is:

x̂r = xr ±
xpix

2
, x̂l = xl ±

xpix
2

(4)

where xpix represents the distance between two adjacent pixels along the X direc-

tion. From this it follows that the maximum value of the observed depth Ẑ can be
calculated using Equation (5):

Ẑ =
Z

1± Z xpix

fB

. (5)

It can also be shown that the maximum value of the discretization error (Zdisc err)
is given by:

Zdisc err = |Z − Ẑ| = Z2 · xpix
fB ± Zxpix

. (6)

From Equation (6) we can see that the discretization error (Zdisc err) increases as
the depth Z increases. Several other interesting facts useful for a better estimation
of relatively large distances arise from this equation as well. First, since the focal
length of the calibrated camera is not a parameter that can be easily modified,
from Equation (6) it follows that we can improve distance estimation by increasing
the length of the baseline B. Second, image resolution affects the discretization
error as well, since it defines the distance between two adjacent pixels (xpix). From
Equation (6) it is obvious that the higher the resolution of the image, the smaller
the discretization error.

Nevertheless, it is important to notice the expression ±Zxpix in the denomina-
tor of Equation (6). Uncertainty areas represented as diamond shapes in Figure 2
are bounded by rays that go through the middle of each pixel in the image plane.
Therefore, the distance from the intersection of rays to the center of the diamond
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shape corresponds to the maximum discretization error. Recall, the maximum dis-
cretization error is achieved by moving half a pixel in a certain direction (in both
left and right image planes). As seen from Figure 2 this movement can result in the
estimated distance that is larger or smaller then the actual distance. Therefore, the
discretization error is measured from the intersection of rays to the center of the
diamond shape that is either further away or closer to the stereo cameras. Let us
denote these errors as a maximum positive and a maximum negative discretization
error, respectively. Maximum positive discretization error is defined by the neg-
ative prefix in the expression ±Zxpix, while the maximum negative discretization
error is defined by the positive prefix. Maximum discretization error (either positive
or negative) represents a worst case scenario, and in most cases the value of the
discretization error is smaller. It can also be noticed that the maximum positive
discretization error is larger than the maximum negative discretization error.

f

B

Figure 2. The discretization error as the result of the discrete nature of the imaging
system. Diamond shapes represent uncertainty areas, i.e., the system returns the same
distance for all the points inside the same diamond region.

It is also very important to consider possible camera alignment errors and their
impact on the depth estimation. Once the stereo rig is constructed, the cameras are
calibrated in order to obtain intrinsic and extrinsic camera parameters. Using the
calibration information we can model the possible misalignments of the individual
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cameras relative to each other. However, the perfect calibration is not possible and
a certain degree of error will still be present. Additionally, the camera setting is
prone to slight misalignment due to continued usage and transport, so we also have
to take into account the possible errors that arise from this sort of misalignment. We
will consider four types of errors; e.g. error due to roll between cameras, error due
to pitch between cameras, error due to yaw between cameras and finally the error
due to lens distortion. These types of errors are explained in detail in [29] so we
will only cover them briefly. The first type of error is the depth error due to roll of
the second camera, while the first camera is correctly aligned. Using trigonometry
relations we can arrive at the the following equation:

Zroll err ' Z
X2(cosθ − 1)

B
(7)

where Zroll err is the depth error, Z is the true depth of the object, X2 is the true 3-D
coordinate of the object in the x dimension in the coordinate frame of the second
camera, θ is the roll angle of the camera, and B is the baseline.

Another type of possible error arises when the second camera is not on the same
level as the first, and rotates about a line which is parallel to the bar (pitch error).
This type of error can be calculated as follows:

Zpitch err ' −
1

2

X2Z(tanα)2

B
(8)

where α is the pitch angle between the two cameras.

The third type of error arises when the second camera is rotated about an axis
perpendicular to the epipolar plane and through the center of projection (yaw error).
This type of error can be approximated using the following equation:

Zyaw err ' −
tan β(Z2 +X2

2 )

B
(9)

where β is the yaw angle between the two cameras. It is important to emphasize
that this type of error is the most common, and contributes the most to the error
in measured depth.

Another type of error arises from the possible lens imperfections. Although we
use a pinhole camera model, we can also consider the impact of this type of error in
real world applications. As covered in [29], using the radial lens distortion model,
the depth error can be calculated as

Zlens err = Z − 1
1
Z
− f2

Z3B
[κ2X3

2 − κ1(X2 −B)3]
(10)

where κ1 and κ2 are the lens distortion coefficients.
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Now, the accumulated error can be approximated as:

Zacc err(Z, α, β, θ, κ) ' Zdisc err(Z) + Zroll err(θ)

+ Zpitch err(α) + Zyaw err(β) + Zlens err(κ). (11)

We can compare the effects of different types of errors on the accumulated error.
Figure 3 a) shows the comparison of the absolute yaw error and the discretization
error for variable distance of the observed object Z and yaw angle β.

a) b)

Figure 3. a) Absolute yaw error |Zyaw err| (green), and maximum absolute discretization
error Zdisc err (purple), b) absolute roll error |Zroll err| (green), and maximum absolute
discretization error Zdisc err (purple) (for a stereo system with B = 2 m, f = 4.655 mm,
xpix = 0.0071 mm, and X2 = 3 m)

When calculating the discretization error we use the maximum positive dis-
cretization error (the expression ±Zex in Equation (6) with a negative prefix) since
it generates a greater overall error. It is possible to see from the figure that the
slight misalignment of the camera in the yaw direction generates a significant error
(the graph shows the yaw error in the interval of ±0.5 degrees). On the other hand,
the effects of the roll and pitch errors are negligible compared to the discretization
error (Figure 3 b)) shows the comparison of the roll and discretization error). Since
the stereo setup for smoke detection will be working with relatively large distances
we can discern the roll and pitch errors that have an insignificant effect on the
accumulated error when compared to the discretization error.

For example, given a stereo setup with baseline B = 2 m, the focal length of
both cameras f = 4.655 mm, pixel dimensions in the image plane xpix = 0.0022 mm,
where the observed object is located at distance of Z = 500 m, with a shift in the x
dimension of X2 = 7.5 m relative to the second camera. In case that the detection
system requires the precision that would allow the depth estimation error to be no
more than 100 m for this distance, we can calculate the maximum allowed error
from different sources. Using the Equation (6) we can calculate that the maximum
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discretization error for the given distance would be Zdisc err = 66.9 m, so the rest of
the error from other sources would be 33.1 m. It is important to emphasize that this
is the maximum discretization error or the worst case scenario for the given distance.
If we assume that each of the remaining types of errors (roll, pitch and yaw error)
contribute evenly to the rest of the error it would mean that the maximum error from
each of these sources would be less than 11.03 m. This means that the alignment
accuracy for the given setup for specific rotations would be α < 6.19◦ (pitch error),
β < 0.0051◦ (yaw error) and θ < 6.21◦ (roll error). We omit the contribution of the
lens distortion error for practical reasons.

From this example we can understand which calibration alignment types require
more attention when constructing a stereo setup for smoke detection. Since we can-
not influence the discretization error (except by widening the baseline or increasing
the resolution of the image), the main key points are to ensure a thorough calibra-
tion of the system, and especially a very precise yaw orientation of the both cameras
since it has a significant impact on the overall error.

4 IMPROVEMENT OF STANDARD DETECTION APPROACHES
USING DEPTH INFORMATION

Standard visual smoke detection systems are usually equipped with a single rotating
camera or a setup of several cameras pointed in different directions covering the 360◦

area around the detection post. The images acquired from the camera are analyzed
in order to detect potential occurrence of smoke in the scene. In Section 2 we have
covered the main phases of smoke detection process that are common to most smoke
detection systems. However, using this kind of setup it is not possible to reliably
estimate the distance of the detected phenomena from the camera. This additional
information could be very useful in several phases of detection and help to improve
the overall reliability of the system.

There are two main phases that could be improved using the information about
the distance of the detected phenomena: region analysis phase and dynamics analysis
phase. As covered in Section 2, the region analysis phase deals with the analysis of
the candidate regions based on different smoke characteristics such as color, texture,
shape and size. In order to eliminate noise from the detection process, most of the
methods define a minimal size threshold for the detected region. This size is often
expressed in the number of pixels that constitute the region. However, the number of
pixels in the region does not provide the actual information about the physical size
of the detected object. A group of pixels could represent a small object close to the
camera or a large object at a great distance. One aspect of the improvement using
stereo vision is to provide this additional information about the actual distance of
detected objects. With this information it is possible to estimate the actual physical
size of the detected objects. Objects or phenomena that do not satisfy minimal size
constrains can now be eliminated from the detection process. This leads to a lower
number of false alarms and a more reliable and robust detection process.
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Another detection phase that could be improved is the dynamics analysis phase.
This phase deals with the behavior of the candidate regions over time, where the
regions are tracked over a certain period to verify that they exhibit smoke-like be-
havior. One of the main aspects of smoke dynamics is the growth rate of smoke
regions in the image. In the incipient phase of wildfire, smoke gradually appears in
the scene and continues to grow until reaching the full size. The growth rate and
smoke size depend on many different parameters such as the fuel type, moisture
content, wind speed and wind direction. However, it is possible to establish certain
growth thresholds based on empirical data. By estimating actual physical size of the
objects it is possible to eliminate regions in the image that exhibit very rapid growth
that is much faster than the natural expansion of wildfire smoke. Eliminating such
regions affects the performance of the system, by improving the reliability of the
detection and reducing the number of false alarms.

R
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Figure 4. Calculating pixel coverage using: a) the relation between the point P (X,Y, Z)
in the real world and P ′(xr, yr) in the image plane, and b) the relation between shift L in
the real world and the shift ` in the image plane

As already mentioned, due to the perspective of the camera, a group of pixels
visible in the camera’s image plane can represent a small object close to the camera,
or a large object at a greater distance. Accordingly, we believe that it is better to
express the size of the detected objects in standard units of measurement (such as
meters) rather then in number of pixels.

Figure 4 illustrates the method used for estimating physical sizes of the objects
visible in the scene. Using a stereo vision system introduced in previous sections,
we can determine the depth (Z), as well as the actual distance (D) of the detected
phenomena from the camera. Please recall, in this scenario the focal point of the
right camera is chosen as the origin of the three-dimensional world coordinate sys-
tem, although the system could easily be adapted to operate using the left camera.
Also, as shown in Figure 1, the origin of the image coordinate system is positioned
in the center of the camera image plane.

Let us assume that the detected phenomena is located at point P (X, Y, Z) in
the real world, and that point P ′(xr, yr) represents the projection of the point P
onto the image plane of the (right) camera. We propose that the size of the de-
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tected phenomena be estimated from its projection onto the plane that has the
following characteristics: it and the detected phenomena are equal distance from
the (right) camera, and it is parallel to the (right) camera’s image plane (plane R
in Figure 4 a)).

Before proceeding to the actual estimation of the physical size of the detected
phenomena, let us make a remark: each pixel in the image also represents a space
in the real world. This space can also be projected onto the described plane R, and
therefore, the size of the space visible in the pixel can also be estimated.

Figure 4 b) demonstrates the method used to estimate the size of the physical
space (visible inside a single pixel) projected onto the plane R that is parallel to the
camera image plane. Let f represent the focal length of the (right) camera and d
the distance from the focal point of the camera to the point P ′(xr, yr).

Let us first denote with ` the width of a single pixel (on the camera image
plane). As illustrated in Figure 4 b), ` also represents the length of a line segment
that lies on the line going through both the point P ′(xr, yr) and the center of the
image plane. This shift of the length ` towards the edge of the camera image plane
has a corresponding shift in the plane R, and let us denote it with L.

Variables f , d, ` and L can be expressed either in number of pixels or in standard
units of measurement. Therefore, before proceeding, let us make some remarks
concerning notation: from now on, all variables indexed with (·)p will be associated
with distance expressed in number of pixels, while the variables indexed with (·)m
will be associated with distance expressed in standard units of measurement (in this
case meters). Our goal is to find the value of Lm that we will use to estimate the
size of the physical space visible inside a single pixel.

Focal length is a parameter that is often provided by the manufacturers of the
used equipment, but can also be retrieved by camera calibration. If given in number
of pixels, it can easily be converted to standard units of measurement:

fm =
fp · ccdm
wp

(12)

where ccdm represents the CCD width expressed in standard units of measurement
(often millimeters) and wp represents the width of the image expressed in number
of pixels.

It can be shown that the value of dm representing the distance from the focal
point of the camera to the point P ′(xr, yr) can be calculated as follows:

dm =
fm
fp
·
√
x2r + y2r + f 2

p . (13)

Please recall, the stereo vision system provides us with the value of Dm, therefore
we can calculate the value of the shift Lm as follows:

Lm =
fm
fp
· Dm

dm
. (14)
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Finally, the length of the shift Lm on the plane R that corresponds to the shift of
one pixel on the camera image plane, expressed in standard units of measurement,
is given by Equation (15).

Lm =
Dm√

x2r + y2r + f 2
p

. (15)

Let us make the assumption that the pixels are square, then L2
m represents the

area of the projected space onto the plane R that is parallel to the camera image
plane. In other words, L2

m represents the size of the space visible in a single pixel
positioned at coordinates (xr, yr) in the image plane. From now on, let us denote
L2
m as a pixel coverage area.

From Equation (15) it can easily be seen that the pixel coverage area and the
distance from the camera are directly proportional, meaning that the distant objects
will appear smaller in the image. Using pixel coverage areas of all the pixels repre-
senting the detected phenomena, we can estimate it’s overall physical size. However,
stereo vision system does require some non-negligible amount of time to calculate the
distance Dm. Hence, for practical reasons, we calculate the pixel coverage area only
for one pixel positioned at the center of the detected region. The overall physical
size can, therefore, be approximated as the pixel coverage area of the chosen pixel
multiplied by the overall number of pixels representing the detected phenomena. In
this manner, we do not slow down significantly the actual smoke detection method,
since distance estimation using stereo vision is performed only once for each detected
region in the image.

Now that we can calculate the pixel coverage area for a pixel in the center
of the region, we can estimate the actual area of the detected objects in the real
world. The detection method holds the information about the number of pixels in
the candidate region, and by using the pixel coverage area of the central pixel we
can estimate the area of the entire region. This area refers to the the area in the
plane parallel to the image plane intersecting the actual object in physical space as
depicted in Figure 4 a).

4.1 Filtering of the Candidate Regions Based on the Estimated Size

The information about the smoke area can now be used in the detection phases
described earlier. The candidate regions detected as smoke in the region analysis
phase can be further analyzed based on their real-world sizes. The candidate regions
that are below the minimum size are eliminated from the detection process. The
main reason for doing this is to reduce the number of false alarms. In fact, one of
the major causes of noise, and therefore false alarms, is a movement of small objects
visible in the scene. One example could be the uncontrolled movement of vegetation
(such as grass or tree branches) in the close vicinity to the camera. Although these
objects often share some similar characteristics with the smoke, they could be easily
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dismissed as false alarms if their size is accurately approximated using the method
described above.

In our case, we use the minimal size threshold of 5 m2 based on offline measure-
ments and analysis. We believe that the most of the movement caused by smaller
objects in the scene can be eliminated using this threshold, whereas, given the nature
of the smoke, actual smoke regions will relatively quickly exceed this threshold.

Nevertheless, one important factor in the estimation of actual smoke size is the
possible error due to the different error sources described in Section 3.2. When
dealing with large distances, the discretization error becomes predominant due to
the quadratic term of Equation (6). Therefore, Figure 5 shows the pixel coverage
area for one pixel with regard to the distance from the camera. The figure also shows
the pixel coverage area with the maximum positive and negative discretization errors
(when the estimated distance is actually larger or smaller than the real distance of
the object due to discretization). Recall, the maximum positive discretization error
is larger then the maximum negative error as stated in Equation (6) (for the positive
error, the second term in the denominator has a negative prefix).

From Figure 5 it is obvious that the area estimation becomes unreliable at larger
distances, so it is important to ensure that valid region candidates are not rejected
in this process. As already explained, this phase is used to reject candidates that
are smaller than the predefined threshold (5 m2). Please note that the positive
discretization error results in larger pixel coverage area, so in this case the valid
candidate regions are not rejected. However, the positive discretization error re-
sults in a non-rejection of noise regions that are estimated to have a size above the
threshold due to this error. On the other hand, the negative discretization error
may result in the rejection of valid candidate regions due to the negative error in
size estimation.

We propose reducing the predefined minimal size threshold from initial 5 m2

to only 1 m2 if the estimated distance of the candidate region is beyond a certain
distance Dmax after which the area estimation becomes unreliable. In other words,
Dmax is a distance after which we cannot properly estimate the real-world size of
the candidate region due to the discretization error. By doing this, we maintain the
accuracy of the original smoke detection method at distances larger than Dmax (for
the same level of detection sensitivity), while at shorter distances we achieve the
elimination of false alarms induced by the phenomena located in the vicinity of the
camera. The value for Dmax can be arbitrarily set based on the level of precision
required from the system. For this purpose, we introduce a user defined limit errϑ
defined as the maximum allowable percentage error of smoke area inside a single
pixel. The percentage error (err) can be calculated as follows:

err =
estimated area− real area

real area
∗ 100. (16)

As an example, for B = 2 m, f = 4.655 mm and xpix = 0.0022 mm and a cho-
sen value for the maximum allowable error errϑ = 21%, based on Equations (6),
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Figure 5. Pixel coverage area (m 2) for one pixel with regard to the distance from the
camera (blue solid line), pixel coverage area with maximum positive discretization error
for the given distance (red dashed line), and pixel coverage area with maximum negative
discretization error for the given distance (black dotted line). The selected pixel has
coordinates (100, 100) referent to the center of the image, with B = 2 m, f = 4.655 mm
and xpix = 0.0022 mm.

(15) and (16), it is possible to calculate the value for the maximum distance with
allowable error in front of the camera Dmax = 385 m.

In this way, the reliability of the pixel coverage estimation could be adjusted
based on the needs of the specific detection method or system. If the percentage
error increases over the user defined threshold, the minimum size threshold reduces
to 1 m2 in order to compensate for the possible discretization error. It is important
to emphasize that the detection method is still capable of detecting smoke beyond
the distance specified by Dmax with the same accuracy as the original version. The
reduction of minimum size threshold is to ensure that real smoke plumes are not
discarded based on size due to discretization error. This implies that the detection
of smoke is sill accurate, but the benefit gained by rejection of potential false alarms
based on size reduces with distance.

Another phase where information about pixel coverage area can be useful for
reducing false alarm rate and improving the reliability of the detection process is
the dynamics analysis phase. The dynamics analysis phase is used to eliminate
regions that do not exhibit smoke-like behavior. Smoke behavior is rather difficult
to define or simulate since it depends on many different factors as described earlier
in this section. However, overall smoke dynamics adhere to certain rules regarding
the rate of spread. The measurements published in [30] show that the average smoke
area rate of spread (µ) in the image plane is 16.04 m2/s with standard deviation (σ)
76.33 m2/s in the first 3 minutes after the occurrence. It is also stated that by fitting
the data with t location-scale distribution it can be calculated that over 99 percent
of smoke area change observations fall into the interval defined by (µ− 6σ, µ+ 6σ).

Using this information, and the information about the area of the candidate
regions calculated using the pixel coverage area, it is now possible to reject those
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regions with grow or shrink rates outside the allowed range. This consequently
results in higher reliability and accuracy of the detection method or system.

As already mentioned, by reducing the false alarms rate of the existing smoke
detection methods, it is possible to increase detection sensitivity, allowing the in-
crease of both correct detections rate and the coverage area where the system can
detect wildfires. In the following section we will present the evaluation process and
methodology as well as the obtained results.

5 EVALUATION

a) b)

Figure 6. An example of stereo images captured simultaneously by both cameras. Input
image taken by: a) the left stereo camera, b) the right stereo camera.

The proposed improvement based on stereo vision was implemented into three
existing smoke detection methods. Every method was tested with and without this
improvement on a database consisting of 18 856 images. Since all the video sequences
were recorded using stereo cameras, the database actually consisted of altogether
37 712 images. These images were extracted from video sequences every 1 s, meaning
that the total time span of the footage is approximately 5 hours and 15 minutes. In
9 198 images (approximately 2 hours and 30 minutes) smoke is visible in the image in
its various forms. The remaining 9 658 images include various other phenomena that
could induce false alarms (e.g., vegetation movement caused by wind, shadowing by
clouds, changes in lightning conditions during sunrise or sunset). For a quality
evaluation of the proposed improvement based on stereo vision, it is important to
use both types of images in order to properly examine all the quality measures of
the system. In Figure 6 we show a pair of stereo images that are a part of our
database.

Video sequences were recorded on various locations and under different weather
conditions to ensure diversity of the scenes. Smoke phenomena captured on video
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were located at different distances from the cameras to ensure that the evaluation
takes into account possible errors of the stereo vision system (discretization and
camera alignment errors).

Videos were recorded using two “Elphel NC353L” video cameras that were mu-
tually synchronized using external synchronization cable (GPIO). This enabled the
synchronization precision up to 1µ s and simultaneous capturing of the images on
both cameras. The focal length of the left camera was 4.657 mm, while the focal
length of the right camera was 4.778 mm. In order to be able to use Equation (3) for
our calculations, we first had to compensate this difference in focal lengths (as well
as differences in principal point coordinates and skew and distortion parameters) by
normalizing the pixel coordinates used as the input for the aforementioned equa-
tion. The images were captured in various resolutions. Both cameras were securely
mounted on the ends of a wide bar, making the length of the baseline precisely 2 m.
The maximum allowable percentage error of smoke area inside a pixel for the stereo
system is set to errϑ = 21 %. In Figure 7 a) we can see a close-up of the built stereo
vision system, while in Figure 7 b) we show the system operating in the natural
environment with predominant vegetation.

a) b)

Figure 7. The stereo system used for evaluation, a) in laboratory environment, and b) in
natural environment

As mentioned above, three existing smoke detection methods were used for the
evaluation. First, each method was tested without any stereo modifications on all
18 856 images taken by the right camera. Second, improved methods were tested
on the images of both cameras. In the following, we give a brief explanation of the
methods used for evaluation.

We have implemented Method 1 presented in [5], which is a wavelet based real-
time smoke detection method. The method consists of several detection phases. In
the first phase, the moving pixels in the image are detected using a background
estimation method. In the next step, the high frequency content of the image
is analyzed in order to detect blurring due to the possible occurrence of smoke.
Appearance of smoke gradually reduces the sharpness of the edges in the region until
the region is completely covered by smoke. The region is analyzed in order to detect
a decrease in local wavelet energy which would suggest presence of smoke. In the
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following phase, the regions are checked for decrease in the U and V channels. The
appearance of smoke in the region results in the decrease in the chrominance level
when compared to the estimated background. The next phase of the algorithm deals
with analysis of the flickering effect that appears on the edges of the smoke contour.
The analysis is carried out using temporal wavelet transforms. It is important to
emphasize that this effect is noticeable in the short range smoke detection, and is
not significant when the smoke is located at larger distances from the camera. The
final phase of the algorithm examines the shape of the detected region in order to
determine its convexity since general wildfire smoke tends to have a rather convex
shape. In the case when the criteria from all the phases are satisfied, the algorithm
raises an alarm.

The second method that we have implemented is the method presented in [18]
denoted as Method 2. This method does not operate on the whole captured image,
but the image is rather divided into blocks, or bins, which represent the smallest
units for the detection process. The blue channel of each bin is observed over time
and compared against the signal range, i.e. the difference between the maximum
and the minimum bin value. The blue channel is selected since it exhibits greater
sensitivity to smoke appearance then the other channels. In the case the difference
between the current bin value and the referent bin value exceeds the percentage
threshold based on signal range, the bins are considered as the candidate bins. The
algorithm tracks the bins over a certain period of time in order to confirm the
potential detection before raising an alarm. To produce the final alarm, there has
to be a certain minimal number of candidate regions present over a set time period.
Additionally smoke has to make a gradual appearance on the scene, so the regions
that exhibit growth between two consecutive captured images that is larger than
the maximum permitted growth are dismissed. Another possible filter for rejection
of false alarms is the maximum permitted number of 8-connected components in the
image. In the case all the conditions are satisfied over a predefined period of time,
the system consequently raises an alarm.

The third method is the method presented in [31] denoted as Method 3. This
method consists of several different phases or stages of detection. The first phase is
the image segmentation and classification phase where the different classes such as
water and sky are used for the elimination of possible false alarms. Next, a motion
detection phase is used to detect only the moving regions in the image, and thus
reducing the amount of data that requires further processing. The following phase
performs chromatic analysis where the current chromatic values are compared to
the referent smoke-color values. The next step is the texture analysis phase where
the regions are analyzed based on wavelet information. In the case of smoke ap-
pearance in the scene the region texture should change and there should be a loss
in the high frequency range due to the blurring caused by smoke. In the following
phase, the dynamic aspect of the candidate regions is examined. The regions that
do not exhibit smoke-like behavior over a predefined time period are eliminated
from the detection process. Finally, in case the candidate regions are confirmed in
each detection phase, they are considered to be smoke, and the alarm is raised by
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the algorithm. The example detection images for all methods are shown in Fig-
ure 8.

a) b)

c) d)

Figure 8. a) Input image with visible smoke, taken by the right stereo camera, b) image
with smoke detected by Method 1, c) image with smoke detected by Method 2, d) image
with smoke detected by Method 3

For each method, a stereo version was implemented based on the features pre-
sented in previous sections (the minimum size and overall dynamics of the candidate
regions are examined to verify that they exhibit characteristic features of smoke).
Here, we shall discuss the evaluation of each method and compare the results with
the improved versions. We will use the evaluation measures for visual smoke detec-
tion systems presented in [32]. The evaluation is divided into two main evaluation
aspects, global and local evaluation. Global measures evaluate algorithm perfor-
mance based on the results where the elemental evaluation units are images. The
evaluation is based on the algorithm output, where the algorithm decides whether
smoke is present in the image. We can use four measures describing different aspect
of detection quality: measure correct detections, also known as recall or true positive
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rate (TPR), specificity or true negative rate (TNR), false positive rate (FPR) and
false negative rate (FNR). The measures are defined as:

TPR =
TP

TP + FN
, (17)

TNR =
TN

TN + FP
, (18)

FPR =
FP

TN + FP
, (19)

FNR =
FN

TP + FN
(20)

where TP denotes the number of true positive detections, FN represents the number
of false negative detections, TN represents the number of true negative detections,
and FP represents the number of false positive detections.

The results for global measures for all methods are presented in Table 1.

TPR TNR FPR FNR

Method 1 – standard 0.6601 0.8701 0.1299 0.3399

Method 1 – stereo 0.6677 0.9622 0.0378 0.3323

Method 2 – standard 0.4322 0.9994 0.0006 0.5678

Method 2 – stereo 0.4240 0.9996 0.0004 0.5760

Method 3 – standard 0.6954 0.8884 0.1116 0.3046

Method 3 – stereo 0.7024 0.9358 0.0642 0.2976

Table 1. Results for global measures for all methods

The results are obtained from all evaluation sequences. The stereo versions of
the evaluated methods show a general improvement for most evaluation measures,
especially a decrease in false alarms with similar or improved correct detections. The
decrease in false alarms is a result of region size estimation based on the stereo dis-
tance calculation. Majority of false alarm sources are eliminated with this process,
such as movements of the vegetation or similar phenomena in the close proximity of
the camera. Most of the smoke detection methods have a set of tunable parameters
which define the sensitivity of detection with respect to the dynamics in the envi-
ronment. Increase in the algorithm sensitivity results in a more prompt and precise
detection of actual smoke in the scene, however, it also results in a general increase in
false alarms. Reducing the sensitivity of the algorithm, on the other hand, decreases
false alarm rate, but increases the risk of missed detections. In the case when a tool
for elimination of false alarms is introduced, such as stereo distance estimation, it is
possible to increase the sensitivity of the algorithm. The possible increase in false
alarms is in this case compensated with the false alarms elimination process. That
is the reason why some of the results also show the increase in correct detections
(recall), as it is the case with Method 1 and Method 3. The exception is a slight
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decrease in correct detections for Method 2 due to the fact that the standard version
has a very low false alarm rate to begin with. Please note that by increasing the
detection sensitivity we also increase the coverage area, i.e., the maximal distance
at which the method can detect wildfire.
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Figure 9. Observer quality graphs for TPRlc measure: a) Method 1, b) Method 2, and c)
Method 3

Another type of evaluation is performed using local measures. Local measures
are based on the results where the smallest units of detection are individual pixels.
Global measures are focused on whether the smoke is detected in the image or
not, while the local measures are focused on whether the location of the smoke in
the image is correct or not. Generally, when evaluating smoke detection systems,
the most important fact is that the alarm is raised with the occurrence of smoke,
with as low as possible false alarm rate. The location of the smoke in the image
is also important, however, the global performance is the primary criterion. We
have performed the evaluation on the local scale for measures described earlier, for
all detection methods. The results are presented in the form of observer quality
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Figure 10. Observer quality graphs for TNRlc measure: a) Method 1, b) Method 2, and
c) Method 3

graphs introduced in [32]. The graphs show the value of the specific measure for all
the images in the collection, sorted according to the increasing measure values. In
the graphs, the y axis represents the value of the specific measure, while the x axis
represents the ordinal number of the image in the sorted sequence, or the image
rank. Figures 9–12 show the observer quality graphs for local measures of correct
detections or true positive rate (TPRlc), true negative rate (TNRlc), false positive
rate (FPRlc) and false negative rate (FNRlc), respectively.

The local correct detections measure (TPRlc) deals with correctly detected
smoke pixels within the images in the collection. The stereo versions of the detection
methods show same or better local accuracy of correct detections when compared
to the standard variants as seen in Figure 9. When comparing the results for local
specificity measures (TNRlc), all of the stereo methods exhibit an increase in valid
local rejections when compared to the standard versions as shown in Figure 10.
This effect is the result of elimination of certain categories of false alarms based
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Figure 11. Observer quality graphs for FPRlc measure: a) Method 1, b) Method 2, and
c) Method 3

on stereo distance estimation. Similarly, this also affects the results concerning lo-
cal false alarms where all stereo methods exhibit a drop in local false alarms as
shown in Figure 11. Finally, the measure for local false negative rate (FNRlc) for
stereo versions remains the same or exhibits a drop in missed detections as shown
in Figure 12.

Another measure that can be applied to the evaluation of smoke detection algo-
rithms on the local scale is the Matthews correlation coefficient [33]. The Matthews
correlation coefficient (mcc) is defined by:

mcc =
TP · TN − FP · FN√

(TP + FP )(TP + FN)(TN + FP )(TN + FN)
(21)

and is generally used as a quality measure for binary classifications. This measure
takes into account all the detection cases (TP, TN, FP, FN) in a balanced manner
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Figure 12. Observer quality graphs for FNRlc measure: a) Method 1, b) Method 2, and
c) Method 3

so it can be used even when the classes are of very different sizes. The results for
the mcc measure for all methods are shown in Figure 13.

The mcc measure result values are in the interval [−1, 1]. The results for the
stereo versions of the detection methods show the same or increased value when
compared to the standard versions, which indicates an improvement in the overall
local detection quality.

6 CONCLUSIONS

In this paper we proposed a novel approach to smoke detection by introducing stereo
vision to the detection process. Standard smoke detection techniques available in
literature, can be extended in a way to include stereo vision techniques allowing us
to estimate the real world sizes of the detected regions and express them in standard
units of measurement.

This provides the detection system with additional information that could be
used to improve the reliability of the detection process. Using this information, the
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Figure 13. Observer quality graphs for mcclc measure: a) Method 1, b) Method 2, and
c) Method 3

minimum size and overall dynamics of the candidate regions are examined to verify
that they exhibit characteristic features of smoke. In this way, it is possible to deter-
mine the phenomena that cause false alarms due to their resemblance to smoke and
eliminate them from the detection based on size and dynamics constraints. As an ex-
ample, minimum size constraint is used for the elimination of false alarms induced
by movement of small objects in the scene (such as movement of branches and grass
in the close vicinity of the camera). Additionally, smoke dynamics are analyzed to
verify that regions adhere to certain rules regarding the rate of spread, leading to the
elimination of false alarms induced by phenomena that have significantly different
dynamics characteristics (such as shadowing by clouds).

Since smoke detection implies estimating relatively large distances, we have pro-
posed a wide-baseline stereo vision system. We have analyzed possible errors that
might affect the accuracy of the stereo system as well as their impact on the ac-
tual depth estimation. These errors include discretization error, that is a result of
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an approximation due to the discrete nature of the imaging system, and camera
alignment errors, more specifically the errors due to roll, pitch and yaw of one of
the stereo cameras.

We have evaluated three existing smoke detection methods and compared them
to the newly implemented stereo versions. The results based on global and local
evaluation measures have shown improved overall performance, especially in false
alarms for all tested methods. Moreover, by increasing the detection sensitivity we
not only achieved a lower false alarms rate, but also either maintained or increased
the number of correct detections and the coverage area of the existing methods.
This shows that this improvement based on stereo vision could be used as a welcome
addition to the standard detection methods in terms of system reliability and could
also be taken into account when designing future smoke detection systems, especially
if intended for areas with a high risk of wildfires.
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[24] Mrovlje, J.—Vrančić, D.: Distance Measuring Based on Stereoscopic Pictures.
9th International Ph.D. Workshop on Systems and Control: Young Generation View-
point, 2008.

[25] Gallup, D.—Frahm, J.-M.—Mordohai, P.—Pollefeys, M.: Variable Base-
line/Resolution Stereo. 26th IEEE Conference on Computer Vision and Pattern
Recognition (CVPR), 2008, pp. 1–8.

[26] Vrancic, D.—Smith, S. L.: Permanent Synchronization of Camcorders via LANC
Protocol. In: Woods, A. J., Bolas, M. T., McDowall, I. E., Dodgson, N. A., Mer-
ritt, J. O. (Eds.): Stereoscopic Displays and Virtual Reality Systems XIII. SPIE
Proceedings, Vol. 6055, 2006, pp. 165–176.

[27] Lewis, J. P.: Fast Normalized Cross-Correlation. Vision Interface, Vol. 10, 1995,
No. 1, pp. 120–123.

[28] Sahabi, H.—Basu, A.: Analysis of Error in Depth Perception with Vergence and
Spatially Varying Sensing. Computer Vision and Image Understanding, Vol. 63, 1996,
No. 3, pp. 447–461.

[29] Zhao, W.—Nandhakumar, N.: Effects of Camera Alignment Errors on Stereo-
scopic Depth Estimates. Pattern Recognition, Vol. 29, 1996, No. 12, pp. 2115–2126.
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Universidad Autónoma de Sinaloa
Facultad de Ingenieŕıa Mochis
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Abstract. In written documents, the summary is a brief description of important
aspects of a text. The degree of similarity between the summary and the content of
a document provides reliability about the summary. Some efforts have been done
in order to automate the evaluation of a summary. ROUGE metrics can automat-
ically evaluate a summary, but it needs a model summary built by humans. The
goal of this study is to find a quantitative relation between an article content and
its summary using ROUGE tests without a model summary built by humans. This
work proposes a method for automatic text summarization to evaluate a summary
(ASHuR) based on extraction of sentences. ASHuR extracts the best sentences of
an article based on the frequency of concepts, cue-words, title words, and sentence
length. Extracted sentences constitute the essence of the article; these sentences
construct the model summary. We performed two experiments to assess the relia-
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bility of ASHuR. The first experiment compared ASHuR against similar approaches
based on sentences extraction; the experiment placed ASHuR in the first place in
each applied test. The second experiment compared ASHuR against human-made
summaries, which yielded a Pearson correlation value of 0.86. Assessments made
to ASHuR show reliability to evaluate summaries written by users in collaborative
sites (e.g. Wikipedia) or to review texts generated by students in online learning
systems (e.g. Moodle).

Keywords: Text summarization, summary evaluation, ROUGE, sentences extrac-
tion

Mathematics Subject Classification 2010: 68-U15, 68-T50

1 INTRODUCTION

The objective of automatic text summarization is the reduction of an original text to
a smaller number of sentences by means of a computer, while keeping the important
ideas intact [8]. Many areas use automatic text summarization such as intelligent
tutoring systems, telecommunication industry, information extraction, text mining,
question answering, news broadcasting, and word processing tools [19, 30].

The information explosion on Internet requires a reduction in the amount of
information size and an increase in information efficiency [30]. These activities
become easier with automatic summarization because fewer lines may represent the
most important information about a document. Thus, users can find the resources
more quickly [2, 16].

A summary evaluation shows the high-points of the original text. Manual sum-
mary evaluation is the first option because human assessment guarantees achieve-
ment of the desired results. However, a text can have many useful summaries; these
show the main disadvantages of a manual evaluation approach, as a different evalua-
tor may not agree [20] in determining the correct summary. The manual comparison
of peer summaries based on model summaries is an activity that requires much effort
and time [25].

Development of evaluation methods for summarization is difficult. Human sum-
maries vary for many reasons such as knowledge, biases, goals, and the intended
audience [23]. There are methods to evaluate summaries such as ROUGE [12],
BE [9], and Pyramid [23]. They are widely used in summarization to analyze sum-
mary content [3]. These methods need human impact to work efficiently, and are
considered semi-automatic [16, 18].

Previous methods require a model summary or a set of model summaries to
function. The extraction of a model summary is a time-consuming and expensive
task [17]. It is necessary to have an ideal summary and the original text to automate
this process in these evaluation systems completely.
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The purpose of this article is to evaluate a summary without the human model
input. Two phases divide the process: The first phase extracts the most repre-
sentative sentences from the content through an algorithm based on frequencies
of concepts, cue-words, title words, and sentence length. Despite being simple
and not requiring an in-depth level of knowledge analysis, this technique is suit-
able for building summaries [16]. The second phase evaluates the original sum-
mary based on ROUGE metrics and the built summary in the first phase. The
system is called ASHuR (Assessing Summaries without Human reference using
ROUGE).

The remainder of the article is structured as follows: Section 2 describes related
works. Section 3 explains related topics such as text summarization and tests to
evaluate summaries. Section 4 outlines the proposed approach. Sections 5 and 6 de-
scribe two experiments together with the results and discussions. The final sections
show conclusions and references.

2 RELATED WORK

There are studies related to the evaluation of previous summaries that have dealt
with this problem. These studies have faced this issue because of the importance
of a summary in the field of education, and its ability to provide a general idea of
a lengthy document.

In [11] the authors proposed an integrated method to evaluate summaries using
Latent Semantic Analysis (LSA) automatically. This method is based on a regression
equation calculated with a corpus of a hundred summaries. It is validated on a dif-
ferent sample of summaries. The equation incorporates two parameters extracted
from LSA: semantic similarity and vector length. The aim of this study was to use
a simple and innovative LSA-based computational method to evaluate summaries
reliably. Despite the efforts made in this article, the authors needed a training set
for their algorithms to work. The training set is only for a common topic, which is
the limit of this particular idea; a summary of 50 words works in only a few cases.
A summary, limited to that number of words excludes many other situations where
the evaluation system could be used.

FRESA [29] is a Framework for Evaluating Summaries Automatically, which
includes document-based summary evaluation measures based on probabilities dis-
tribution. FRESA supports different n-grams and skips n-grams probability distri-
butions. In addition, this environment evaluates summaries in various languages.
This framework is an alternative to ROUGE in evaluating summaries based espe-
cially on the Jensen-Shanon divergence. FRESA takes the original text as a model,
without requiring human intervention, and compares it to the abstract obtained
automatically. Their system extracts phrases in evaluating the summary, however,
human summaries give bad evaluation results because FRESA considers complete
coincidences in sentences. FRESA metrics based on divergence are not perceived
clearly and quickly. The conclusion is that values of the metric give a high value of
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divergence between a text and its summary, this is always applicable to the phrases
that are used in this system. Thus, FRESA associates values of great divergence
regardless of the strategy used, including random compression. Therefore, there is
not an adequate way of evaluating summaries [20].

Louis [18] presented and evaluated a suite of metrics which do not require
gold-standard human summaries for evaluation. They proposed three evaluation
techniques, two of which are model-free and do not rely on the gold standard for
the assessment. The third technique improves standard automatic evaluations by
expanding the set of available model summaries with chosen system summaries.
SIMetrix is the tool used by these authors. The metrics of this system are based
on the Kullback Leibler (KLD) and Jensen Shannon (JSD) divergence, in addition
to the Fraction of Topic Words (FoTW). SIMetrix, is a very versatile system, and
has a variety of tests to measure the relation between the summary and its content.
Although SIMetrix shows good overall results in its tests, it has not excelled in the
evaluation of summaries; ROUGE is the standard that is used in reporting automatic
summarization evaluation results. However, SIMetrix is used in this investigation
to validate summaries.

ROUGE is the evaluation system implemented as the de-facto standard; it is
the most commonly used metric of content selection quality used in research papers
because it is cheap and fast [21]. ASHuR evaluates a summary based on sentences
extraction considering ROUGE as the evaluation system. This is an advantage that
the related work does not have.

3 FUNDAMENTALS FOR TEXT SUMMARIZATION

3.1 ROUGE

ROUGE stands for Recall-Oriented Understudy for Gisting Evaluation. ROUGE is
a summary evaluation method that includes measures to automatically determine
the quality of a summary by comparing it to other (ideal) summaries created by
humans [12].

This method has the following tests [13]:

• ROUGE-N: N-gram Co-Occurrence Statistics (versions ROUGE-1, ROUGE-2,
ROUGE-3, ROUGE-4).

• ROUGE-L: Longest Common Subsequence.

• ROUGE-W: Weighted Longest Common Subsequence.

• ROUGE-S: Skip-Bigram Co-Occurrence Statistics.

• ROUGE-SU: Extension of ROUGE-S.

Document Understanding Conference (DUC), National Institute of Standards
and Technology (NIST), and Text Analysis Conference (TAC) adopted ROUGE
package for content-based evaluation [14, 27, 26, 28]. ROUGE-1, ROUGE-2, ROU-
GE-L, and ROUGE-SU tests have been used in many investigations to evaluate
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experiments because they have a greater accord with the human evaluation [14, 26,
3, 27].

The typical information retrieval metrics are precision and recall [21], these
metrics are used by ROUGE to evaluate summaries [12]. Precision (Equation (1))
is the number of sentences occurring in both the system and ideal summary divided
by the number of sentences in the system summary. Recall (Equation (2)) is the
number of sentences occurring in both the system and ideal summary divided by
the number of sentences in the model summary [27].

precision =
|{relevantObjects} ∩ {retrievedObjects}|

|retrievedObjects|
, (1)

recall =
|{relevantObjects} ∩ {Objects}|

|relevantObjects|
, (2)

Fβ = (1 + β2) ∗ precision ∗ recall

(β2 ∗ precision) + recall
. (3)

The appeal of precision and recall as an evaluation measure is that after a hu-
man defines the gold standard sentence selection, it can be repeatedly used to
evaluate automatically produced summaries by a simple comparison of sentence
identifiers [21]. F-measure (Equation (3)) is a weighted harmonic mean of re-
call and precision. Where β is a variable to give preference either recall or pre-
cision, when β > 1 then the preference is given to precision, and when β < 1
then the preference is given to recall. This study used the F-measure for experi-
ments.

3.2 SIMetrix

SIMetrix tool is a group of metrics to evaluate summaries [18]. Our investigation
uses the SIMetrix model without a model summary.

The following SIMetrix metrics validate our proposal [18]:

• KLInputSummary: Kullback Leibler divergence between input and summary

• KLSummaryInput: Kullback Leibler divergence between summary and input.
Since KL divergence is not symmetric, the features are computed both ways
Input-Summary and Summary-Input. Both features above use smoothing.

• UnsmoothedJSD: Jensen Shannon (JS) divergence between input and summary.
No smoothing.

• SmoothedJSD: A version with smoothing.

• CosineAllWords: Cosine similarity between all words in the input and summary.

• PercentTopicTokens: Proportion of tokens in the summary that are topic words
of the input.
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• FractionTopicWords: The fraction of topic words of the input that appear in
the summary.

• TopicWordOverlap: Cosine similarity using all words of the summary but only
the topic words from the input.

SIMetrix results showed that the strength of features vary considerably. The
best metric is JS divergence, which compares the distribution of terms in the input
and summary. According to the SIMetrix documentation, higher divergence scores
indicate poor quality summaries. For the other metrics, higher scores indicate better
summaries.

4 PROPOSED APPROACH

The proposed approach initially divides the article into its summary and its content.
The system constructs the summary model based on the original content. Finally,
ROUGE evaluates the model summary and the summary of the original article to
obtain the summary assessment. Figure 1 displays this process.

Figure 1. General diagram of the ASHuR evaluation process

4.1 Model Summary Module

This module creates a model summary, the following steps details the process:

1. Identification of raw sentences: This step obtains raw sentences from the content.
A raw sentence is one taken from the original text without any special treatment.
The ASHuR process begins with this set of sentences; after a process of cleaning,
splitting, and scoring of the sentences, our system takes sentences from original
raw sentences to produce the summary.

2. Determination of concepts frequencies: ASHuR applies a text cleaning process
to raw sentences. Such process involves the following phases:

• Tokenize sentences: The tokenization breaks down the sentences into a set
of words [8] called tokens. The token is the minimal unit to analyze the text
in this study.
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• Delete stop-words: Stop-words are words that are insignificant in our me-
thod. Therefore, ASHuR eliminates stop-words from the original text. The
stop-words list includes the most frequently occurring words in a text (e.g. a,
the, of, etc.) [5].

• Apply stemming: The stemming technique uses the root form of a word. The
primary objective is to assign equal importance to words having the same
root. Thus, words expressed in their different forms are considered to be the
same [8]. Our proposal uses Porter’s algorithm to apply stemming; this is
the most common method used in literature [24].

ASHuR gains word frequencies after the cleaning process. This information is
useful to assess the impact of the sentence in the document. This phase obtains
a processed version of raw sentences.

3. Identification of the article title: Words in the title always represent the main
idea of the text. The title plays a particular role in ASHuR because sentences
that have title words are more important than other sentences. The title follows
the same cleaning process as the rest of the text.

4. Definition of signal words: This phase uses a technique where phrases or words
determine the relevance of a sentence, these words are called signal words. There
are different kinds of signal words, however ASHuR works with words related to
importance such as greatness, conclusion, summary, etc. [16]. These words may
be a good indicator of relevant information [4, 27]. This study employs a list of
signal words based on [10].

5. Calculation of the sentences score: This phase calculates the score of each sen-
tence based on frequencies and the amount of words. Title words and signal
words found in the sentence also proportionally influence the score.

6. Selection of the best sentences: This phase chooses the sentences with the highest
score while discarding the sentences which are too short. These sentences are in
order according to their score. The total number of words in a sentence must
be similar to the number of words of the original summary. ASHuR selects
sentences representing the summary of the version of raw sentences.

4.2 Evaluation Module

The first module of the summarization system generates the summary of the original
article. ROUGE metrics then compare the generated summary with the model
summary. Figure 2 represents the complete process of ASHuR.

For the evaluation part of the process, this study employs the following ROUGE
tests: ROUGE-1, ROUGE-2, ROUGE-L, and ROUGE-SU. This study calculates the
mean result of ROUGE tests to obtain a single result, however, another option could
be to take a ROUGE test to represent the evaluation of the summary. We consider
that ROUGE is a useful tool for the tasks assessment and that a new algorithm for
this assessment is not necessary.
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Figure 2. Specific diagram of the ASHuR evaluation process

4.3 Formal Representation of the Model

The process of ASHuR is represented in the following definition and equations:

Definition 1. Let Rprocesed = {T1, . . . , T|Rprocesed|} be the set that represents an ar-
ticle Rraw with a text cleaning process in sentences. Each element in Rprocesed has
the form Tj = {t1, . . . , t|T |}, where elements in T represent words in a sentence.

Definition 2. Let S = {c1, . . . , c|S|} be the set that represents the score of sentences
found in a document, where each element in S represents an ordered pair of the
form ci = (r, d), the element r represents the score of the sentence and the element d
represents the number of words in a sentence.

After of previous definitions, for each element T ∈ Rprocesed, then ST ← (rT , |T |),
where the score is calculated by the Equation (4) based on Equations (5), (6),
and (7). Equation (6) uses the variable a to represent a value for signal words, these
words are represented by the set W . Equation (7) uses the variable b to represent
a value for title words, these words are represented by the set I. The variable |T |
represents the number of elements in T .

rT = f · g · l, (4)

f =
∑
t∈T

Freq(t)/|T |, (5)

g =

{
a, if |W ∩ T | > 0,

1, otherwise,
(6)
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l =

{
b, if |I ∩ T | > 0,

1, otherwise.
(7)

Let Ssort = {x1, . . . , x|Ssort|} be the set S ordered by the element r of the pair
ordered xk, sentences representing the summary of the article are taken from the
set Ssort. The Algorithm 1 displays the process to obtain sentences that represent
the summary. The variable a represents the sum of words in each x appended
to Ssummary, also, the variable max represents the maximum number of words of
the summary and min represents then minimum number of words considered by
sentence. The generated summary is represented in Ssummary, this is used to evaluate
other summaries.

Algorithm 1 Process to obtain the most important sentences

1: for all x ∈ Ssort do
2: if (a < max) and (xd > min) then
3: a← a+ xd
4: append x to Ssummary
5: end if
6: end for

5 COMPARISON TO SIMILAR APPROACHES
USING MODEL SUMMARY

5.1 Experiment

This experiment compares ASHuR to nine Summarization Systems (SS) based on
sentence extraction. The aim is to assess the quality of the extracted sentences
against similar approaches using model summaries. We selected SS as represented
in Table 1 for the experiment because literature references to them and they are
freely available.

None of the SS selected have algorithms available to be implemented. Only the
applications have been published. Some of the systems are web applications, while
others are applications for the Windows operating system. Others are applications
for the Linux operating system. This setback complicates the automation of the
evaluation process, therefore, the sample size for this iteration is not as extensive as
desired.

This experiment uses research articles to perform the comparison between SS
because expert researchers review these kind of documents before the publication,
so that articles have quality in the abstract (summary) as well as the content. This
experiment considers the abstract as the model summary of ROUGE.
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Id System

1 ASHuR

2 Autosummarizer [1]

3 Freesummarizer [6]

4 IBM Many Aspects Document Summarization Tool (furthest) [15]

5 IBM Many Aspects Document Summarization Tool (Greedyexp) [15]

6 IBM Many Aspects Document Summarization Tool (K-Median) [15]

7 IBM Many Aspects Document Summarization Tool (SVD) [15]

8 Online summarize tool [22]

9 Open text summarizer [31]

10 Swesum [7]

Table 1. Summarization systems

The test data is contained in 40 articles selected from the special issue “Social
Identity and Addictive Behavior” in the Journal of Addictive Behaviors Reports 1,
Volumes 1 (June 2015), 2 (December 2015), 3 (June 2016), 4 (December 2016), and
5 (June 2017). We chose this journal because it considers theoretical aspects with
few equations that can hinder the work of summarization systems.

The preparation phase of documents deleted the abstract and the references, the
rest of the article remained intact. The prepared papers were submitted to each SS
to build its summary. The next phase compared generated summaries and the model
summaries. Each algorithm made a summary per article which was contrasted with
the corresponding original summary.

The eight tests of ROUGE evaluated results of SS considering the F-measure.
The ROUGE tests result is a value between 0 and 1, the closer to one the better
the summary.

5.2 Result

The results of the ROUGE evaluation applied to SS are displayed in Figure 3. Two
groups organize the information; group 1 presents the most commonly used tests
(see Figure 3 a)), and group 2 presents the rest of tests (see Figure 3 b)). The x-axis
deploys Identifiers of SS and the y-axis represents the values reached by the tests.
Graphs of results present ROUGE tests by a figure; rhombus, square, triangle, or
cross, so, tests can be differentiated.

Means results obtained by SS in ROUGE tests are displayed in Figure 4. This fig-
ure shows the values reached in the x-axis and SS in the y-axis. The best-positioned
systems are ASHuR, Autosummarizer, and Freesummarizer in that order. The worst
positioned are OpenTextSummarizer and IBM GREEDYEXP.

1 http://www.sciencedirect.com/science/journal/23528532/vsi

http://www.sciencedirect.com/science/journal/23528532/vsi
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Figure 3. Results of summarization systems considering ROUGE

5.3 Discussion

ASHuR obtained higher results in each test than the rest of SS (see Figure 3). This
showed that our method achieved sentences more representative of the content of
the original text.

Test files contained tables in text format, the systems positioned in the first
places dealt with this point correctly. However, other systems such as OpenTextSum-
marizer had problems with the tables, which led to poor evaluation results.
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Figure 4. Means of summarization systems in ROUGE tests

It is complicated to achieve values close to one (the ideal value) in some ROUGE
tests, but it is simpler in others tests. ROUGE-1 and ROUGE-L are tests that
obtain higher scores than the rest of tests. ROUGE-4 is the most complicated test
to overcome, this test on average had the lowest results.

The SS position of each ROUGE test varies a few places; accordingly, the
ROUGE’s tests maintain consistency and regularity in results, even though the
score of the systems are similar. This means the summary evaluation of a system
will not be in the first positions in a test and the last positions in another.

6 COMPARISON AGAINST HUMAN SUMMARY
WITHOUT MODEL SUMMARY

6.1 Experiment

SS did not intervene in this second experiment because the first experiment veri-
fied that ASHuR obtains more precise results. The aim is to demonstrate that the
ASHuR summary is similar to human summaries. This activity was realized with
SIMetrix (Summary Input similarity Metrics) [18]. This tool analyses a text sum-
mary through similarity metrics (Section 3.2). SIMetrix is a system that allows,
unlike ROUGE, to perform summary evaluations without a summary model. How-
ever, important conferences as DUC or TASC do not consider it relevant because
they trust to the evaluation of ROUGE.

SIMetrix does not have ROUGE support, however, ROUGE needs a model
summary to evaluate other texts. Thus, SIMetrix evaluates summaries in this ex-
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periment because it does not require a model summary. The objective of this project
is to generate a version of ROUGE to assess abstracts without human intervention
in the same way as SIMetrix but with the support of ROUGE.

This study focuses on unstructured documents such as Wikipedia documents.
This experiment considers the Wikipedia branch in the category Main topic classi-
fications for test data. This category is the main one in the hierarchy of Wikipedia.
The rest of the categories is derived from this one. The main category has 10 sub-
categories, and these contain other categories (see Table 2). This paper contemplates
the direct categories of Main topic classifications. The categorization described cor-
responds to the Wikipedia version of October 1, 2016.

Categories Sub-Categories Pages

Main Topic Classifications 10 14

Geography 26 75

Nature 26 15

Reference works 39 25

Health 45 13

History 32 27

Philosophy 18 51

Science and technology 9 7

Humanities 33 49

Mathematics 21 12

People 34 2

Total 286 290

Table 2. Category main topic classifications of Wikipedia

The main category and sub-categories in the Table 2 contain 290 articles. This
experiment did not consider articles with the following characteristics:

1. Articles without a summary (e.g. the article Caribmap2).

2. Articles that describe a list of other pages (e.g. the article Lost History3).

3. Articles that are in two or more of the considered categories (e.g. the article
People4). Articles that met the desired characteristics were 196.

The comparison process consisted of obtaining a summary of articles for each
treatment (ASHuR and human) and comparing it with the content using SIMetrix.
Firstly, ASHUR generated its summary, and this was compared with the content
to obtain a summary-content relation measure. We then examined the original
abstract of the article (human summary) with the content getting another measure
of summary-content relation. The hypothesis is that a high positive correlation

2 https://en.wikipedia.org/wiki/Caribmap
3 https://en.wikipedia.org/wiki/Lost_history
4 https://en.wikipedia.org/wiki/People

https://en.wikipedia.org/wiki/Caribmap
https://en.wikipedia.org/wiki/Lost_history
https://en.wikipedia.org/wiki/People
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will be achieved using the Pearson test between both measures of relation. Each
summary (ASHuR and Human) was evaluated against its content by 8 SIMetrix
tests.

This experiment separated tests in two clusters according to their form of evalu-
ation. Tests that consider that the closer to 0 a result is, the better correlation will
exist (B1), and tests that consider that the closer to 1 a result is, the better corre-
lation will exist (B2). The group B1 contemplates the KLInputSummary, KLSum-
maryInput, UnsmoothedJSD, and SmoothedJSD tests. Group B2 contemplates the
CosineAllWords, PercentTopicTokens, FractionTopicWords, and TopicWordOverlap
tests.

6.2 Results

The evaluation of ASHuR results and human summaries was contrasted 196 times,
one for each article. Figure 5 shows the general results organized by test and treat-
ment (ASHuR and human).

Boxplots represent the data distribution in summarized form in Figure 5, the
vertical line inside the rectangle represents the data median. The x-axis represents
the applied test and the treatment, ASHuR tests are described at the label end with
the letter A, and human tests with the letter H. The y-axis shows the values scale
of tests; these vary according to the group of applied tests.

Results of Figure 5 a) represent block B1 tests, the closer to zero the means, the
better the summary will be evaluated. Figure 5 b) displays results of block B2 tests
ASHuR obtained values closer to zero in each of the tests, however, it also got more
outliers.

The closer to 1 the means of block B2 are, the summaries will be better. The
best-performing tests are CosineAllWords and TopicWorldOverlap of ASHuR. Tests
evaluate summaries based on different aspects; this causes some tests to obtain
results closer to zero and others more distant.

The mean and standard deviation of the tests B1 and B2 are represented in
Table 3. This table shows the information according to the test group and the type
of treatment (ASHuR and Human).

The Spearman correlation test compared results of ASHuR and the human con-
sidering the groups B1 and B2. Figure 6 shows results of 196 evaluations that
represent each article, the x-axis represents tests blocks and the y-axis values. Al-
though the data from block B1 are less dispersed than block B2, most of the B2
data are closer to 1, which means that block B2 has most acceptable results than
block B1.

The descriptive data of evaluations are described in the Table 4. Outliers are
commonly treated in some way to observe the impact of these on the outcome,
for that reason data are analyzed with and without them. The block B1 had no
outliers because of the low dispersion of data, however, the block B2 obtained some
anomalous values.
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a) Tests block B1 (part 1)

b) Tests block B1 (part 2)
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c) Tests block B2

Figure 5. Data distribution of the evaluation summary-content organized by test blocks,
block B1 – the best result is zero, block B2 – the best result is one

6.3 Discussion

Tests groups B1 and B2 showed a similar behavior in their results (see Figure 5).
The ASHuR evaluation gave more desirable results in each test compared to the
evaluation of human generated summaries. Results of ASHuR in the group B1 were
closer to zero than the results of the human. The results of ASHuR in the block B2
are closer to one than human results.

The results dispersion of block B1, in Figure 5 a), shows more concise data for the
evaluation of ASHuR. On the contrary, the human evaluation data are more compact
in Figure 5 b), even though ASHuR data achieved a better score. Table 3 shows this
information more precisely. Block B2 shows that human data are less spread than
ASHuR data in most tests, however, human data do not receive a superior evaluation
than ASHuR data.

The evaluation of results indicates that ASHuR generates better summaries
than humans. However, these results are provided by automated tests that do not
evaluate consistency and congruence of text sentences. Our best results are due
to a system based on phrase extraction that is favored by this type of evaluation
system. In spite of this, we made tests to put in context real results. If negative
results had been obtained at this stage, it would have meant a poor phrase extraction
that would have nothing to do with the important aspects of the text.



Evaluation of the Relation Summary-Content 525

Test Group Test Mean SD

B1

KLInputSummary H 2.853 0.678
KLInputSummary A 1.939 0.486
KLSummaryInput H 3.302 0.878
KLSummaryInput A 1.065 0.434
UnsmoothedJSD H 0.479 0.057
UnsmoothedJSD A 0.313 0.117
SmoothedJSD H 0.420 0.060
SmoothedJSD A 0.265 0.087

B2

CosineAllWords H 0.485 0.180
CosineAllWords A 0.751 0.124
PercentTopicTokens H 0.278 0.141
PercentTopicTokens A 0.447 0.161
FractionTopicWords H 0.317 0.218
FractionTopicWords A 0.504 0.280
TopicWordOverlap H 0.490 0.202
TopicWordOverlap A 0.712 0.148

Table 3. Mean and standard deviation of SIMetrix test

B1 B2

Descriptives All Without All Without
Values Outliers Values Outliers

Correlations mean 0.812 0.812 0.865 0.901

Trimmed mean (5 %) 0.813 0.813 0.890 0.913

Median 0.822 0.822 0.943 0.951

Standard deviation 0.095 0.095 0.184 0.114

Minimum 0.536 0.536 −0.121 0.545

Maximum 0.999 0.999 0.999 0.999

P-value (mean) 0.188 0.198 0.135 0.099

P-value (trimmed mean) 0.187 0.187 0.110 0.087

Table 4. Descriptive data of the evaluation of correlation tests

The experiment applied the Pearson test to measure the degree of correlation
between evaluations of ASHuR and the human. Results (see Table 4) show an av-
erage correlation between ASHuR-Human summaries of 0.812 for the block B1, this
correlation means that the ASHuR summaries are 81.2 % similar to the human sum-
maries according to the applied tests. However, the p-value obtained of 0.188 was
not as good as we would wanted.

The block B2 showed an average correlation of 0.865 and an average trimmed
to 95 % of 0.890, this indicates that there are 5 % of anomalous values that are
negatively affecting results. When the average correlation is calculated without
outliers then an average of 0.901 is obtained and an average trimmed to 95 % of
0.913.
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Figure 6. Results concentration of blocks B1 and B2

The block tests B2 shows a higher correlation than block test B1, even though
the data of the block B2 are more dispersed than block B1. The block B2 is more
prone to generating outliers. Outliers are caused by a significant difference between
the results of ASHuR and the human result. These events occurred for the following
reasons:

• Different use of words: Although the human summary is correct, it is poorly
evaluated because different words are used in the writing of the summary and
the content (4 cases).

• Different use to the summary section: The summary section has a different
function than summarizing the document content, e.g., describes the use of the
article instead of the content (3 cases).

• Inadequate sentence extraction: ASHuR performed an inappropriate phrases
extraction due to established design characteristics of the algorithm (3 cases).

• Short summary: The summary is too short, limited to few words, this causes
ASHuR only select a sentence that inappropriately represents the content (2 ca-
ses).

The proper treatment of these events will give more accurate results to ASHuR
in future versions of our algorithm.
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7 EVALUATION WITH ASHUR AND ROUGE

This section shows the evaluation of 21 articles of Wikipedia considering the ROUGE
evaluation based on ASHuR. These articles are concepts related to Object Oriented
Programming (OOP). The procedure consisted of three steps:

1. to obtain the summary using ASHuR,

2. to take the human summary from the Wikipedia article, and

3. to evaluate the human summary with ROUGE considering the ASHuR summary
as a model.

ROUGE tests – ROUGE-1, ROUGE-2, ROUGE-L, and ROUGE-SU* – assessed
articles summaries. Figure 7 shows the results of the evaluation of each Wikipedia
article. Values of the graph represent the F-measure on the y-axis. The x-axis
displays articles represented by an identifier. These identifiers are represented in
Table 5.
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Figure 7. Results of the summaries evaluation with ROUGE and ASHuR

The summary score will depend on the test or tests considered. If a flexible
evaluation is necessary, ROUGE-1 is chosen; if a harder evaluation is required,
ROUGE-SU* could be used. This study employed an average of four tests, Table 5
shows results. According to the results, some articles present high probabilities to
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contain an inadequate summary. Articles overriding5, composition6, and persistence7

have the lowest evaluations and they have a probability greater than 80 % to be
inadequate or at least they have a lower level than the rest of the articles.

We analyzed these articles in detail to determine why their assessments are so
low:

• The article overriding uses too many sample code in the content, most of the
text is used to explain it. The summary is adequate, but this complement the
content instead of functioning as a set of ideas that represent the content.

• The article composition has a very short summary based on two statements, this
makes the summary evaluation problematic.

• The article persistence, although it has an accurate summary, it is relatively
short, the content does not utilize words used in the summary.

Id Wikipedia Article Mean

1 Abstract type 0.557

2 Abstraction 0.277

3 Access modifier 0.479

4 Attribute 0.403

5 Class 0.231

6 Concurrency 0.190

7 Constructor 0.350

8 Encapsulation 0.224

9 Overloading 0.252

10 Hiding 0.172

11 Inheritance 0.279

12 Package 0.239

13 Method 0.406

14 Overriding 0.020

15 Modularity 0.250

16 Object 0.206

17 Composition 0.072

18 OOP 0.295

19 Parameters 0.355

20 Persistence 0.079

21 Scope 0.254

Table 5. Average of ROUGE tests for Wikipedia articles

ASHuR can review documents to identify cases where the summary is inadequate
to the content by an alert signal.

5 https://en.wikipedia.org/wiki/Method overriding
6 https://en.wikipedia.org/wiki/Object composition
7 https://en.wikipedia.org/wiki/Persistence (computer science)
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8 CONCLUSIONS

This study presents ASHuR, an algorithm to measure the relation summary-content
quantitatively without a model summary using ROUGE. According to the classifi-
cation given in [16], our method works as follows: based on text, works with a single
document, extracts information about text with an indicative proposal, considers
only one language at the time (mono-lingual), gives an evaluation without ideal
summary made by humans. This investigation worked with Wikipedia articles, but
ASHuR can be applied to documents with a defined structure by content and sum-
mary.

ASHuR consists of two modules. The first module builds a model summary
based on content, and the second module evaluates the original summary with the
model summary created. ASHuR ranked in the first place among nine SS based on
sentences extraction. In another experiment, our method achieved high correlation,
based on the Pearson test, between ASHuR summary and human summary.

This study shows that a text can be evaluated without a model summary based
on the proposed approach. We realize that the comparison based on human sum-
maries is the best, however, when humans are not available, our proposal could be
a good option.

According to evaluations performed in the experiment, the summary assessment
implemented with our approach is an approximation with encouraging results. The
project gives the possibility of evaluating summaries at the moment; one or multiple
model summaries are not needed. Thus, ASHuR can evaluate a summary written by
users in collaborative sites (e.g. Wikipedia) or can review texts written by students
stored in online repository (e.g. Moodle).

For future work, we propose to solve problems such as synonyms, anaphora,
proportion summary – content according to the length and term distribution. These
would improve the algorithm and the precision of the sentences. This study considers
adding to ASHUR the option of offering recommendations to improve its summary,
considering the most common problems encountered in the evaluation.
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Référence. TALN 2010, Montréal, Canada, 2010, Vol. 1, pp. 19–23 (in French).

[30] Ubul, A.—Atlam, E.-S.—Kitagawa, H.—Fuketa, M.—Morita, K.—
Aoe, J.-I.: An Efficient Method of Summarizing Documents Using Impression Mea-
surements. Computing and Informatics, Vol. 32, 2013, No. 2, pp. 371–391.

[31] Yatsko, V. A.—Vishnyakov, T. N.: A Method for Evaluating Modern Systems of
Automatic Text Summarization. Automatic Documentation and Mathematical Lin-
guistics, Vol. 41, 2007, No. 3, pp. 93–103, doi: 10.3103/S0005105507030041.

Alan Ram��rez-Noriega acquired his Master’s degree in ap-
plied informatics at Universidad Autónoma de Sinaloa in 2014
and his Ph.D. degree in computer science from the Universidad
Autónoma de Baja California in 2017. The main areas of inter-
est are intelligent tutoring systems, knowledge representation,
and text mining.

https://doi.org/10.1561/1500000015
https://www.tools4noobs.com/summarize/
https://doi.org/10.1108/eb046814
https://doi.org/10.1016/j.ipm.2014.02.001
https://doi.org/10.17562/PB-42-2
https://doi.org/10.3103/S0005105507030041
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