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The rationale of this study is that scalar adverbs are likely to act as a convenient means to achieve
cognitive closure because they stress the argumentative orientation of the message. Based on this
assumption, an experiment shows that the introduction of scalar adverbs in the message decreases the
extent of its cognitive elaboration and increases its perceived quality and effectiveness for people high in
need for closure, but not for people low in need for closure, for whom the outcomes are reversed with
regard to perceived quality and persuasiveness of the message. To what extent such outcomes are likely
to be affected by some variables traditionally studied in the persuasion literature is addressed in the
discussion.
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Social psychologists have always been inter-
ested in the processes by which human judg-
ments are formed and goal-directed
(Kruglanski, 1990; Kruglanski & Azjen, 1983;
Kunda, 1990; for a review, see Molden &
Higgings, 2012). In particular, the “need for clo-
sure” concept, originally embedded in the
Kruglanski’s (1989) lay epistemic theory, has
been defined as the “desire for an answer on
a given topic, any answer, as compared to con-
fusion and ambiguity” (Webster & Kruglanski,
1994, p. 1049). As such, it has been viewed as
a motivation to draw a conclusion quickly and
terminate cognitive processing related to the
issue (Kruglanski, Orehek, Dechesne, &
Pierro, 2010; Roets & Van Hiel, 2011a).

Furthermore, in the area of pragmatics, ar-
gumentation has been approached through
the way lexical items give orientations to utter-
ances, and the meaning of a particular utter-
ance has been viewed as the set of all pos-
sible argumentative entailments that can be
made from it (Malrieu, 1999). In particular, the
concept of “argumentative orientation”, origi-
nally defined as “the type of conclusions sug-
gested to the recipient, the conclusions that
the statement offers as one of the discursive
aims” (Anscombre & Ducrot, 1983, p. 149), has
been advanced to describe how the introduc-
tion of scalar adverbs in a given utterance di-
rect the interlocutor towards a clear-cut con-
clusion (Moeschler, 2016).
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The current study relies on these two theo-
retical frameworks, and addresses the ques-
tion of whether matching the message argu-
mentative orientation to the recipients’ need
for closure impacts his or her attitude toward
the message and, as a consequence, its ef-
fectiveness. It is designed as follows. First, a
brief overview of the “need for closure” con-
cept is made. It consists in presenting its main
theoretical features. Second, the rationale of
the study is advanced. Grounded in the frame-
work of integrated pragmatics, it consists in
arguing that the message argumentative ori-
entation is a feature likely to be congruent with
the need for closure expressed by the recipi-
ents, resulting in a more favorable attitude to-
ward the message. Third, a study carried out
on university campus in the context of a health
promotion intervention is offered as the em-
pirical core in response to the above-men-
tioned research question.

The Need for Closure: An overview

Broadly speaking, the need for (non specific)
closure has been defined as reflecting the
desire for an answer on a given topic, any an-
swer as long as it is clear, definite, and se-
cure, as opposed to the undesirable alterna-
tive of ambiguity and confusion (Kruglanski,
1990; Kruglanski & Webster, 1996). Engaged
in an ongoing decision-making process,
people may experience an urgent desire to
attain a swift and firm decision so that forming
a clear-cut opinion or reaching a definite con-
clusion becomes a goal in itself. In that case,
they are willing to promote cognitive activities
and/or  strategies  that  best  meet  their  im-
mediate  goal  in  the  ongoing  decision-mak-
ing process and, as a result, display a series
of  cognitive  bias  well  documented  in  the
field of social cognition (Kruglanski & Freund,
1983;  Kruglanski  &  Fishman,  2009).  Once
the closure is attained, people can be reluc-
tant  to  have  their  opinion  and  conclusion
challenged, and thus promote cognitive activi-
ties in order to maintain it and stick to it, no
matter what (Kruglanski, Webster, & Klem,
1993).

Embedded in the conceptual definition of the
need for closure, the urgency tendency and
the permanence tendency have been outlined
as the two distinct ways whereby the motiva-
tion toward cognitive closure exerts its effects
(Kruglanski & Webster, 1996; Roets, Van Hiel,
& Cornelis, 2006). The urgency tendency has
been defined as “an individual’s inclination to
attain closure as soon as possible”, whereas
the permanence tendency has been defined
as “an individual’s inclination to maintain it for
as long as possible” (Kruglanski & Webster,
1996, p. 263). The former promotes behavior
in which people seize on early available evi-
dence or information that allows them to de-
cide and conclude without sacrificing their
sense of validity; the later may lead to behavior
in which people freeze on the reached deci-
sion or conclusion and are reluctant to recon-
sider it (Kruglanski & Webster, 1996; Roets &
Van Hiel, 2006). As Kunda (1999) argued:
“When we are motivated to achieve closure,
we may “freeze” our thinking process early on,
as soon as we have arrived at what seems
like a good enough solution” (p. 242). Defined
through the two aforementioned concepts, the
need for closure is a typical illustration of a
motivational mechanism influencing the extent
of efforts and care people invest in information
processing aimed at reaching a decision (for
reviews of the empirical evidence, see
Kruglanski, 2004; Kruglanski & Chun, 2008;
Kruglanski & Fishman, 2009; Kruglanski &
Webster, 1996; Webster & Kruglanski, 1998).

Particularly relevant for the current study is
the seizing process. When people succumb
to the urge to make a decision or reach a con-
clusion, they are more likely to quickly select
and prioritize in their environment the most
salient and easily accessible information. They
are also more likely to quickly rely on cues pre-
sumably in order to supply quick closure, so
that the need for closure should finally affect
not only the amount but also the type of infor-
mation processed. Kruglanski & Webster
(1996) argued that: “people under a height-
ened need for closure may seize on informa-
tion appearing early in a sequence [and]
should base their judgments predominantly
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on early or preexisting cues” (p. 265) and also
argued for a “speeded-up reliance on early
cues implied by seizing” (p. 268). Similarly,
Sankaran, Szumowska and Kossowska
(2017) argued that “given a choice, individuals
high in need for closure would choose the ef-
fortless, i.e., easiest and quickest, way to at-
tain closure” (p. 309).

Numerous studies have confirmed the ten-
dency of individuals under a heightened need
for closure to select peripheral cues as a
quick and easy route to closure. For instance,
in a research dealing with persuasion, Klein
& Webster (2000, Study 1) showed that atti-
tudes of individuals high in dispositional need
for closure were more affected by the num-
ber of arguments (i.e., “the message-length
heuristic”) than by argument quality, whereas
low need for closure individuals were more
likely to be influenced by the quality of the
arguments (i.e., systematic processing). Par-
ticularly interesting in the Klein and Webster’s
(2000) research was the fact that individuals
high in dispositional need for closure pro-
cessed a message systematically if a heu-
ristic cue was unavailable to provide an easy
means for closure (Study 2). In a study deal-
ing with consumer information processing
and purchase decisions, Cronley, Posavac,
Meyer, Kardes, and Kellaris (2005) showed
that the degree to which price was perceived
to predict quality (i.e., “the price-quality heu-
ristic”) was overestimated when consumers’
need for cognitive closure was high. Simi-
larly, Vermeir, Van Kehnove, and Hendrickx
(2002) showed that dispositional high need
for closure consumers generally demon-
strated a higher search effort for price and
promotional information, which are supposed
to be heuristic decision cues in the shopping
context (see also Vermeir & Van Kehnove,
2005). Using a knowledge task, Wesson and
Pulford (2005) showed that individuals high
in dispositional need for closure used to a
greater extent the speaker’s confidence cue,
when making choices, and concluded that the
use of this “confidence heuristic” could sati-
ate their desire to make quick decisions and
confident choices.

This idea that “the higher the magnitude of
their need for closure […] the greater their ten-
dency to rely on simple judgmental heuristics”
(Pierro, Manetti, Erb, Spiegel, & Kruglanski,
2005, p. 103) is one of the most important im-
plications of the research on need for cogni-
tive closure. And this is of critical importance
for the rationale of this study, insofar as it will
be now addressed whether scalar adverbs are
likely to act as judgmentally relevant cues, on
which people could seize when they process
an informational message under a heightened
need for closure.

Scalar Adverbs as Argumentative Markers:
An Easy-Way Out Option?

In the area of pragmatics, it has been largely
argued that the meaning of words conditions
the dynamics of discourse and a single fact
can be understood in different ways according
to its linguistic formulation (Portolés & Yates,
2014). This direction has been explicitly and
exhaustively taken in the Anscombre and
Ducrot’s (1983) “Theory of Argumentation
within Language”, with the purpose to show
that language itself is argumentative, both at
the level of the basic sentence and individual
words themselves. This theory supported the
concept that the meaning of utterances can be
captured in terms of the conclusions for which
they can be used as arguments and the argu-
mentative function of language should be seen
as primary, compared to its informative and
descriptive function (Anscombre & Ducrot,
1976; Ducrot, 1993; Iten, 2000). For this rea-
son, the Anscombre and Ducrot’s (1983) theory
of argumentation has been judged as a “radi-
cally ascriptiv ist” approach of semantics
(Rocci, 2017, p. 124).

Anscombre and Ducrot’s approach ema-
nates from their interest in describing how
words such as “almost, only, even, already,
more than, near from, at least, no less than”,
work as argumentative operators, in that they
direct the interlocutor for the recovering of the
“argumentative orientation” (also called “argu-
mentative force”) of the utterances in which they
occur (Van Eemeren, 2001; Van Eemeren,
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Grootendorst, & Snoeck Henkemans, 1996).
The argumentative orientation can be thought
of as the set of inferences that can be drawn
from a given utterance and it has been largely
claimed that it can be stimulated by the words
referred to above, called “scalar adverbs”
(Bassano, 1991; Champaud & Bassano,
1987; Defrise & Nirenburg, 1990; Mc Keown &
Elhadad, 1991). Scholars have described the
role of these word cues as adding constraints
on the argumentative orientation of the sen-
tences they modify (Henning, 1982; Kay, 1990;
Sadock, 1981). In particular, Anscombre and
Ducrot (1983) argued that “the presence of
some morphemes (nearly for instance) in
some sentences gives an intrinsic argumen-
tative orientation to these sentences, predis-
posing them to be used in some types of con-
clusions rather than others” (p. 149).

In this “meaning is orienting” view of lan-
guage fiercely supported in the radical
argumentativism approach, scalar adverbs are
conceptualized as adding a guidance function
to utterances and as such encoding “instruc-
tions” (i.e., procedural content) rather than “con-
cepts” (descriptive content)1. As Verhagen
(2008) argued:

“an addressee takes an utterance not (just)
as an instruction to construe an object of
conceptualization in a particular way, but (also)
as an instruction to engage in a reasoning pro-
cess, and to draw certain conclusions; it is
typically […] understanding what the speaker/
writer is getting at (what he wants you to infer),
that counts as successful communication” (p.
316).

The current study aims at exploring the guid-
ance function that scalar adverbs can have in
the processing of an informational message
about a disease presented as a new emerg-
ing sexually transmitted infection. It was rea-
soned that when people are processing a
health message about an unfamiliar disease
with the aim to form an opinion about its se-

verity, the introduction of scalar adverbs in the
message was supposed to serve the seiz-
ing process and the urgency tendency, intrin-
sically related to a high need for cognitive clo-
sure. For instance, an utterance such as
“2400 people have already contracted the vi-
rus just for the period from January to June”
was supposed to guide the recipients about
the (perceived) seriousness of the disease,
more than the same utterance without “al-
ready” and “just”. Similarly, an utterance such
as “Since the outbreak of the disease three
years ago, up to 6000 new persons have
contracted the virus each year” was supposed
to have the same guidance function, more
than the same utterance without “up to”. Said
differently, the addition of scalar adverbs in
the message was expected to be a conve-
nient means to attain closure, and as such,
of a greater relevance for people high in need
for closure, who are supposed to seize
quickly on an early available solution (i.e.,
“speeded-up reliance on early cue phenom-
ena”, Kruglanski & Webster, 1996, p. 268),
than for people low in need for closure, who
are engaged in a more extensive information
search before deciding on the issue. In rela-
tion with this reasoning were the following
hypotheses: “People with high need for cog-
nitive closure will process the message con-
taining scalar adverbs more superficially (H1),
rate it better with regard to its quality (H2),
and judge it more convincing (H3) than
people with lower need for cognitive closure”.

 Method

Participants

Participants were undergraduate students
aged 18 to 23 years old attending in a man-
agement and accountability course at a large
public University in the south of France. They
were invited to participate in a health promo-
tion intervention about a sexually transmitted
infection. Upon arrival to the session, student
volunteers were told that participation in the
study entailed reading a fact sheet about the
“Paramyxoviridae infection” and then complet-

1 For the distinction between “conceptual content”
and “procedural content”, see also Deirdre Wilson
(2011).
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ing a questionnaire. They were told that this
fact sheet had been designed by the Health
Promotion Department with the purpose of in-
forming them about this new and emerging
disease and enabling them to assess its se-
verity. To make sure participants were unfa-

miliar with the “Paramyxoviridae infection”, they
were asked to answer the following questions:
“Do you know of the Paramyxoviridae infec-
tion?”, and “Did someone in your environment
inform you about the Paramyxoviridae infec-
tion?”

Table 1 Sample manipulations in each of two versions of the epidemiological report 
Non-scalar argumentation Scalar argumentation 

 Since the outbreak of the disease three 
years ago, 6000 new persons have 
contracted the virus each year. 

 Since the outbreak of the disease three 
years ago, up to 6000 new persons have 
contracted the virus each year. 

 The virus has contaminated 1238 persons 
the last year throughout Europe. 

 The virus has contaminated no less than 
1238 persons the last year throughout 
Europe. 

 250 infections have been registered in our 
country, of which 180 from January to June. 

 Already 250 infections have been 
registered in our country, of which 180 just 
for January to June. 

 50 new cases occurred during the last six 
months for the people aged from 18 to 25 
years old. Considering those who do not 
know they are positive, this number is higher 
than 50. 

 Almost 50 new cases occurred during the 
last six months for the people aged from 18 
to 25 years old, and even more than 50 
when it is considered those who do not 
know they are positive. 

 As for other sexually transmitted infections, 
people can expose themselves during a 
single act of unprotected intercourse and it is 
now anticipated that 1500 sexually active 
young adults will catch the virus within the 
next two years. 

 As for other sexually transmitted 
infections, people can expose themselves 
during a single act of unprotected 
intercourse and it is now anticipated that 
not less than 1500 sexually active young 
adults will catch the virus within the next 
two years. 

 Many people will get sick and twenty 
percent of those who develop symptoms will 
die. 

 Many people will get sick and twenty 
percent of those who develop symptoms 
will die. 

 By contracting this new virus, they will 
develop brain damage and suffer from 
breathing difficulties. 

 By contracting this new virus, they will 
develop brain damage and suffer from 
breathing difficulties. 

 Because younger adults are especially 
susceptible, university communities are at 
risk for widespread viral outbreaks. 

 Because younger adults are especially 
susceptible, university communities are at 
risk for widespread viral outbreaks. 

 According to Professor Schwartz, from the 
National Student Health Center, one out of 
four students will exhibit the most serious 
form of the Paramyxoviridae infection in a 
near future. 

 According to Professor Schwartz, from 
the National Student Health Center, almost 
one out of four students will exhibit the 
most serious form of the Paramyxoviridae 
infection in a near future. 

 It is estimated that a vaccine will not be 
found until the next 5 years, so the adoption 
of safer sex practices nowadays is the only 
way to protect yourself. 

 It is estimated that a vaccine will not be 
found until the next 5 years, so the 
adoption of safer sex practices nowadays 
is the only way to protect yourself. 
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Independent Variables

The current study was implemented in the con-
text of a health promotion intervention on uni-
versity campus. A fictitious sexually transmit-
ted infection referred to as the “Paramyxo-
viridae infection” served as the main topic in
this study and was presented as an emergent
disease. The first experimental manipulation
consisted in varying the scalar argumentation
in a text presented as an epidemiological re-
port about the “paramyxoviridae infection”. In
one version, scalar adverbs were incorporated
in some of statements so it was referred to as
the “scalar argumentation version”, while in
another version, no scalar adverbs were in-
cluded so it was referred to as the “non-scalar
argumentation version”. Both versions were
prepared with the concern of maintaining them
as identical as possible in terms of length (sca-
lar = 234 vs. non scalars = 220), sentence
structure, and content. Sample manipulations
are provided in Table 1.

The need for closure was the other relevant
factor. In this study, the need for closure was
treated as an individual-difference variable (i.e.,
dispositional need for closure), and measured
with the Roets and Van Hiel’s (2011b) abridged

version of the Need For Closure Scale, initially
developed by Webster and Kruglanski (1994)2.
This scale consists of 15 items (e.g., “I dislike
questions which could be answered in many
different ways”, “I don’t like situations that are
uncertain”), all loaded on one dimension, each
of them being rated on 6-point Likert scales
ranging from 1 (completely disagree) to 6
(completely agree) with higher scores indicat-
ing a greater (dispositional) need for closure.
So, based on the scores obtained with this
short version of the need for closure scale, it
was possible to classify subjects as “high in
need for closure” vs. “low in need for closure”.

Dependent Variables

The information processing. A thought-listing
task was used to assess how much the mes-
sage was cognitively processed. Participants
were provided with a paper sheet with 10 boxes
and instructed as follows:

We are now interested in what you were think-
ing about as you were reading the message.
Simply write down the first thought and idea
that came to your mind in the first box, the sec-
ond idea in the second, etc. Please put only
one idea or thought in a box. You should try to
record only those ideas that you were thinking
while you were reading the message. You will
have 3 minutes to write down all these thoughts
and ideas. Please be completely honest and
list all of the thoughts that you had (adapted
from Petty & Cacioppo, 1977, p. 648).

Two coders, blind to the experimental hypoth-
eses, were asked to evaluate whether these
collected thoughts were message content –
and topic – relevant elaborations (“Young
adults like me are highly susceptible to this
infection”, “This new disease seems to be
serious”, I will continue to use a condom”, “It is
not a risk as long as condom is used”, “I am
not concerned because I am mono-partner”,
etc.), or not (“It looks like an exam”, “I am happy
to take part in this questionnaire”, “I need to
smoke a cigarette”, etc.). Intercoder agreement
was on 88% of the listed thoughts, and dis-
cussions between coders and the experi-
menter took place to resolve any disagree-

2 Though need for closure may vary as a function
of the situation, the possibility that it could be a
dimension of stable individual differences has been
largely explored in the past research, giving rise
to the Need for Closure Scale (W ebster &
Kruglanski, 1994). High scorers on the Need for
Closure Scale are supposed to make judgments in
a f lash, feel intrinsically motivated to obtain an-
swers, conclusion and decision as swiftly as pos-
sible, being in the quest for a fast and efficient
processing of information whenever possible. On
the contrary, low scorers on the Need for Closure
Scale are supposed to ponder excessively and
postpone their judgment as long as possible, en-
gaging in a more enduring search for information
and effortful processing. In this study, the use of
the Roets and Van Hiel’s (2011) abridged version
was driven by practical considerations, since the
completion of the NFCS was only one part of the
procedure.
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ments. An index of the amount of relevant
thought in which recipients engaged when
exposed to the experimental message was
created by summing the total number of mes-
sage content – topic – relevant cognitions.

The extensiveness of the processing of the
issue – relevant information was also mea-
sured through the memorization of specific
pieces of information delivered in the mes-
sage. Participants were faced with four mul-
tiple-choice questions, each of them offering
four alternative responses. They were asked
to select which of the four options tallied with
the message content and received a score
from 0 to 4, which was used as the index of
their cognitive investment in the processing of
the message3.

The perceived quality of the message. Three
dimensions were assessed and treated sepa-
rately in the subsequent analyses: clarity, cog-
nitive challenge, and relevance. With regard to
clarity and cognitive challenge dimensions,
items were adapted from the “Perceived Mes-
sage Cognition Value Scale” (Lane, Harrington,
Donohew, & Zimmerman, 2006). Participants
were asked to indicate on a scale from 1 “no,
not at all” to 7 “yes, absolutely” how “under-
standable”, “comprehensible”, and “clear” the
message was. Participants’ responses to
these three Likert-type scale items were aver-
aged to obtain a general index of the percep-
tion of the intelligibility of the message
(Cronbach’s α = .94). Participants also indi-
cated on a scale from 1 “no, not at all” to 7 “yes,
absolutely” how “intellectually interesting”, “in-
tellectually appealing”, and “thought provok-
ing” the message was. Partic ipants’ re-
sponses to these three Likert-type scale items
were averaged to obtain a general index of the
perception of how much cognitively stimulat-

ing the message was (Cronbach’s α = .92).
For the relevance dimension, participants in-
dicated on a scale from 1 “no, not at all” to 7
“yes, absolutely” how “useful”, “worthwhile” the
message was, and to what extent “they would
recommend that this message be published
in the campus magazine”. Again, a general
index of the perceived relevance was calcu-
lated by averaging participants’ responses to
these items (Cronbach’s α = .95).

The persuasiveness of the message. Par-
ticipants were asked to indicate on the same
7-point Likert type scale “how likely they could
make changes in their sexual behavior (i.e.,
safer sex) based on the message they read”,
and “how the message they read made them
thinking to be more cautious with regard to
their sexual practices”. These two items were
combined into a single overall measure of
message persuasiveness (r = .83/ Cronbach’s
α = .91).

Procedure

The study was conducted in the classroom
where students usually received classes in
groups of 25 to 30 people. At the beginning of
the experimental session, participants were
told that the “Preventive Medicine and Health
Promotion Department” was implementing an
information program for students that con-
sisted in informing them about some “emerg-
ing” infectious diseases. They were told that
the participation in the session entailed read-
ing a fact sheet, which had been designed in
order to make the students aware of an unfa-
miliar disease and able to rate its gravity. It
was clarified that they were expected to make
a decision about the severity of the disease
and report it at the end of the session. This
was used as a pretext to induce and make the
focus on what the closure was about regard-
ing the ongoing session. Furthermore, they
were told that it was necessary to collect their
opinions and judgments by means of an
anonymous questionnaire in order to prepare
a group discussion scheduled at the end of
the session. They were also informed that the
“Preventive Medicine and Health Promotion

3 Although the “cognitive response approach” has
been historically preferred to a “memorization task”
to assess the degree of cognitive elaboration, in a
large number of studies, memory performance has
been used to measure how deeply the message
content was processed (Cacioppo, Petty, & Mor-
ris, 1983; Peltier & Schibrowsky, 1994; Petty &
Cacioppo, 1979).
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Department” intended to circulate the fact sheet
on campus, and therefore, needed to collect
their judgments on its clarity, appeal and
strength. All this introductory speech served to
justify the study.

Participants received two distinct booklets.
The first one contained the informational mes-
sage stimulus (i.e., the fictitious epidemiologi-
cal report). It began with a short presentation
of the “Preventive Medicine and Health Pro-
motion Department” (purposes, phone num-
bers, staff, hours of duty office and other di-
verse information) and then referred to the
topic. Under the following heading: “Paramyxo-
viridae infection: Let us take stock of the situa-
tion” was delivered the message stimulus,
which focused on the prevalence and inci-
dence of the disease and harbored the lin-
guistic manipulation.

The second booklet included the Need for
Closure Scale and items relative to the de-
pendent measures. The filling in of the Need
for Closure questionnaire was presented as
training for the filling in of the rest of the book-
let. In particular, the participants were made to
believe that it was necessary to start by com-
pleting the Need for Closure questionnaire in
order to get used to these data collection meth-
ods and thus make sure that they correctly
complete the rest of the questionnaire (i.e.,
dependent measures). So, one hundred sixty
two students completed the Roets and Van
Hiel’s (2011b) Need for Closure Scale. Re-

spondents’ composite scores were calculated
by summing across each of the individual
items and, as for previous research, a tertiary
split was used to categorize high and low need
for closure respondents. Participants scoring
in the upper third of the distribution (total score
> 64) were identified as the “high need for clo-
sure” group (n = 53) while participants scoring
in the lower third of the distribution (total score
< 41) were labelled as the “low need for clo-
sure” group (n = 54).

In sum, one hundred and seven subjects
participated in the study resting on a 2 X 2 be-
tween-subjects factorial design with two de-
grees of dispositional need for closure (high
vs. low), orthogonally crossed with the two sca-
lar argumentation conditions (scalar argumen-
tation vs. non-scalar argumentation). No time
constraint was imposed while participants
read the first booklet, completed the NFCS and
the dependent variables booklet. Finally, they
were thanked and dismissed after they were
told about the true objectives of the study.

Results

The Information Processing (see Table 2)

The first hypothesis stated that the presence
of scalar adverbs would have the effect of re-
ducing the information processing, especially
for people with higher need for cognitive clo-
sure. The hypothesis was sustained by a need

Table 2 Means (M) and Standard Deviation (SD) for the extent of message information processing 
as a function of the scalar argumentation and the dispositional need for closure 

 Low Need for Closure High Need for Closure 
Non Scalar 

Argumentation 
Scalar 

Argumentation 
Non Scalar 

Argumentation 
Scalar 

Argumentation 
n = 26 n = 28 n = 25 n = 28 

Number of message 
content - topic - 
related thoughts 

M = 2.11 
(SD = .82) 

M = 2.25 
(SD = .75) 

M = 1.76 
(SD = .83) 

M = 1.25 
(SD = .70) 

Score of 
memorization 

M = 2.19 
(SD = .85) 

M = 2.11 
(SD = .96) 

M = 1.68 
(SD = .90) 

M = 1.03 
(SD = .69) 

Note. The lower the mean, the lower the number of thoughts, and the lower the score of 
memorization. 
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for closure x scalar argumentation interaction
effect on the number of message content –
topic – relevant cognitions (F[1, 103) = 4.63,
p  = .034,2 = 0.04). As illustrated by Figure 1,
a detailed analysis revealed that the number
of cognitions was lower in the scalar argumen-
tation condition than in the non-scalar argu-
mentation condition for participants with high
need for cognitive closure (M scalar = 1.25 vs.
M non-scalar = 1.76, F[1, 103] = 5.73, p = .018, 2 =
0.05), but not for participants with low need for
cognitive closure (M scalar = 2.25 vs. M non-scalar =
2.11, F < 1). The same need for closure x sca-
lar argumentation interaction effect on the
score of memorization was scrutinized. Even
though it failed to reach conventional signifi-
cance (F[1, 103] = 2.86, p = .094, 2 = 0.027),
planned comparisons revealed that the score
was significantly lower in the scalar argumen-

tation condition than in the non-scalar argu-
mentation condition for participants with high
need for closure (M scalar = 1.03 vs. M non-scalar =
1.68, F[1, 103] = 7.52, p = .007, 2  = 0.068), but
not for their low need for closure counterparts
(M scalar = 2.11 vs. M non-scalar = 2.19, F < 1), (see
Figure 2).

The Perceived Quality of the Message (see
Table 3)

The second hypothesis stated that the pres-
ence of scalar adverbs would have the effect
of leading to a better appreciation of the mes-
sage, especially for people with higher need
for cognitive closure. The hypothesis was sus-
tained by a need for closure x scalar argumen-
tation interaction effects on perceived clarity
(F[1, 103] = 4.45, p = .037, 2 = 0.041). As illus-

Figure 1 Need for closure x scalar argumentation interaction on information processing

Figure 2 Need for closure x scalar argumentation interaction on memorization



    14      Studia Psychologica, Vol. 62, No. 1, 2020, 5-22

trated by Figure 3, the version with scalar ad-
verbs was considered  clearer than the ver-
sion without scalar adverbs for participants
high in need for closure (M scalar = 5.12 vs.
M non-scalar = 4.45, F[1, 103] = 6.70, p = .011, 2 =
0.06), but not for participants low in disposi-
tional need for closure (M scalar = 4.61 vs.
M non-scalar = 4.70, F < 1). A same interaction ef-
fect emerged with regard to how the message
was appealing (F[1, 103] = 17.34, p < .0001,
2 = 0.144). The version with scalar adverbs
was judged as more appealing than the ver-
sion without scalar adverbs by participants high

in need for closure (M scalar = 4.85 vs. M non-scalar =
4.08, F[1, 103] = 8.06, p = .005, 2 = 0.072), but
less appealing by participants with low need
for closure (M scalar = 3.57 vs. M non scalar = 4.40,
F[1, 103] = 9.31, p = .003, 2 = 0.083), (see
Figure 4). The same pattern of results emerged
with regard to the perceived relevance of the
message. As shown by Figure 5, a significant
interaction effect emerged (F[1, 103] = 13.83,
p < .0003, 2  = 0.118) and revealed that the
scalar version was considered more relevant
than the version without scalar adverbs for par-
ticipants with high need for closure (M scalar =

Figure 3 Need for closure x scalar argumentation interaction on perceived clarity

Figure 4 Need for closure x scalar argumentation interaction on perceived appealness
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5.03 vs. M non-scalar = 4.33, F[1, 103] = 4.55, p <
.04, 2 = 0.042), but the contrary was revealed
for participants with low need for closure (M
scalar = 3.59 vs. M non-scalar = 4.61, F[1, 103] = 9.80,
p < .001, 2 = 0.087).

The Persuasiveness of the Message (see
Table 3)

The third hypothesis stated that the presence
of scalar adverbs would have the effect of en-
hancing the persuasiveness of the message,
especially for people with higher need for cog-

nitive closure. As in the case of the previous
hypotheses, this prediction was sustained by
an interaction effect (F[1, 103] = 15.37, p =
.00016, 2 = 0.13). The likelihood of safer sex
practices in response to the fact sheet was
higher in the scalar argumentation condition
than in the non-scalar argumentation condi-
tion for participants with high cognitive closure
(M scalar = 3.98 vs. M non-scalar = 3.50, F[1, 103] =
2.79, p = .09, 2 = 0.026), but lower for partici-
pants with low need for closure (M scalar = 2.92
vs. M non-scalar = 3.98, F[1, 103] = 15.11, p = .001,
2 = 0.128), (see Figure 6).

Figure 5 Need for closure x scalar argumentation interaction on perceived relevance

Table 3 Means (M) and Standard Deviation (SD) for the perceived quality and the persuasiveness of 
the message as a function of the scalar argumentation and the dispositional need for closure 
 Low Need for Closure High Need for Closure 

Non Scalar 
Argumentation 

Scalar 
Argumentation 

Non Scalar 
Argumentation 

Scalar 
Argumentation 

n = 26 n = 28 n = 25 n = 28 
Clarity  
dimension 

M = 4.70 
(SD = .92) 

M = 4.61 
(SD = .69) 

M = 4.45 
(SD = .88) 

M = 5.12 
(SD = 1.17) 

Cognitive challenge 
dimension 

M = 4.40 
(SD = .95) 

M = 3.57 
(SD = .74) 

M = 4.08 
(SD = 1.02) 

M = 4.85 
(SD = 1.21) 

Relevance  
dimension 

Persuasiveness  

M = 4.61 
(SD = 1.18) 

M = 3.98 
(SD = .98) 

M = 3.59 
(SD = 1.07) 

M = 2.91 
(SD = .90) 

M = 4.33 
(SD = 1.29) 

M = 3.50 
(SD = 1.10) 

M = 5.03 
(SD = 1.24) 

M = 3.98 
(SD = 1.05) 

Note. The higher the mean, the more the message is perceived as clear, intellectually appealing, 
and relevant and the higher the persuasiveness of the message. 
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Discussion

Matching Health Messages to the Informa-
tion-processing Style

The three hypotheses outlined in the introduc-
tion were sustained by the results. With re-
gard to the information processing, the num-
ber of relevant cognitions as well as the score
of memorization associated with the message
content was lower in the scalar argumenta-
tion condition than in the non-scalar argumen-
tation condition for participants with high cog-
nitive closure, but not for participants with low
cognitive closure. Regarding the judgments
on the message, the content was perceived
as clearer in the scalar argumentation condi-
tion than in the non-scalar argumentation con-
dition, only for participants with high cognitive
closure. The message content was perceived
as more intellectually stimulating in the scalar
argumentation condition than in the non-sca-
lar argumentation condition for participants
high in need for closure, whereas it was the
contrary for the participants with low cognitive
closure. The same pattern of results emerged
with regard to the judgments on the relevance

of the message. In regards to message effec-
tiveness, behavioral intentions reported by
participants with high cognitive closure were
higher in the scalar argumentation condition
compared to the non-scalar argumentation
version, but for participants with low cognitive
closure, the reverse effect was observed.

In line with the theoretical framework out-
lined in the introduction of the study, a match-
ing versus mismatching perspective was privi-
leged for explaining interaction effects that
emerged from the analyses. It was reasoned
that the accentuation of the argumentative ori-
entation by means of scalar adverbs matched
the cognitive style of people with high need for
closure, but mismatched that of people with
low need for closure. Furthermore, it was as-
sumed that participants would be able to per-
ceive the extent to which the message was
congruent with their need for closure, and as a
result, would evaluate the latter in accordance
with this perceived congruency. In the area of
health communication, it has been largely evi-
denced that matching the message to the in-
dividuals’ needs and information-processing
styles is a relevant technique to enhance per-
suasion and behavioral intentions (Williams-
Piehota, Schneider, Pizzaro, Mowad, & Salovey,

Figure 6 Need for closure x scalar argumentation interaction on persuasiveness
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2003)4. In addition, it has been showed that
this matching effect in persuasion was medi-
ated by subjective perceptions of the message
quality (Lavine & Snyder, 1996; Quintiliani &
Carbone, 2005).

Future Directions of Research

Another process could be advanced for ex-
plaining these interaction effects, in particular,
why for participants with low cognitive closure,
the introduction of scalar adverbs produced
reverse effects on judgments about the ap-
peal and relevance of the message as well as
its persuasiveness. It could also be reasoned
that, by stressing the argumentative orienta-
tion of the message, such an adverbial mark-
ing could be perceived as constraining the
judgment and decision, and thus, violating the
desire to avoid cognitive closure. As a result,
this sense of violation could trigger an aver-
sive reaction whose underlying process has
to do with psychological reactance. In contrast,
such an aversive response would not occur in
participants with high need for cognitive clo-
sure because the adverbial marking would be
a relevant means of attaining quick closure
and satisfying their cognitive impatience. This
new assumption could be elucidated in future
research in which reactance proneness would
be assessed as an additional factor (Dillard &
Shen, 2005; Quick & Stephenson, 2008; Ungar,
Sieverding, Schweizer, & Stadnitski, 2015).

Given that the current study was conducted
with an emerging infectious disease (STI) as

covert topic, it also raises the question of
whether the pattern of results with regard to
information processing would be the same if
the health topic referred to in the message was
a disease for which they have pre-existing and
well-established knowledge. It could be as-
sumed that by enhancing the recipient’s fa-
miliarity with the topic, his or her initial confi-
dence with regard to his or her judgements
would be increased, and this sense of confi-
dence could act as a moderating factor. For
instance, in the Kruglanski, Peri, and Zakai’s
(1991) study, the typical finding that under a
high need for closure, people exhibit a weaker
information seeking tendency than under a low
need for closure, was replicated only in a high
confidence condition, but eliminated in a low
confidence condition. Similarly, in the Strojny,
Kossowska, and Strojny’s (2016) study, par-
ticipants high in need for closure tended less
to seek information than those low in need for
closure, but only when they were supplied with
complete information needed to form the re-
quired judgments and supposed to enhance
their degree of confidence. In the area of con-
sumer decision, it has also been shown that
people with a high need for closure were look-
ing for less information, provided that they were
familiar with the product and had a precon-
ceived opinion about it (Houghton & Grewald,
2000; Veirmer, Van Kenhove, & Hendrickx,
2002). So, supposing that the more familiar
the disease, the more the receiver’s confi-
dence, one can ask whether the effects out-
lined in this study regarding the information
processing could be magnified if the disease
referred to in the message was more familiar
to the participants5.

4 This “congruency hypothesis” or “matching ef-
fect” has been largely evidenced for a set of indi-
vidual dispositional needs and/or information-pro-
cessing styles, such as need for cognition (Will-
iam-Piehota, Schneider, Pizzaro, Mowad, &
Salovey, 2003), sensation seeking (Donohew,
Pugzles Lorch, & Palmgreen, 1998; Hull & Hong,
2016), approach/avoidance orientation (Mann,
Sherman, & Updegraff, 2004; Updegraff, Sherman,
Luyster, & Mann, 2007), need for affect vs. cog-
nition (Quintiliani & Carbone, 2005), regulatory fo-
cus (Latimer, W ill iam-Piehota, Katulak, Cox,
Mowad, Higgins, & Salovey, 2008), and coping
style (William-Piehota, Pizzaro, Schneider, Mowad,
& Salovey, 2005).

5 Maybe the operationalization of this new factor
could consist in a “Paramyxoviridae versus HIV/
AIDS” variation, supposing that HIV/AIDS infec-
tion is a much more familiar disease of which
participants have relevant prior knowledge. An-
other way to operationalize this factor could con-
sist in asking the participants to answer a ques-
tionnaire supposed to assess their knowledge
about a given disease (for instance HIV/AIDS)
and supplying them with a fictitious score (low
vs. high), supposed to reflect their global perfor-
mance.
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Whether the outcomes with regard to the in-
formation processing are due to the choice of
a particular topic also arises in light of research
on the ability to achieve closure (Bar-Tal,
Kishon-Rabin, & Tabak, 1997; Kossowska &
Bar-Tall, 2013). Scholars have developed the
idea that, even when people feel the need to
finalize their decision and achieve cognitive
closure, they may not feel that they are capable
of doing so, particularly when the topic in ques-
tion is highly complex (Roets & Van Hiel, 2007).
It could be assumed that the extent of the
receiver’s relevant prior knowledge about the
ongoing topic regulates his or her perceived
ability to make judgments and decisions with
confidence and certainty. So, once again, sup-
posing that the more extensive such a knowl-
edge, the more the sense of being able to
make up one’s mind, it could be investigated
whether for people high in dispositional need
for closure, the decreased information pro-
cessing encouraged by the adverbial high
marking would be magnified if the referred
topic in the message was a disease for which
prior knowledge is available.

Another interesting thread in the discussion
rests on the idea that the linguistic items in-
vestigated in this study could have played a
role precisely in the participants’ ability to
achieve closure. Considering that participants
were faced with a health topic that they were
unfamiliar with, it could be supposed that they
initially perceived themselves as unable to
achieve a cognitive closure. From here, it could
also be supposed that, because they stress
the argumentative orientation of the message,
these linguistic items could enhance the abil-
ity to achieve cognitive closure, especially for
people high in dispositional need for closure,
increasing in them the feeling that they are able
to form a confident and certain judgment. This
could explain why the typical reduction of infor-
mation processing within participants high in
need for closure, compared to their low need
for closure counterparts, was further accentu-
ated by the adverbial high marking in the mes-
sage. Future research should investigate the
role of these linguistic items in the recipient’s
ability to achieve cognitive closure, especially

when he or she is faced with complex topics.
Furthermore, such research could take physi-
cians as the experimental population, since
“premature closure” has been recognized as
one among the most common causes of di-
agnostic error in medicine (Croskerry, 2003;
Dhaliwal, 2016; Graber, Franklin, & Gordon,
2005; Trowbridge, 2008).

Practical Implications of the Study

Given its implementation in the context of a
health promotion intervention, this study could
be used by prevention planners as a useful
tool to ensure that messages contain linguis-
tic features that appeal to target audiences high
vs. low in dispositional need for closure, es-
pecially when the message refers to an emer-
gent and unfamiliar sexually transmitted infec-
tion. However, the practical implications for
health communication require that the match-
ing effect evidenced for the persuasive out-
comes be also registered for the behavioral
aspects. Although the use of scalar adverbs
seems to be a relevant strategy, when the
message is directed towards people high in
dispositional need for closure, the fact remains
that the most important in the matter is to make
sure that these intentions and attitudes be ex-
pressed in actual and concrete behaviors. Ac-
cording to the ELM of persuasion, the more
effortful the processing of the relevant infor-
mation contained in the message, the more
stable, resistant and predictive for action the
attitude which results from it (Petty & Cacioppo,
1986; Petty, Haugtvedt, & Smith, 1995). Now, it
should be reminded that the extent of process-
ing (i.e., cognitive elaboration) was impaired
by the adverbial high marking for participants
high in need for closure. In consequence, one
can wonder to what extent the effect on pre-
ventive intentions yielded by this linguistic
manipulation may lead to effective and lasting
behavior, especially for individuals high in need
for closure. In a current epidemiological con-
text characterized by the advent of sexually
transmitted infections and antimicrobial resis-
tance considered as an “emerging global
threat” (Cazanave, Manhart, & Bébéar, 2012;
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Unemo & Jensen, 2017; Ramalho da Costa-
Lourenço; Barros dos Santos, Meurer Moreira,
Longo Fracalanzza, & Bonelli, 2017), this last
question is of a critical importance.
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Introduction

The objectives of the study were 1) to explore
the cross-cultural differences between Cen-
tral European and East Asian populations at
three distinct levels and 2) to examine how
these levels were connected. The presented
research examined whether the selected
populations differed in the degree of individu-
alism/collectivism and the cognitive style
measured by the Compound Figure Test

(CFT), and whether cultural differences mani-
fested during cartographic task solving, spe-
cifically in the categorization of multivariate
point symbols.

The theory of analytic and holistic (A/H) cog-
nition postulates the existence of distinct cog-
nitive and perceptual styles – relatively stable
ways of cognitive processing (for review, see
Masuda, 2017; Nisbett & Masuda, 2003;
Nisbett & Miyamoto, 2005; Nisbett, Peng, Choi,
& Norenzayan, 2001). The majority of research
in this field focuses on comparing the charac-
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teristics of cognitive processes in two world
regions: the “West” (e.g., North America, West-
ern Europe) and the “East” (mainly the coun-
tries of East and Southeast Asia such as China,
Japan, South Korea, etc.; Nisbett, 2003). The
theory of A/H cognitive style assumes that
Westerners adopt relatively more analytic cog-
nitive style and East Asians the holistic one.
A/H cognitive style is defined as “the tendency
for individuals to process information either as
an integrated whole or in discrete parts of that
whole” (Graff, 2003, p. 21). Although the pri-
mary focus of the theory is the comparison of
cognitive processes among cultures, it does
not rule out the existence of within-culture indi-
vidual differences in these processes. In other
words, if we compare two people from a cer-
tain cultural background, one can perceive rela-
tively more analytically, while the other per-
ceives more holistically.

The A/H model is based on the classic
Witkin’s model of field dependent/independent
cognition (Witkin, Moore, Goodenough, & Cox,
1977) and the Gestalt principles of perceptual
grouping and figure-ground organization
(Wagemans et al., 2012). Recent findings sug-
gest that many differences exist among people
in higher cognitive processes, such as cat-
egorization, classification, decision-making,
reasoning and causal attribution, and the lower
perceptual processes related to attention, such
as detection of change and field dependence
(for review, see Nisbett et al., 2001; Nisbett &
Masuda, 2003; Nisbett & Miyamoto, 2005).
More precisely, people perceiving relatively
more analytically tend to focus more on per-
ceptually salient (focal) objects and less on
background and contextual information, and
on the relationships between objects in the
perceptual field (Chua, Boland, & Nisbett, 2005;
Masuda & Nisbett, 2001; Nisbet & Masuda,
2003). Furthermore, people perceiving rela-
tively more analytically are also less depen-
dent on external reference frameworks than
their holistic counterparts (Ji, Peng, & Nisbett,
2000; Kitayama, Duffy, Kawamura, & Larsen,
2003), and are less sensitive to contextual
changes while being more sensitive to
changes in focal objects (Masuda & Nisbett,

2006). Researchers believe that cognitive style
also affects the processes of categorization
and classification. Whereas analytic individu-
als categorize objects by applying formal rules
of reasoning, holistic individuals categorize
objects by their overall (or holistic) qualities,
similarity and mutual relationships (Chiu,
1972; Ji, Zhang, & Nisbett, 2004; Norenzayan,
Smith, Kim, & Nisbett, 2002).

The value dimension of individualism and
collectivism (I/C) in cross-cultural research is
commonly related to A/H cognitive style and
often used as a predictor of cognitive style and
other psychological phenomena (for review,
see Oyserman, Coon, & Kemmelmeier, 2002).
Some research suggested that collectivistic
individuals are field dependent and holistic,
whereas people from predominantly individu-
alistic societies are field independent and ana-
lytic (Ji et al., 2000; Nisbett, 2003; Nisbett et
al., 2001; Triandis & Gelfand, 1998). However,
the relationship between I/C and A/H cognitive
styles is rarely measured at the individual level,
and many authors have only assumed the
aforementioned relationships. Other research
has failed to find any empirical evidence at all
of relationships at the individual level between
I/C and A/H cognitive styles (e.g., Davidoff,
Fonteneau, & Fagot, 2008; McKone et al.,
2010).

In the current literature though, theoretical
considerations (e.g., Hermans & Kempen,
1998; Matsumoto, 1999) and empirical evi-
dence (e.g., Levine et al., 2003; Oyserman et
al., 2002; Takano & Osaka, 1999; Takano &
Osaka, 2018) can be found, criticizing this di-
chotomous approach as overly simplifying and
reductionist. Post-communist European coun-
tries are significantly more holistic and collec-
tivistic than Western Europe (Varnum,
Grossmann, Katunar, Nisbett, & Kitayama,
2008). Other findings suggest the existence of
significant cultural differences not only across
national borders (e.g., Federici, Stella, Dennis,
& Hündsfelt, 2011; Kitayama, Park, Sevincer,
Karasawa, & Uskul, 2009; Varnum et al., 2008)
but also between people from different regions
in a single country (e.g., Kitayama, Ishii, Imada,
Takemura, & Ramaswamy, 2006; Knight &
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Nisbett, 2007; Uskul, Kitayama, & Nisbett,
2008).

These critical findings suggest that the di-
chotomous model of cognitive styles might be
overly reductionist. An alternative model was
proposed by Kozhevnikov, Evans, and Kosslyn
(2014). Their model is based on an older
model by Nosal (1990). It emphasizes the eco-
logical nature of cognitive style that is viewed
as a pattern of cognitive adaptation to the envi-
ronment. Cognitive style is in this model envi-
ronmentally dependent, flexible and task spe-
cific. This model is hierarchical in the form of a
cognitive-style matrix organizing cognitive
styles on two axes: a) levels of information pro-
cessing (perception, concept formation,
higher-order processing, metacognitive pro-
cessing), and b) cognitive style families (con-
text dependence and independence, rule-
based and intuitive processing, internal and
external locus, integration and compartmen-
talization). According to this model, various
components of cognitive style would not have
to be inevitably (cor)related – a specific envi-
ronment could, for example, elicit development
of local processing (analytic characteristic) and
focus on holistic regions of the map (holistic
characteristic). This theoretical model might
explain the absence of correlations between
various facets of cognitive style reported in
some studies (e.g., Hakim, Simons, Zhao, &
Wan, 2017; Kster, Castel, Gruber, & Kärtner,
2017).

It should be noted that the number of empiri-
cal studies that extend beyond the East-West
dichotomy and explore the nature of cognitive
style and related factors in other cultural re-
gions, such as Central Europe, is rather lim-
ited (with the exception of, for example,
Cieślikowska, 2006; Čeněk, 2015; Kolman,
Noorderhaven, Hofstede, & Dienes, 2003;
Stachoň et al., 2018; Varnum et al., 2008). The
current research suggests that the people of
Central Europe are rather moderately analyti-
cal in cognitive style and relatively, although
not extremely, individualistic.

As mentioned above, the study employed
cartographic tasks and stimuli in order to ex-
plore the manifestation of cognitive style. This

follows research that has evaluated carto-
graphic visualization methods that began with
the publication The Look of Maps (Robinson,
1952). These methods gradually developed
into the complex field of cognitive cartography.
Subsequent to cognitive cartography, map-
psychology research was later introduced by
Montello (2002). This approach uses maps
as stimuli in order to understand human per-
ception and cognition. Examples of map-psy-
chology research include studies on the influ-
ence of alignment and rotation on memory
(Tversky, 1981) and the influence of cognitive
style while working with bivariate risk maps
(Šašinka et al., 2018). Categorization in carto-
graphic stimuli was part of the work of
Lewandowski et al. (1993), and research con-
ducted around the same time anticipated
cross-cultural differences in map reading (e.g.,
MacEachren, 1995; Wood, 1984) that was ulti-
mately observed (e.g., Angsüsser, 2014;
Stachoň et al., 2018; Stachoň et al., 2019). From
the cross-cultural perspective, especially in
A/H theory, a most interesting study was con-
ducted by McCleary (1975), who examined the
categorization of map point symbols. The au-
thor found differences in the clustering of dot
symbols and identified two user groups from
these findings: atomists and generalists, who
analogously correspond to the concept of A/H
cognitive style. Nevertheless, another study
(Sadahiro, 1997) did not confirm this group-
ing, even though the author also discovered
individual differences in the clustering of dot
symbols in maps (cf. Sadahiro, 1997).

Consequently, the objective of this research
was to further investigate the nature and mani-
festation of cognitive style in relation to vari-
ables such as individualism/collectivism in the
culture of Central Europe (Czechia), compared
to typical Eastern Asian cultures (China and
Taiwan) – specifically, 1) to analyze cross-cul-
tural differences between these two samples
in I/C, visual perception (global versus local
distribution of attention) and categorization
(clustering) in map stimuli, and 2) to verify the
entire theoretical model of relationships be-
tween I/C and A/H cognitive styles at an indi-
vidual level and estimate the relationship be-
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tween I/C and selected manifestations of A/H
cognitive style (global/local attention) and map
reading (categorization; see Figure 1).

Methods and Procedures

To achieve the above-mentioned objectives,
we applied several methods (described in
detail below) using Hypothesis online testing
platform (see Procedure section). We also
collected sociodemographic information such
as age, gender, socioeconomic status (SES),
cartography skills, eye defects, number of sib-
lings, etc.

Independent and Interdependent Self Scale

To measure the individual-level I/C, we admin-
istered the IISS – Independent and Interde-
pendent Self Scale (Lu & Gilmour, 2007). The
IISS is derived from the CSC – Self-Construal
Scale (Singelis, 1994), the Individualism-Col-
lectivism Scale (Triandis & Gelfand, 1998) and
the concept of independent/interdependent
self-construal (Markus & Kitayama, 1991). The
IISS comprises 42 (21 for the Independent and
21 for Interdependent Self-Construal Scale)
seven-point Likert-type numerical items (1 =
strongly disagree, 7 = strongly agree). The

original version of the questionnaire was ad-
ministered in simplified Chinese (Lu &
Gilmour, 2007). It contains items such as
“I believe that people should try hard to satisfy
their interests.” (independent subscale) or
“I believe that family is the source of our self.”
(interdependent subscale). The Czech version
of the questionnaire was translated from En-
glish in parallel by three independent transla-
tors. Europeans should have higher indepen-
dent self-construal (individualistic), and East
Asians should be more interdependent (col-
lectivistic; Markus & Kitayama, 1991).

Compound Figure Test

The perceptual factors of cognitive style, more
specifically the global and local distribution of
attention, were measured using the CFT –
Compound Figure Test, which is a modified
version of the Navon method (Navon, 1977)
and has been previously used in several stud-
ies (e.g., Kukaňová, 2017; Opach et al., 2018;
Šašinka et al., 2018). The CFT comprises six
practice trials and 32 test trials (blocked de-
sign, same 16 trials for both local and global
processing). Number of trials was considered
satisfactory based on previous research
(Davidoff et al., 2008; von Mühlenen, Bellaera,

Figure 1 Research model
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Singh, & Srinivasa, 2018). Each trial involves
presenting one “Navon figure” – a large num-
ber composed of copies of a smaller different
number (Figure 2). In the local trial, participants
were asked to identify the small numbers as
quickly as possible. In the global trial, they were
required to identify the large number. Partici-
pants used computer mouse to respond. Re-
action time and correct identification were
measured in each trial. The average reaction
time and average success rate was calculated
separately for the local (local reaction time,
indicating analytic processing) and global (glo-
bal reaction time, indicating holistic process-
ing) trials.

The main output of the CFT is the global pre-
cedence score, which is computed as the dif-
ference between the absolute global and lo-
cal reaction times (e.g., Gerlach & Poirel, 2018;
McKone et al., 2010). High values of the global
precedence score indicate a holistic cognitive
style (global precedence), low or even nega-
tive values indicate an analytic cognitive style
(local precedence). According to previous re-
search, people should generally perceive glo-
bal features more quickly than local features
(Navon, 1977). Furthermore, analytic perceiv-

ers should be relatively quicker in local and
relatively slower in global tasks than holistic
perceivers (Peterson & Deary, 2006).

Categorization of Multivariate Map Symbols

Map reading and understanding is considered
as a part of visual literacy (Peña, 2017). In ad-
dition, the maps represent the complex stimuli,
which enable the user not only to understand
the presented information but also to derive
the additional information (Morita, 2004), there-
fore we used the cartographic stimuli. The car-
tographic visualization of multiple phenomena
is known as multivariate mapping. Multivari-
ate point symbols are one possible multivari-
ate mapping method (Slocum, McMaster,
Kessler, & Howard, 2005). We created spe-
cific cartographic tasks for purposes of our
experiment. Categorization was measured with
CMMS – Categorization of Multivariate Map
Symbols, which is based on previous re-
search in categorization (Chiu, 1972; Ji et al.,
2004; Norenzayan et al., 2002) and on the re-
lationship between cognitive style and map
reading (e.g., Herman et al., 2019; Kubíček et
al., 2016; Opach, Popelka, Doležalová, & Rod,
2018; Stachoň et al., 2018; Šašinka et al.,
2018). The CMMS measures a specific com-
ponent of categorization, namely clustering (cf.
McCleary, 1975; Sadahiro, 1997).

The method comprised three practice trials
and twenty test trials. The administration took
between 15 and 30 minutes. In each trial, a
fictional map comprising multiple territorial
units was presented. Each territorial unit con-
tained one map symbol (Figure 3).

The map symbols contained information
about the four attributes of a particular spatial
unit, namely food costs (originally blue color,
top left position), housing costs (originally red
color, top right position), transport costs (origi-
nally yellow color, bottom left position) and
costs of leisure activities (originally green color,
bottom right position), which were indicated
by the color and size of the map symbol com-
ponents (Figure 4). The position and color of
the abovementioned attributes were kept con-
stant, only their size was manipulated.

Figure 2 Example of the Navon figure used
in the CFT
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Figure 3 Territorial unit and map symbol in CMMS

Figure 4 Multivariate map symbol (descriptions were in Czech and traditional/simplified Chi-
nese languages)
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Each map was intentionally created to con-
tain one “holistic” and one “analytic” region
comprising several territorial units defined by
a specific combination of map symbol charac-
teristics (Figure 6). In the analytic region, one
of the map symbol components was kept con-
stant and the rest were random (one-dimen-
sional rule); in the holistic region, all map sym-
bols had globally similar components, but none

of them were constant (overall-similarity rule,
see Figure 5). The remaining map symbol
components were completely random to avoid
any categorization rule. The analytic and holis-
tic areas were balanced with respect to read-
ing direction.

In group A) the maximum value of the blue
parameter (food costs, upper left) was a com-
mon attribute in all symbols. In group B), no

Figure 5 Example of the used analytic A) – left, and holistic B) – right, categorization rules

Figure 6 Example of constructed analytic (left solid line) and holistic (right dashed line) map
regions
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specific attribute was common to any symbol;
they shared overall similarity and equal distri-
bution of values in different parameters (2x
maximum, 1x medium, and 1x minimum). Al-
ternative map symbols were created accord-
ing to principles published by Norenzayan et
al. (2002).

Participants were asked to identify and mark
a continuous map region comprising at least
four territorial units that, according to their
judgment, belonged together. The CMMS re-
ported each trial result as a value between -
1 and 1, where a negative value is defined
as a holistic categorization and a positive
value is defined as an analytic categorization.
This value represented the agreement be-
tween the predetermined holistic and ana-
lytic regions and the real marked areas.
A value of ±1 represented total agreement,
while 0 did not represent any agreement.
A control value, calculated as the ratio of
marked territorial units within the predeter-
mined areas to the sum of all marked territo-
rial units, was also reported to exclude par-
ticipants who had incorrectly marked only a
negligible number of predetermined areas.
A value of .60 and higher was considered a
valid response, and therefore 40% or less
marked territorial units beyond predetermined
areas. For example, if a trial consists of 10
analytic, 10 holistic and 30 random areas and
a participant marks out 11 areas (7 analytic
and 4 random), his/her control value is valid
(analytic marked areas/all marked areas =
7/11 = .636) and his/her score is .70 (analytic
marked areas/all analytic areas = 7/10 = .70).

From the research mentioned above, we
hypothesized that people with a holistic cogni-
tive style will show a tendency to mark out ho-
listic regions and people with an analytic cog-
nitive style will mark out analytic regions. Analo-
gously, we also assumed that East Asians will
mark out the holistic area more often (and the
analytic area less often) than Czechs.

Research Sample

Before data were collected, a power analysis
in G*Power (v. 3.1.9.2) was conducted. Setting

power at .80 and effect size f at .280 was suffi-
cient to test at least 104 participants (52 from
each culture).1

We gathered data from 103 participants. Five
participants were excluded from further data
analysis because of missing data. Out of the
remaining 98 participants, 53 participants
were Central Europeans (Czech), and 45 par-
ticipants were East Asians (22 Chinese, 23
Taiwanese). All participants were university
students, the majority (57.1%) were women
and most of them studied psychology (69.4%).
The age range was 16–55 years (M = 25.4,
SD = 5.52). From previous studies it seems
that several demographic variables are relevant
to cognitive style, therefore, we gathered infor-
mation about cartographic skills and experi-
ence (Ooms et al., 2016), SES (Grossmann &
Varnum, 2011), marital status (Bartoš, 2010),
size of residence (Jha & Singh, 2011), number
of siblings (based on the number of family
members in residence, see Grossmann &
Varnum, 2011) or field of study (Choi, Koo &
Choi, 2007). The detailed descriptive charac-
teristics of the sample are shown in Table 1.

Our research sample was consequently
adequate for testing the hypotheses in the first
section of results (Cross-Cultural Differences).
In the second section (Relationship between
Sociocultural, Perception and Cognitive Fac-
tors), however, with respect to the sample size,
more demanding methods of statistical analy-
sis were used, such as SEM, specifically path
analysis. The sample size was relatively inad-
equate in this case (according to Ding, Velicer,
& Harlow, 1995, the minimum sample size for
conducting SEM is about 100–150). The re-
sults of SEM therefore needed to be interpreted
cautiously. Normality tests were performed for
all subscales of the methods used. Non-para-
metric statistics were used, where the data
were not normally distributed.

1 The value of f was selected from previous cross-
cultural research using the Navon method, in which
the effect sizes were .229–.886 (M = .410, SD =
.216; e.g., Fu, Dienes, Shang, & Fu, 2013; McKone
et al., 2010; Tan, 2016). We selected the middle
effect size value f = .280.
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Procedure

Participants were volunteers contacted through
university websites and social networks
Facebook (Czech and Taiwanese) and WeChat
(Chinese). The aforementioned methods were
administered in either simplified/traditional
Chinese or Czech on PCs using the Hypoth-
esis online testing platform (Popelka, Stachoň,

Šašinka, & Doležalová, 2016; Šašinka, Morong,
& Stachoň, 2017) in the presence of an instruc-
tor. For their participation the participants got a
small reward (USB flash disc) or course cred-
its. The sequence of the tests was 1) CFT,
2) CMMS, 3) IISS, 4) sociodemographic ques-
tionnaire. The length of the entire procedure
was approx. 35–55 minutes.

Table 1 Demographic characteristics of the participants 

 

Western 
Culture Eastern Culture 

Czechia China Taiwan East Asia 
Total 

Gender 
Male 25 (47.2%) 7 (31.8%) 10 (43.5%) 17 (37.8%) 

Female 28 (52.8%) 15 (68.2%) 13(56.5%) 28 (62.2%) 

Marital status 
Single 31 (58.5%) 16 (72.7%) 13 (56.5%) 29 (64.4%) 

Married - 2 (9.1%) 2 (8.7%) 4 (8.9%) 
In a relationship 22 (41.5%) 4 (18.2%) 8 (34.8%) 12 (26.7%) 

Socioeconomic 
status 

Poor 1 (1.9%) - 1 (4.3%) 1 (2.2%) 
Low income 6 (11.3%) 4 (18.2%) 1 (4.3%) 5 (11.1%) 

Middle income 24 (45.3%) 6 (27.3%) 13 (56.5%) 19 (42.2%) 
Upper-middle 

income 19 (35.8%) 7 (31.8%) 6 (26.1%) 13 (28.9%) 

High income 3 (5.7%) 4 (18.2%) 2 (8.7%) 6 (13.3%) 

Residence 
(population) 

< 1K 6 (11.3%) 2 (9.1%) - 2 (4.4%) 
1–10K  11 (20.8%) 1 (4.5%) 4 (17.4%) 5 (11.1%) 

10–50K  8 (15.1%) 1 (4.5%) 6 (26.1%) 7 (15.6%) 
50–100K  14 (26.4%) 2 (9.1%) 1 (4.3%) 3 (6.7%) 

100–500K  12 (22.6%) 4 (18.2%) 5 (21.7%) 9 (20%) 
500K–1.5M  2 (3.8%) 4 (18.2%) 1 (4.3%) 5 (11.1%) 
1.5M–3M  - 3 (13.6%) 4 (17.4%) 7 (15.6%) 

3M > - 4 (28.2%) 2 (8.7%) 6 (13.3%) 

Field of study 
Psychology 39 (73.6%) 12 (54.5%) 17 (73.9%) 29 (64.4%) 

Other 14 (26.4%) 10 (45.5%) 6 (16.1%) 16 (33.6%) 

Number of 
siblings 

0 6 (11.3%) 3 (13.6%) - 3 (6.7%) 
1 31 (58.5%) 14 (63.6%) 12 (52.2%) 26 (57.8%) 
2 11 (20.8%) 2 (9.1%) 10 (43.5%) 12 (26.7%) 
3 4 (7.5%) 1 (4.5%) - 1 (2.2%) 

4 or more 1 (1.9%) 1 (4.5%) 1 (4.3%) 2 (4.4%) 

Age range 
(mean, SD)  

20–33  
(M 23.6, 
SD 2.32) 

18–46  
(M 27.5, 
SD 7.43) 

16–55  
(M 27.5,  
SD 7.24) 

16–55  
(M 27.5,  
SD 7.25) 
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Results

The data were processed with IBM SPSS Sta-
tistics (v. 25), IBM SPSS Amos (v. 25) and R
(v. 3.4.4, Lavaan and SemTools packages). The
results are presented in two sections: Cross-
Cultural Differences and Relationship between
Sociocultural, Perceptual and Cognitive Fac-
tors. Analysis of the differences between Tai-
wanese and Chinese participants and also
the individual differences between relevant
sociocultural variables (e.g., SES, gender,
number of siblings, age) were also performed,
with no significant differences found in any of
the variables. Because of these results, we
combined Taiwanese and Chinese partici-
pants into a single “Chinese/Taiwanese” group
for any subsequent statistical analysis.

Cross-Cultural Differences

The IISS Questionnaire had a satisfactory reli-
ability in both the independent α = .895 (Czech
version α = .815, Chinese version α = .929)
and interdependent α = .872 (Czech version
α = .795, Chinese version α = .906) subscales.
Furthermore, the subscales did not correlate

with each other (Spearman partial rs = .155,
p = .177, culture was a control variable).

The Chinese/Taiwanese were relatively
more collectivistic (interdependent subscale)
and less individualistic (independent sub-
scale) than the Czechs. The Chinese/Taiwan-
ese scored an average of 5.17 (SD = .761) in
the collectivistic subscale and 5.18 (SD = .911)
in the individualistic subscale, whereas the
mean scores of the Czechs were 4.66 (SD =
.564) in the collectivistic subscale and 5.35
(SD = .502) in the individualistic subscale (Fig-
ure 7). The statistical significance of these dif-
ferences was tested with one-way ANOVA. The
differences were significant only in the case of
collectivism: F(1, 96) = 14.456, p < .001, with
medium effect size (η2 = .131). No significant
differences were found between the groups in
the individualism subscale (Mann-Whitney
U = 1105.5, p = .535, r = .063). The data were
also analyzed with respect to sociodemo-
graphic variables. No other significant relation-
ships were observed (for the complete list of
collected variables, see Table 1).

A medium correlation was found between
both local and global CFT tasks (Spearman
partial rs = .564, p < .001, culture was a control
variable). Two participants were removed from

Figure 7 IISS – mean scores
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further analysis because of their high error
rates (more than four errors in each task).

The results suggest that all participants had
significantly quicker reaction times in the glo-
bal task than in the local task (W ilcoxon
signed-rank test Z = -6.634, p < .001, r = -.677).
The findings also show that Czechs were
quicker than Chinese/Taiwanese in both local
and global tasks. The average reaction time of
the Czech participants in the global task was
0.99 sec. (SD = .209) compared to the Chi-
nese/Taiwanese participants with an average
reaction time of 1.66 sec. (SD = .466). A similar
pattern was observed in the local task, where
the average reaction time of the trial solution
was 1.13 sec. (SD = .144) for the Czechs and
1.77 s (SD = .387) for the Chinese/Taiwanese
participants (Figure 8). Czechs were signifi-
cantly quicker in both the global (U = 204, p <
.001, r = -.711) and local (F(1, 95) = 121.960, p
< .001, η2 = .562) tasks, with large effect sizes.

These differences in reaction times, how-
ever, cannot be interpreted in the A/H paradigm
as any difference in cognitive style but rather
as differences in the emphasis that both
groups placed on the speed of the CFT solu-
tion (Kukaňová, 2017; Yates et al., 2010). We
also calculated the global precedence score

using the aforementioned procedure of differ-
ence, specifically by subtracting the local re-
action times from global reaction times. Al-
though the Czech participants had a relatively
higher global precedence score (M = .139,
SD = .210) than the Chinese/Taiwanese par-
ticipants (M = .108, SD = .574), this difference
was not significant (U = 949, p = .083, r =
-.175) (Figure 9).

The final method applied was CMMS. Four
participants were removed from further analy-
sis because of their high error rate (partici-
pants that marked less than three territorial
units into one continuous map region). The
results on a scale between -1 (holistic) to 1
(analytic) show that Czechs categorized in
maps more analytically (M = .044, SD = .360)
and East Asians categorized in maps more
holistically (M = -.063, SD = .172) (Figure 10).
This cultural difference was statistically sig-
nificant (U = 795, p = .021), with a small effect
size (r = -.235). However, the results show that
both groups used a similar cognitive style to
categorize map symbols and only small differ-
ences in cognitive strategies were found. More-
over, both groups scored relatively close to zero,
which is probably caused by using various cat-
egorization strategies across different trials,

Figure 8 CFT – mean reaction times
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because absolute scores were higher for both
Czechs (M = .461, SD = .183) and Asians (M =
.247, SD = .148).

Relationship between Sociocultural, Percep-
tual and Cognitive Factors

We performed a Spearman partial correlation
and a path analysis (type of SEM) to verify the

research model at individual level in order to
obtain an improved and deeper understand-
ing of the phenomena under scrutiny and their
mutual relationships.

Using a non-parametric Spearman partial
correlation with culture as control variable, only
weak correlations were found between the
CMMS scores and the CFT global reaction
times (rs = .222, p = .035) and between the

Figure 10 CMMS – Cross-cultural differences in map categorization (High value = analytic,
low value = holistic).

Figure 9 CFT – Mean global precedence scores (higher values mean higher global prece-
dence)
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CMMS scores and the CFT global precedence
scores (rs = -.216, p = .040). The whole corre-
lation matrix is shown in Table 2:

A path analysis was also performed using
the expectation–maximization (EM) method to
estimate missing values and an asymptoti-
cally distribution-free (ADF) method, which is
adequate for non-parametric data. Since both
cultures were analyzed together, culture was
used as a “control variable”. Two models were
analyzed: Model 1 comprised CFT reaction
times, and Model 2 was computed with the

calculated CFT global precedence score (Fig-
ure 11). Both models showed a very good fit
(Table 3).

Path analysis for Model 1 revealed a weak
direct effect of individualism (IISS independent
self-construal scale) on CFT local reaction
times (β = -.250, B = -.167, p = .003) and a
weak direct effect of collectivism (IISS interde-
pendent self-construal scale) on CFT global
reaction times (β = -.196, B = -.135, p = .047).
The higher score in individualism therefore
indicated a quicker reaction time in the local

Figure 11 Path analysis models – Model 1 (left), Model 2 (right)

Table 2 Spearman partial correlation matrix 
 1. 2. 3. 4. 5. 6. 
1. Individualism –      
2. Collectivism  .155 –     
3. CFT local RT  .002  .073 –    
4. CFT global RT -.026 -.140    .564** –   
5. Global precedence score  .125  .183 .176 -.546** –  
6. CMMS  .066  .147 -.063 .222* -.216* – 
Note. * p < .05, ** p < .001 
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task, and the higher score in collectivism indi-
cated a quicker reaction time in the global task,
i.e., I/C scores weakly predicted the perfor-
mance in CFT tasks. Moderate direct effects of
the CFT global reaction times (β = .713, B =
.450, p < .001) and the CFT local reaction times
(β = -.776, B = -.521, p < .001) on the CMMS
scores were also found. These results sug-
gest that the analytic perceivers (persons with
a quicker CFT local reaction time) tended to
use an analytic manner of categorizing point
multivariate map symbols, and that the holis-
tic perceivers (persons with quicker CFT glo-
bal reaction time) used a rather holistic man-
ner of categorizing point multivariate map sym-
bols. In other words, the CFT reaction times
satisfactorily predicted the map categorization
style. In order to estimate the indirect effects of
I/C on point multivariate map symbol categori-
zation, bootstrapping (N = 2000, CI = 95%) was
performed, and a very weak indirect (media-
tion) effect of collectivism (IISS interdependent
self-construal scale) on the CMMS score (β =
-.175, B = -.077, p = .028) was detected.

Path analysis performed on Model 2 showed
a weak direct effect of collectivism (IISS inter-
dependent self-construal scale) on the CFT
global precedence score (β = .357, B = .156,
p = .017). This finding suggests that collectiv-
istic people tended to use a more global dis-
tribution of attention that is characteristic of the
holistic cognitive style. A moderate direct effect
of the CFT global precedence score on map
categorization (β = -.502, B = -.502, p < .001)
was also observed, i.e., partic ipants who
showed a relatively more global distribution of
attention, categorized symbols in maps accord-
ing to relatively more holistic rules, and vice
versa, participants who showed a relatively
more local distribution of attention, were prone

to use relatively more analytic rules of catego-
rization. A very weak significant indirect (me-
diation) effect of collectivism (ISS interdepen-
dent self-construal scale) on map categoriza-
tion (β = -.179, B = -.078, p = .026) was also
found after bootstrapping (N = 2000, CI = 95%).

It should be noted that we reported only sig-
nificant relationships. However, as shown in
Figure 11, we included all plotted relations in
the models (i.e., IIISS independent on CFT glo-
bal RT and IISS interdependent on CFT local
RT in Model 1 and IISS independent on CFT
global precedence score in Model 2). More-
over, we also performed indirect (meditation)
effect of individualism (IISS independent self-
construal scale) on map categorization with
no significant results in both models. The ex-
ogenous control variable “culture” had statisti-
cally significant and large regression coeffi-
cients on all endogenous variables in the
models. Nevertheless, we did not report these
results because we added it to our models
only in order to weaken the influence of other
variables. Moreover, the apparent dissension
between insignificant correlation coefficients
and significant regression coefficients of path
analysis could be explained by suppression
effect and Simpson’s paradox (see MacKinnon,
Krull, & Lockwood, 2000; Tu, Gunnell, &
Gilthorpe, 2008), which postulates that a more
complex statistical model can reduce, reverse
or even enhance the relationships between
variables.

Discussion

The aims of the presented study were: 1) to
compare I/C and A/H cognitive styles and map
categorization in Czech and East Asian (Chi-
nese/Taiwanese) university students, and 2)

Table 3 Models fits 

Model Chi-square p-value CFI RMSEA AIC BIC ECVI 

Model 1 χ2(3) = 3.897 .273 .995 .057 39.897 85.289 .438 

Model 2 χ2(3) = 4.435 .218 .960 .073 28.435 58.697 .312 
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to investigate and verify the theoretical model
of relationships between I/C and A/H cognitive
styles and between A/H cognitive styles and
their behavioral manifestation in the process
of map categorization.

The results suggest that the Czech partici-
pants showed a significantly lower level of col-
lectivism (interdependent self-construal scale)
than did the Chinese/Taiwanese participants
and a similar level of individualism (indepen-
dent self-construal scale). Our results partly
support the current theory that describes the
West as relatively less collectivistic than the
East (Hofstede, 1983; Markus & Kitayama,
1991; Nisbett et al., 2001; Triandis & Gelfand,
1998). Furthermore, a similar level of individu-
alism corresponds to the empirical research
in I/C in post-communist countries (Kolman et
al., 2003; Varnum et al., 2008) and even with
previous research in I/C in Czechia (Bartoš,
2010; Čeněk 2015). This finding also supports
the claims of rapid individualization in the young
East Asian populations (e.g., Moore, 2005;
Steele & Lynch, 2013).

The results of the CFT show that all of the
participants performed the global tasks more
quickly than the local tasks, which is consis-
tent with previous findings (Navon, 1977). How-
ever, our participants were generally slower
compared to the original study (Navon, 1977).
This fact was most probably caused by the
way of responding (mouse click instead of
keyboard buttons) because mouse response
process has in contrast with keyboard re-
sponse process one extra step (i.e., moving
the mouse cursor above the response option).
Our results also indicate cross-cultural differ-
ences in the general reaction times of CFT
stimuli processing. The Czech participants
were significantly quicker in both the global
and local tasks. However, as mentioned
above, these differences in reaction times
demonstrated rather differences in the empha-
sis that both groups placed on the speed than
differences in cognitive style (Kukaňová, 2017;
Yates et al., 2010). The comparison of the glo-
bal precedence scores (calculated from CFT
global and local reaction times) showed no
differences in global/local processing between

the Czechs and Chinese/Taiwanese, which
was contrary to our expectations. The results
of the CFT could be seen as a contradiction to
the notion of the “analytic West” and “holistic
East” (Nisbett et al., 2001; Nisbett & Masuda,
2003; Nisbett & Miyamoto, 2005). However, it
is still not clear whether Central Europeans
count as the “analytic West”. For example,
Varnum et al. (2008) showed that Central Eu-
ropean post-communist countries are rela-
tively more holistic in their patterns of attention
than Western Europe. Other empirical re-
search, comparing the sensitivity to the con-
text of Czech vs. Czech Vietnamese (Čeněk,
2015), and Czech vs. Chinese (Stachoň et al.,
2018, Stachoň et al., 2019), reported mixed or
contradictory results in terms of the expected
differences in cognitive style.

The results of the CMMS show that the Czech
participants categorized more analytically in
maps, whereas the Chinese/Taiwanese cat-
egorized more holistically. This result agrees
with the theory that Westerners use slightly
more analytic categorization patterns and East-
erners use more holistic categorization (Chiu,
1972; Ji et al., 2004; Norenzayan et al., 2002).
However, the effect size of this significant dif-
ference was relatively small.

Path analysis was used to test the validity of
two structural models of relationships between
the variables of interest. Both evaluated mod-
els (CFT local and global reaction times and
the global precedence score) showed a satis-
factory good fit. The results of the path analy-
sis show that I/C is a weak predictor of the
level of global/local distribution of attention, i.e.,
collectivist persons tended to use a holistic
cognitive style, and individualistic persons
tended to use a rather analytic cognitive style.
These findings partly support the theory of ho-
listic and analytic cognitive styles (Nisbett,
2003; Nisbett et al., 2001; Triandis & Gelfand,
1998), although the values of the path coeffi-
cients were relatively small. The path analysis
also did not find all of the expected direct and
indirect effects of I/C on the scores of the CFT
and the CMMS. The aforementioned findings
were, therefore not a conclusive argument to
support the A/H cognitive style theory in cross-
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cultural context (cf. Nisbet et al., 2001). As with
several other studies that did not find any rela-
tionship between I/C and A/H cognitive style
(e.g., Davidoff et al., 2008; McKone et al., 2010;
Takano & Osaka, 1999), it may be possible
that this relationship could be different from
what researchers expect, or perhaps even non-
existent. Our findings of unconvincing yet sig-
nificant relationships could also be explained
in theoretical arguments, which maintain that
the I/C and A/H cognitive styles only manifest
at a cultural (i.e., cross-cultural comparison)
not individual level (i.e., SEM and path analy-
sis; cf. Na et al., 2010). Nevertheless, we would
like to emphasize that the sample size was, in
this case, relatively inadequate for SEM, there-
fore its results should be understood as only
exploratory.

The concept of I/C and its measurement with
self-report scales have recently been subject
to disagreement from many scholars. This criti-
cism mainly cites the lack of concurrent, dis-
criminant and construct validity, insufficient
conceptualization, a reductionist and dichoto-
mous approach and insufficient psychometric
characteristics in questionnaires (for review,
see Levine et al., 2003; Matsumoto, 1999;
Oyserman et al., 2002; Vignoles et al., 2016).
For example, if the individual level of I/C can be
significantly influenced by priming, then it
means that I/C is not as stable in time as it is
generally assumed (Gardner, Gabriel, & Lee,
1999; Oyserman & Lee, 2008). Moreover, ac-
cording to the results of meta-analytical stud-
ies and systematic reviews, the West should
not be described as strictly individualistic nor
the East as purely collectivistic (Levine et al.,
2003; Oyserman et al., 2002; Takano & Osaka,
1999; Takano & Osaka, 2018). Most recently,
for example, Hakim et al. (2017) compared the
levels of individualism and collectivism of
American and Asian international students and
found, contrary to expectations, that Americans
were significantly more collectivistic, whereas
the Asian students were significantly more in-
dividualistic.

Path analysis also found that global/local
distribution of attention had a moderate pre-
dictive power on categorization in both of the

tested models, i.e., analytic perceivers (defined
by the CFT global precedence score) used
analytic categorization in maps, whereas ho-
listic perceivers used holistic categorization.
This finding is consistent with the research
theory (Chiu, 1972; Ji et al., 2004; Norenzayan
et al., 2002) and the empirical research
(Kubíček et al., 2016; Šašinka et al., 2018;
Stachoň et al., 2019). Consequently, the cog-
nitive style that is characterized as a percep-
tual process is presumably manifested in
higher cognitive processes, such as map read-
ing and categorization.

Conclusions

The article describes cross-cultural differ-
ences in western and eastern cultures, be-
tween Czech and Chinese/Taiwanese univer-
sity students, respectively. The theoretical back-
ground of the research was based on the
theory of analytic and holistic cognitive styles
and the dimensions of individualism and col-
lectivism. Two main objectives were defined:
first, to identify the possible cross-cultural dif-
ferences and similarities between Czechs and
Chinese/Taiwanese, and second, to verify the
entire research model and the relationships
between A/H cognitive style and I/C at individual
levels. For this purpose, we also developed a
new method (CMMS) in order to study how A/H
cognitive style was manifested during catego-
rization in map reading. The results suggest
that cross-cultural differences exist between
both cultures, especially at the level of collec-
tivism (Czechs were less collectivist than the
Chinese/Taiwanese) and categorization in
map reading (Czechs used more analytic and
less holistic categorization). Neither individual
differences (e.g., SES, gender, age) nor differ-
ences in cognitive style measured by the CFT
between Czech and East Asians were found.
The findings also indicate that I/C is a weak
predictor of A/H cognitive style and that A/H cog-
nitive style moderately predicts categorization
in map reading.

These results contradict the East-West di-
chotomy and suggest that the culture of Cen-
tral Europe (specifically Czechia) is much more
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similar to the East than expected from the lit-
erature. However, more cross-cultural research
of typically Western, typically Eastern and Cen-
tral European cultures is needed for an im-
proved understanding of the real influence of
culture on human perception and cognition in
regions outside the East-West dichotomy.
Based on the presented results, future re-
search should focus on verification of Nisbett’s
(2001) vs. Kozhevnikov’s (2014) models of
cognitive styles. Above all, specify the number
of cognitive style families, investigate the sta-
bility/flexibility of cognitive styles, and inspect
the developmental aspects (e.g., children of
different age) of cognitive style and its adap-
tive nature (e.g., research on expatriates dur-
ing the process of cultural adaptation) is also
suggested.
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Introduction

Self-regulation can be defined as self-gener-
ated thoughts, feelings, and actions in attain-
ing important goals in life (Zimmerman, 1998,
p. 73). In an academic environment, self-regu-
lated students are seen as proactive learners
who pursue their personal goals, use differ-
ent learning strategies, and continually moni-
tor their progress (Zimmerman, 1990). Be-
cause they do better at university (Bakracevic-
Vukman & Licardo, 2010), and tend to be suc-
cessful students (Andrzejewski, Davis,

Bruening, & Poirier, 2016; Zusho, 2017), the
development of their skills to self-regulate
learning has to become a priority for higher
education (Cassidy, 2011). Instruction teach-
ers’ behavior or learning environment can have
a great impact on the way students self-regu-
late their learning (Boekarts & Cascallar, 2006;
Dignath & Werf, 2012). On the other hand, stu-
dents’ commitment to engage in self-regulated
learning is a voluntary act (Andrzejewski et al.,
2016; Cleary & Zimmerman, 2004). It is not
enough for students to have self-regulated
skills or an “enabling environment”, they need
to be motivated to involve themselves in self-
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regulated learning (Cassidy, 2011; Pintrich &
de Groot, 1990). Therefore, we should con-
sider at least the following two mutually de-
pendent resources involved in fostering stu-
dents’ self-directed learning: social or contex-
tual variables and personal variables (Pintrich,
2000).

In our study, the social or contextual variables
with an impact on students’ self-regulated learn-
ing refer to teacher support (e.g., help, guidance,
feedback). The personal variables refer to stu-
dents’ psychological needs (i.e., autonomy, com-
petence, and relatedness), which can be satis-
fied in relation to other contextual variables (e.g.,
teacher support or learning environment), and
to students’ psychological capital. As a newly
proposed construct, students’ psychological
capital represents a set of malleable personal
resources consisting of self-efficacy, hope, op-
timism, and resilience (Carmona-Halty,
Schaufeli, & Salanova, 2019). It is considered a
valuable individual resource for the effective-
ness of learning, influencing students’ readi-
ness and desire to learn and to transfer learn-
ing (Combs, Luthans, & Griffith, 2009).

Instructors can teach students how to regu-
late their learning by increasing the complexity
of the study and learning strategies (Cleary &
Zimmerman, 2004), by encouraging them to
control their learning process, or by adjusting
their cognition and effort to the demands of the
learning tasks (Pintrich & de Groot, 1990). If
teachers provide students with support, guid-
ance or feedback, they will create an educa-
tional environment that can satisfy the stu-
dents’ psychological needs and increase their
study engagement (Rahmadani, Schaufeli,
Ivanova, & Osin, 2019). Moreover, building high-
quality relationships with their students (i.e.,
satisfying their need for relatedness), teach-
ers can help students to develop their psycho-
logical capital (i.e., a source of motivational
energy, which may help students to strive for
and achieve their goals – You, 2016), which, in
turn, would develop their necessary skills and
attitudes to meet academic requirements
(Carmona-Halty et al., 2019). Psychological
capital increases positive emotions (Probst,
Gailey, Jiang, & Bohle, 2017), and positive

emotions enhance students’ motivation and
their use of learning strategies (You, 2016).
Also, the development of students’ psychologi-
cal capital is significant for psychological needs
satisfaction (Luthans & Youssef, 2007;
Verleysen, Lambrechts, & Acker, 2015) which,
in turn, can promote students’ self-regulated
learning (Liu et al., 2014).

There is some research emphasizing the
influence of teacher support (Dignath, 2016;
Zhu & Mok, 2018), students’ need satisfaction
(Liu et al., 2014; Sierens, Vansteenkiste,
Goossens, Soenens, & Dochy, 2009) or psy-
chological capital (You, Kim, & Kang, 2014) on
students’ self-regulated learning separately,
but little is known about these three variables
taken together, especially how psychological
capital can increase their impact. Conse-
quently, the present study aimed to fill this gap
by investigating the explanatory role of psy-
chological capital, as a personal resource, over
and above teacher support and needs satis-
faction, in relation to students’ preference for
self-regulating their learning (i.e., using cogni-
tive strategies and self-regulation in academic
learning). Specifically, this research could pro-
vide valuable insights for practice by develop-
ing interventions focus on teachers and stu-
dents training, because these three investi-
gated variables are changeable or malleable,
and can be improved (teachers support), sat-
isfied/fulfilled (basic needs), or increased and
developed (psychological capital).

Self-Regulated Learning and Teacher Sup-
port

Self-regulated learning is considered to be an
active process through which learners system-
atically use metacognitive, motivational, and
behavioral strategies (Zimmerman, 1990;
Zusho, 2017). From the classroom perfor-
mance perspective, three components are
considered essential: the cognitive strategies
used in the learning process, the metacog-
nitive strategies applied for planning, monitor-
ing or changing learning, and effort manage-
ment strategies practiced to work diligently and
deal with difficult tasks (Pintrich, 2004).
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Metacognitive and effort management strate-
gies were labeled as self-regulation, and along
with cognitive strategies, are related to the cog-
nitive component of self-regulated learning
(Pintrich & de Groot, 1990).

Because self-regulated learning is linked to
or directly involved in academic performance
(Rotgans & Schmidt, 2009; Schloemer &
Brenan, 2006; Schunk, 2005), assisting stu-
dents to become self-regulated learners is
crucial. Teachers can foster self-regulated
learning directly, by instructing students on how
to learn and use learning strategies, and indi-
rectly, by creating those learning environments
which enable self-regulation (Dignath & Werf,
2012; Dignath, 2016). They can provide stu-
dents with explicit information about efficient
practices and offer formative feedback on
learning (Brown, Peterson, & Yao, 2016; Zhu &
Mok, 2018). Received feedback is a valuable
facilitator of self-regulated learning, especially
when it is specific and formative, and students
perceive it as being useful for their learning
(Zhu & Mok, 2018). Creating multiple curricu-
lum opportunities and structuring the learning
environment to allow students to practice and
generalize cognitive and metacognitive strate-
gies are also tactics to encourage students’
self-regulated learning (Lopez-Agudo &
Marcenaro-Gutierrez, 2017). It is not sufficient
for teachers to develop a constructivist learn-
ing environment that enhances students’ au-
tonomy, they also need to teach them how to
handle this autonomy in the learning process
(Dignath & Werf, 2012), and provide them with
structure. Autonomy sustains students’ en-
gagement in self-regulated learning, while
structure teaches them how to use self-regu-
latory strategies (Sierens et al., 2009). Active
teaching methods that increase student-
teacher and student-student interactions, as
well as specific assessment practices, might
influence students’ self-regulated learning as
well (Lopez-Agudo & Marcenaro-Gutierrez,
2017; Rotgans & Schmidt, 2009).

Based on the above arguments, we formu-
lated the first hypothesis:

Hypothesis 1. Teacher support positively re-
lates to students’ cognitive strategies used in

the learning process (H1a), and positively to
students’ self-regulation (use of metacognitive
and effort management strategies) (H1b).

Self-Regulated Learning and Need Satisfac-
tion

According to the Self-Determination Theory,
autonomy, competence, and relatedness are
the three psychological needs linked directly
to a person’s efficient functioning and well-
being (Deci & Ryan, 2000). The need for au-
tonomy refers to students’ desire to control
their choices and to have psychological free-
dom when carrying out a learning task or an
activity (van den Broeck, Vansteenkiste, De
Witte, Soenens, & Lens, 2010; DeHaan, Hirai,
& Ryan, 2016; Orkibi & Ronen, 2017). The need
for competence indicates the person’s desire
to experience efficacy and mastery in different
educational situations (González-Cutre, Sicilia,
Sierra, Ferriz, & Hagger, 2016; Orkibi & Ronen,
2017). The need for relatedness describes the
students’ desire to be connected with signifi-
cant others and to be accepted as members
of a group (van den Broeck et al., 2010; Orkibi
& Ronen, 2017).

When students’ psychological needs are
satisfied, they become highly intrinsically mo-
tivated and self-regulate more their learning
(Sierens et al., 2009). When the learning envi-
ronment supports autonomy by giving them
freedom of control (Liu et al., 2014), supports
competence by offering structure, and supports
involvement through relatedness, engagement
in self-regulated learning is highly probable
(Grolnick & Raftery-Helmer, 2015). Emphasiz-
ing educational activities based on interactions
between students, which foster social relat-
edness, may influence their use of learning
strategies and intrinsic motivation. Such con-
texts can facilitate students’ engagement,
deeper processing and learning, and enhance
personal adjustment in classrooms and be-
yond (Deci, Ryan, & Williams, 1996). Students’
fulfillment of psychological needs shapes their
academic performance, engagement, persis-
tence, and effort invested in study activities
(Gillet et al., 2019; Sulea, van Beek, Sârbescu,
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Vîrga, & Schaufeli, 2015). This leads to the fol-
lowing hypothesis:

Hypothesis 2. Needs satisfaction positively
relates to students’ cognitive strategies used
in the learning process (H2a), and positively
to students’ self-regulation (use of metacog-
nitive and effort management strategies)
(H2b).

Self-Regulated Learning and Psychological
Capital

Psychological capital (PsyCap) represents
“one’s positive appraisal of circumstances and
probability for success based on motivated
effort and perseverance” (Luthans, Avolio, Avey,
& Norman, 2007, p. 550). Four psychological
resources are included in this construct: self-
efficacy, hope, optimism, and resilience
(Luthans, Avolio, et al., 2007). “Self-efficacy is
linked to one’s confidence to take on and put
in the necessary effort to succeed in challeng-
ing tasks; hope refers to the perseverance to-
wards goals or the redirection path to goals in
order to succeed; optimism consists of mak-
ing a positive attribution about succeeding now
and in the future; and resilience relates to ones’
ability, when faced with adversity, to sustain
one’s efforts to attain success” (Luthans,
Youssef, & Avolio, 2007, p. 3). Psychological
capital is viewed as a core construct because
the four psychological resources together have
an impact more significant than the sum of
their individual effects (Luthans, Avolio, et al.,
2007; Luthans & Avolio, 2014; Wernsing,
2014). Also, essential for practice is the idea
that psychological capital can be developed
and improved through training interventions
(Dello Russo & Stoykova, 2015; Luthans,
Avolio, et al., 2007; Lupsa, Vîrgă, Maricutoiu, &
Rusu, 2019).

There are only a few studies carried out in
the academic settings that explored the rela-
tionships of psychological capital with differ-
ent variables, and most of them are linked to
academic performance. For example, Ortega-
Maldonado and Salanova (2017) investigated
the relationships between undergraduate stu-
dents’ psychological capital, their coping strat-

egies, satisfaction with university life, and aca-
demic performance. Siu, Bakker, and Jiang
(2014) tested the relationship between psy-
chological capital and study engagement, and
how intrinsic motivation mediates these rela-
tionships. Other research emphasized the role
of psychological capital on students’ academic
performance and showed how training in-
creased the participants’ level of psychologi-
cal capital (Jafri, 2013; Luthans, Luthans, &
Jensen, 2012).

To our best knowledge, little attention has
been paid to the impact of psychological capi-
tal on self-regulated learning and students’
need satisfaction. Previous research found that
students’ psychological capital is significantly
related to self-regulated learning and study
engagement (You et al., 2014), and might in-
fluence learning motivation and learning trans-
fer (Combs et al., 2009). You (2016) showed
positive associations between psychological
capital of college students and their learning
empowerment (i.e., the feeling of competence
to perform a task), and how this indirectly en-
hanced engagement. Also, previous investi-
gations have shown that the satisfaction of
needs for autonomy, competence, and relat-
edness could contribute to the development
of psychological capital (Luthans & Youssef,
2007). Carmona-Halty et al. (2019) empha-
sized that students’ psychological capital can
be enhanced if they have high-quality relation-
ships with their teachers (i.e., their need for
relatedness is satisfied). Teacher and peer
support can increase academic engagement
and students’ hope (one of the psychological
capital resources) as well (Orkibi & Ronen,
2017). Conversely, Verleysen, Lambrechts,
and Acker (2015) found that satisfying the need
for competence influences all four psychologi-
cal capital dimensions, while there was no
direct impact on psychological capital by sat-
isfying the needs for autonomy and related-
ness. Based on the scarcity of information in
this area, the aim of our study was to evaluate
the added value that psychological capital has
over teacher support and needs satisfaction
in explaining students’ cognitive strategies and
their self-regulation used in the learning pro-
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cess. Consequently, we formulate the third
hypothesis:

Hypothesis 3. Psychological capital positively
relates to students’ cognitive strategies used
in the learning process (H3a), and positively
to students’ self-regulation (H3b), after con-
trolling for the effect of teacher support and
needs satisfaction.

Methods

Participants and Procedures

Data were obtained from a convenience
sample made up of 236 Romanian first-year
students of Psychology enrolled in Educational
Psychology courses. The participants included
58 men (24.6%) and 178 women (75.4%), with
an age range from 19 to 53 years (M = 21.18,
SD = 3.95). All the freshmen students were
informed about the research (e.g., the aim, the
conditions of the study, confidentiality of their
responses), and anyone who wanted to par-
ticipate in the research received a link to fill in
four questionnaires online. The link was
posted on the course communication group,
and students needed about 30 minutes to fill
in the questionnaires. From 324 students, only
236 replied (72.83% response rate). The ques-
tionnaires were posted online in the last week
of the first semester.

Measures

Three of the questionnaires were already vali-
dated on Romanian samples (i.e., PsyCap,
needs satisfaction, and MSLQ), and the other
one (i.e., teacher support) was used in previ-
ous studies. All the items and instructions were
adapted to be relevant to the academic envi-
ronment.

Self-regulated learning was assessed by
using the second section of the Motivated Strat-
egies for Learning Questionnaire (MSLQ –
Pintrich & de Groot, 1990), considered the
most commonly used instrument in self-regu-
lated learning measurement (Panadero, 2017;
Kokkinos & Voulgaridou, 2018). This section
consisted of two cognitive scales and mea-

sured students’ use of cognitive strategies and
their self-regulation. Cazan (2011) investigated
the convergent and predictive validity of the
scales, after their translation into Romanian,
and the findings showed that they are able to
measure students’ learning strategies in a
reliable and valid manner. The use of cogni-
tive strategies sub-scale was made up of 13
items, which focus on rehearsal (e.g., “When I
study for a test I practice saying the important
facts over and over to myself.”), elaboration
(e.g., “When I study for a test, I try to put to-
gether the information from class and the
book.”) and organizational strategies (e.g., “I
outline the chapters in my book to help me
study.”). Cronbach’s alpha for the sub-scale
was .84. The self-regulation sub-scale was
made up of 9 metacognitive strategy items (e.g.,
“I ask myself questions to make sure I know
the material I have been studying.”) and effort
management strategy items (e.g., “I work hard
to get a good grade even when I don’t like a
class.”). Cronbach’s alpha for the sub-scale
was .67, a value that can be considered ac-
ceptable (Sierens et al., 2009). All items were
scored on a 7-point Likert scale (1 – not at all
true of me, 7 – very true of me).

Teacher support was measured by using a
scale from the Questionnaire on the Experi-
ence and Evaluation of Work (QEEW – van
Veldhoven & Meijman, 1994), which assesses
support by direct supervisors. It is a 5-items
scale used in another Romanian research
(Vîrgă, De Witte, & Cifre, 2017) that had been
adapted for educational context to assess
teacher support. The extent to which an an-
swer applies to students was scored on a 5-
point Likert scale (1 – never, 5 – always) (e.g.,
“Can you count on your teachers’ support when
you encounter difficulties?”). The internal con-
sistency for the scale was .88.

Students’ need satisfaction was assessed
with the Need Satisfaction at Work Scale (van
den Broeck et al., 2010), adapted to the Ro-
manian context by Tânculescu and Iliescu
(2014) and showed good psychometric char-
acteristics. Three subscales are included in
the instrument: autonomy satisfaction (6 items;
e.g., “I feel free to express my ideas and opin-
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ions at university.”), competence satisfaction
(6 items; e.g. “I feel competent as a student.”),
and relatedness satisfaction (6 items; e.g., “At
university, I can talk to people about things that
really matter to me.”). Participants responded
by using a 5-point Likert scale (1 – totally dis-
agree, 5 – totally agree). The Cronbach’s al-
pha coefficient values range from .72 to .91.
The questionnaire has been used previously
in another study on Romanian students (Sulea
et al., 2015).

Students’ psychological capital was mea-
sured with a 24-item PsyCap Questionnaire
(Luthans et al., 2007). The instrument was
validated on the Romanian population with
good psychometric characteristics (Lupsa &
Vîrgă, 2018). The questionnaire assesses four
psychological resources: self-efficacy (6 items;
e.g., “I feel confident analyzing a long-term
problem to find a solution”), hope (6 items;
e.g., “At present, I am energetically pursuing
my study goals”), optimism (6 items; e.g.,
“I always look on the bright side of things re-
garding my studies”) and resilience (6 items;
e.g., “I usually manage difficulties one way or
another at university”). Items were assessed
using a 7-point Likert scale (1 – strongly dis-
agree, 7 – strongly agree). Because empirical
results have shown that overall psychological
capital is a core construct (Luthans & Avolio,
2014; Wernsing, 2014), the composite score
was used. The internal consistency of the en-
tire questionnaire in our sample was α = .91.

Data Analysis

The means, standard deviations, internal con-
sistency alphas, and Pearson correlation be-
tween all the study variables are presented in
Table 1. All variables had normal distributions
(Skewness and Kurtosis < 1). Thus, a general
guideline for skewness and kurtosis is that
numbers should be in between interval ±1
(Hair, Hult, Ringle, & Sarstedt, 2017). Based
on this guideline, the values of skewness and
kurtosis for our variable are included in this
range. Thus, the distributions are considered
normal. The analyses were performed using
IBM SPSS Statistics 23.0.

The study’s hypotheses were tested by con-
ducting two separately hierarchical regression
analyses. The first considered the cognitive
strategies component of self-regulated learn-
ing, and the second focused on the self-regu-
lation component (metacognitive and effort
management strategies) as criterion variables
(Table 2). Teacher support, students’ need
satisfaction, and psychological capital were the
predictor variables. Teacher support was in-
cluded in the first step because it is consid-
ered a valuable social/contextual resource with
an impact on the self-regulated learning pro-
cess. Teachers can provide students with ex-
plicit information about efficient practices, can
create multiple curriculum opportunities that
encourage self-regulated learning, and can
structure the learning environment to allow stu-
dents to practice and generalize strategies
(Paris & Paris, 2001). Also, students’ use of
learning strategies might be influenced by the
teaching methods and the assessment prac-
tices (Rotgans & Schmidt, 2009). The other
two variables (i.e., students’ need satisfaction
and psychological capital) included in the sec-
ond and the third steps of the analysis are con-
sidered personal resources. Students’ needs
can be satisfied in relation to the learning en-
vironment. If this environment supports their
autonomy, provides opportunities to acquire
skills and fosters social relatedness there is
an excellent chance for students to engage in
self-regulated learning in the classroom (Liu
et al., 2014). Psychological capital, as a source
of motivational energy, was included in the
third step of the regression to investigate the
explanatory role of this malleable resource,
over and above teacher support and needs
satisfaction, in relation to cognitive strategies
and self-regulation in academic learning.

Results

Table 1 presents the correlation matrix be-
tween study variables. All predictors (i.e.,
teacher support, students’ need satisfaction,
and psychological capital) showed positive
and significant correlations with each of the
dependent variables, respectively, the stu-
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dents’ cognitive strategies and their self-regu-
lation.

The first hypothesis of the study – Teacher
support positively relates to students’ cogni-
tive strategies used in the learning process
(H1a), and positively to students’ self-regula-
tion (use of metacognitive and effort manage-
ment strategies) (H1b) – received statistical
support as follows (Table 1). Significant posi-
tive associations were found between teacher
support and the use of cognitive strategies (r =
.34, p < .001; H1a), and between teacher sup-
port and students’ self-regulation (r = .40, p <
.001; H1b).

The second hypothesis – Needs satisfac-
tion positively relates to students’ cognitive
strategies used in the learning process (need
for autonomy: r = .16, p < .01; need for compe-
tence: r = .34, p < .001; need for relatedness:
r = .14, p < .05; H2a), and positively to stu-
dents’ self-regulation (use of metacognitive
and effort management strategies) (need for
autonomy: r = .28, p < .001; need for compe-
tence: r = .46, p < .001; need for relatedness:
r = .20, p < .001; H2b) - also received statistical
support (Table 1). Thus, all three psychologi-
cal needs (i.e., autonomy, competence, and
relatedness) correlated positively and signifi-
cantly with students’ cognitive strategies (H2a),
and self-regulation (H2b).

Psychological capital correlated positively
and significantly with cognitive strategies (r =
.61, p < .001) and with self-regulation (r = .51,
p < .001).

The results of hierarchical regression analy-
sis with the two dependent variables (i.e., cog-

nitive strategies and self-regulation) are pre-
sented in Table 2. Regarding the use of cogni-
tive strategies as the criterion measure, in the
first step, teacher support accounted for 11.4%
of the variance (R² = .114), and the model of
regression was significant [F(1, 234) = 30.23,
p < 0.001]. By adding in the second step of the
regression model, the need for autonomy, com-
petence and relatedness, and controlling the
influence of teacher support, the predictive
value of the second model (also significant
[F(3, 231) = 4.54, p < 0.001],) increased to
16.4% (ΔR2 = .049); specifically, the need for
competence added significant variance (β =
.26, p < 0.001). In the third step, the psycho-
logical capital was related to the use of cogni-
tive strategies (β = .63; p < 0.001) and explained
23.5% of additional variance [ΔR² = .235;
F(1, 230) = 89.96, p < 0.001], after controlling
the influence of the students’ need and teacher
support. The final model, which includes all
five predictors, explained students’ use of cog-
nitive strategies in the learning process at a
rate of 39.9% (R2 = .399).

Also, Table 2 shows that for students’ pref-
erence for engaging in self-regulation as the
criterion measure, teacher support at Step 1
accounted for 15.7% of the variance (β = .39;
p < 0.001), and the first model of the regres-
sion was significant [F(1, 234) = 43.45, p <
0.001]. In Step 2, students’ needs accounted
for an additional 10.3% of the variance
(ΔR² =103), after controlling the influence of
teacher support, the second model being also
significant [F(3, 231) = 10.72, p < 0.001]; spe-
cifically, the need for competence added sig-

Table 1 Correlation matrix between study variables 
Variables  M SD 1 2 3 4 5 6 7 
1. Cognitive Strategies 66.72 11.88 (.84)       
2. Self-regulation 41.69 7.34  .66** (.67)      
3. Teacher support 18.96 4.13  .34**  .40** (.88)     
4. Need for Autonomy  20.11 4.52  .16*  .28*  .48** (.72)    
5. Need for Competence 23.94 5.36  .34**  .46**  .44**  .45** (.91)   
6. Need for Relatedness  21.30 5.65  .14*  .20**  .39**  .38**  .28** (.86)  
7. PsyCap 4.59 .95  .61**  .51**  .45**  .43**  .61**  .24** (.91) 
Note. N = 236; ** p < 0.01; * p < 0.05; Self-regulated learning: cognitive strategies and self-regulation dimensions; 
Students’ need satisfaction: need for autonomy satisfaction, need for competence satisfaction, need for 
relatedness satisfaction; Students’ psychological capital = PsyCap; Values of the internal consistency alphas are 
displayed in italic in the diagonal. 
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nificant variance (β = .35, p < 0.001). In the
third step, students’ psychological capital was
related to self-regulation (β = .31; p < 0.001)
and explained 5.9% of additional variance
[ΔR² = .059; F(1, 230) = 19.86, p < 0.001], after
controlling the influence of students’ needs and
teacher support. The final model that includes
all five predictors explained students’ self-
regulation of the learning process at a rate of
31.9% (R2 = .319).

Altogether, the results of all the regression
analyses supported Hypothesis 3, which
stated that psychological capital positively re-
lates to students’ cognitive strategies used in
the learning process (H3a), and positively to
students’ self-regulation (H3b), after control-
ling for the effect of teacher support and needs
satisfaction.

Discussion

The current study aimed to investigate the ex-
planatory role of psychological capital, as a
personal resource, over and above teacher
support and needs satisfaction, in relation to
students’ preference for self-regulating their

learning (i.e., using cognitive strategies and
self-regulation in academic learning). The re-
sults indicated that psychological capital, as a
personal resource, plays an essential role,
after controlling for teacher support and needs
satisfaction, in the explanation of the students’
preference for using cognitive strategies and
self-regulation in academic learning. In other
words, students who got more support from
their teachers in the learning process, who felt
that their need for competence was satisfied
during instruction, and who had a high level of
psychological capital, reported a higher pref-
erence for the use of cognitive and metacog-
nitive strategies, and self-regulating their ef-
fort.

The results of the study confirmed the first
hypothesis. Teacher support was positively
related to students’ use of cognitive, metacog-
nitive, and effort management strategies, and
it was identified as a predictor of students’ self-
regulated learning. This is following other stud-
ies that emphasized the influence of teacher
support (Dignath, 2016; Paris & Paris, 2001).
Students who ask for, receive and use teach-
ers’ support about how to link learning strate-

 
Table 2 Hierarchical regression analysis predicting the two components of self-regulated 
learning (i.e., cognitive strategies and self-regulation components) 
Variables Self-regulated learning 

Cognitive strategies Self-regulation 
 R² ΔR² β R² ΔR² β 

Step 1  .114 .114**  .157 .157**  
Teacher support    .33**    .39** 
Step 2 .164 .049**  .260** .103**  
Teacher support    .26**    .23** 
Need for autonomy   -.08    .00 
Need for competence     .26**    .35** 
Need for relatedness   -.01    .00 
Step 3 .399 .235**  .319** .059**  
Teacher support    .15*    .17** 
Need for autonomy   -.16**   -.04 
Need for competence    -.04    .20** 
Need for relatedness   -.00    .01 
PsyCap    .63**    .31** 
Note. N = 236; ** p < 0.01; * p < 0.05; Self-regulated learning: cognitive strategies dimension 
and self-regulation dimension; Students’ need satisfaction: need for autonomy, competence 
and relatedness satisfaction; Students’ psychological capital = PsyCap. 
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gies with desired outcomes, or about relation-
ships between cues and successive states of
achievement, are more successful in self-
regulating their learning (Brown et al., 2016).

The results of the study confirmed the sec-
ond hypothesis as well. Needs satisfaction
positively related to students’ cognitive strate-
gies and their self-regulation in the learning
process. Despite these relationships, only the
need for competence, the satisfaction of which
is considered to stimulate people functioning
and well-being on a more general level (van
den Broeck, Vansteenkiste, de Witte, & Lens,
2008), was found as a significant predictor for
self-regulated learning. Surprisingly, the need
for autonomy negatively predicted the use of
cognitive strategies, which is slightly different
from other research. For example, Young (2005)
pointed out that students who perceive them-
selves as being autonomous and competent
tend to be intrinsically motivated. They know
how to adjust their learning strategies to the
content and requirements of the tasks, what
kind of cognitive and metacognitive strategies
they need to solve them, and how to manage
their effort strategies. Also, that feeling of com-
petence needs to be accompanied by feelings
of  autonomy  for  individuals  to  be  self-regu-
lated (Deci et al., 1996; Valero-Valenzuela &
Manzano-Sánchez, 2019). The need for com-
petence is reflected in students’ understand-
ing of how to self-regulate their learning,
whereas the need for autonomy is reflected in
the students’ willingness to get involved in
study activities (Grolnick & Raftery-Helmer,
2015). A possible explanation for our result
could be linked to the reduced academic ex-
perience of the students. They were in the first
year, and many of them did not know how to
study, what to learn, or how to organize their
work. Maybe, at this stage, they needed more
structure and rules, with clear expectations
regarding their behavior, and more help in en-
gaging in learning tasks. Autonomy is linked
to students’ independence and their opportu-
nity to make choices (e.g., learning strategies,
effort, and persistence in academic tasks), but
they might also experience autonomy satis-
faction when they follow teachers’ requests,

rules or suggestions, and can act of their own
free will if teachers give them rational motives
why it is better to do so (van den Broeck et al.,
2010). Teacher support (e.g., guidance, con-
structive feedback), can help students to in-
crease confidence in monitoring their study
behavior, and nurture their need for compe-
tence, namely the “know-how” of self-regulated
learning. When the students become confi-
dent, they can develop the willingness (au-
tonomy) to initiate self-regulated learning
(Sierens et al., 2009).

Another meaningful result that confirmed the
third hypothesis is the significant value added
by psychological capital in explaining students’
preference for cognitive, metacognitive, and
use of effort management strategies. It has
already been shown that psychological capi-
tal is a valuable resource for learning motiva-
tion (Combs et al., 2009) or learning empow-
erment (You, 2016), but few studies have ap-
proached psychological capital as a core con-
struct in relation to self-regulated learning in
educational settings (You, 2016). The level of
psychological capital influences students’ pref-
erences for or engagement in self-regulated
learning (You, 2016). Specifically, if students
are generally more positive, confident, and flex-
ible in the change process, they are willing to
expend additional energy and effort to pursue
their learning goals by using cognitive and
metacognitive strategies (You, 2016). In the
current study, students’ psychological capital
was positively related to their use of cognitive,
metacognitive and effort management strate-
gies, and it was also a predictor for both di-
mensions of self-regulated learning (i.e., cog-
nitive strategies use and self-regulation). This
means that students’ psychological capital can
have an essential role in cognitive strategies
use and students’ self-regulation of learning,
if they get teacher support and have an envi-
ronment that assures the satisfaction of their
competence needs. What could be interest-
ing about our results is that psychological capi-
tal had a higher impact on students’ use of
cognitive strategies than it had on their use of
metacognitive and effort management strate-
gies (the explained variance was more signifi-
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cant in the first case, ΔR² = .253). Cognitive
strategies can be taught and learned through
training, and then can be applied in learning
situations (Dignath & van der Werf, 2012).
However, self-regulation is more complex, and
its quality depends on motivation (whether or
how much to study), method (how to study),
and time (how much time is spent studying
and how effectively this time is spent) and is
viewed as “a context-specific process that is
selectively used to succeed in school”
(Zimmerman, 1998, p. 73). In other words, it is
not enough for students to have strategies,
they need to be motivated to use the strate-
gies in the learning process. The limited aca-
demic experience of our students in dealing
with different courses and teachers, diverse
styles and demands, and their insufficient time
to adapt to the academic context and require-
ments (e.g., to know how to learn or how to
manage tasks) (Gillet et al., 2019) could ex-
plain this result. Accordingly, further studies are
necessary to determine if and how these vari-
ables are reflected in self-regulated learning.
For example, based on these findings, a model
could be tested, which would explore if psy-
chological capital (as a core construct, but also
with each of its resources – self-efficacy, hope,
optimism, resilience) mediates the relation-
ships between social or contextual variables
(i.e., teacher support) and each learning strat-
egy that students can use in their academic
learning. Knowing this, training interventions
could be designed for both teachers and stu-
dents.

Some limitations of this research need to
be acknowledged. First of all, the results were
based on self-report questionnaires, and stu-
dents’ answers can have a high level of social
desirability. Second, the sample could be con-
sidered not well balanced regarding the num-
ber of men and women. In this case, further
investigation is needed to see if there are dif-
ferences in the way that students regulate their
learning and use their personal and contex-
tual resources. Also, the findings should be
considered with caution because our partici-
pants were only from the Psychology special-
ization. Thus, more research would be useful

to analyze whether and how learning behavior
could be shaped by the students’ specialty.
Another limit is given by the Breusch-Pagan
test, which was significant for cognitive strate-
gies. This violation of homoscedasticity could
lead to bias in the error terms and distortion of
significance for the model which predicts cog-
nitive strategies of students. In future research,
it would be useful to test a new model with
other predictors, like academic engagement
or study demands and resources (Klein,
Gerhard, Büchner, Diestel, & Schermelleh-
Engel, 2016). Despite the limitations, these
findings may well be significant for educational
practice.

Helping students to become self-regulated
learners means assisting them in acquiring
necessary skills and structuring the environ-
ment to facilitate practice and engagement in
self-regulated learning (Cleary & Zimmerman,
2004; Paris & Paris, 2001). That is, students
need “skill” and “will” to self-regulate learning
(Liu et al., 2014). The results of the present
study showed that psychological capital, as a
personal resource of motivational energy (sup-
port for “will”), has an incremental value over
and above teacher support (support for “skill”),
and need for competence satisfaction (sup-
port for “will”) in explaining students’ prefer-
ence to self-regulate their learning. From the
theoretical perspective, our findings help to
enrich the understanding of the impact of psy-
chological capital on self-regulated learning,
a construct that has not been explored enough
in the educational context. From a practical
perspective, these results are essential be-
cause all three variables are malleable and
can be enhanced through appropriate train-
ing. Thus, educational institutions (e.g.,
schools, universities) could find ways to make
teachers more aware of the difference they can
make to their students by helping them to self-
regulate learning. They can design formal train-
ing for teachers of how to aid students to regu-
late their learning, and also how to find suc-
cessful ways of integrating practices of self-
regulated learning into their teaching (Dignath
& Werf, 2012). For students, they may also run
formal training to explain the conceptual mean-
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ing of self-regulated learning, its relationship
with academic achievement (Zusho, 2017),
and those personal and contextual factors
which can help them to achieve highly efficient
self-regulated learning (Zhu & Mok, 2018).
Also, institutions can organize intervention pro-
grams for both teachers and students to de-
velop their psychological capital (Carmona-
Halty et al., 2019; Luthans et al., 2012). Previ-
ous research showed improvement in psycho-
logical capital after specific training and em-
phasized its visible, long-term effects (Dello
Russo & Stoykova, 2015). Beyond the organi-
zational level, namely what institutions can do
to improve students’ self-regulated learning,
at the individual level teachers can structure
the learning environment to facilitate the satis-
faction of students’ psychological needs by
encouraging self-initiative, by offering feedback
or by creating opportunities for social interac-
tions (Deci et al., 1996; DeHaan et al., 2016;
Orkibi & Ronen, 2017). Any improvement in
each of these three variables can influence
students’ engagement in self-regulated learn-
ing.

In conclusion, the most critical finding of our
research is related to the role of psychological
capital in explaining the students’ preference
for self-regulated learning after they get teacher
support and their needs for competence are
satisfied. Therefore, it may be suggested that
motivational variables, such as psychological
capital and needs satisfaction, could act as
the “will” which may determine students to use
their “skills” (i.e., cognitive, metacognitive and
effort management strategies) in the learning
process.
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Introduction

In the past decades, the Big Five approach
has become a widely accepted and well-vali-
dated model for the description and assess-
ment of personality (Goldberg, 1990; John,
Naumann, & Soto, 2008; McCrae & Costa,
2008). This approach identified five robust
personality traits, which include neuroticism,
extraversion, agreeableness, conscientious-
ness and openness to experience. The traits

do not represent a particular theoretical per-
spective, rather, they were derived from analy-
ses of the natural-language terms people use
to describe themselves and others (John,
Naumann, & Soto, 2008). They are generally
found to be cross-culturally generalizable
(McCrae, Terracciano et al., 2005), and show
strong predictive validity for different areas of
human behavior such as work (Brandstätter,
2011), romantic relationships (Malouff et al.,
2010) and health (Vollrath, Knoch, & Cassano,
1999).
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Many psychometric measures of the Big Five
personality traits have been developed, hav-
ing different complexity or length, such as the
NEO Inventories (Costa & McCrae, 2010) or
Ten Item Personality Inventory (Gosling,
Rentfrow, & Swann, 2003). Some of these
measures, such as the NEO PI-R and NEO-
PI-3, use domain and facet approaches based
on the assumption that personality traits are
structured hierarchically (Goldberg, 1999; Soto
et al., 2011). In this approach the Big Five do-
mains are conceptualized as broad and gen-
eral traits located at the top of the hierarchy.
Each Big Five domain subsumes more-spe-
cific lower-level traits, referred to as facets. One
of the most frequently used Big Five measure
is the Big Five Inventory (BFI), which was origi-
nally developed as a brief, 44-item inventory
that would allow efficient and flexible assess-
ment of the Big Five, when there is no need for
more differentiated measurement of facet traits
within each trait domain (John, Donihue, &
Kentle, 1991; John & Srivastava, 1999). The
BFI does not use pairs of single adjectives,
which are answered less consistently; instead,
it uses short phrases based on trait adjec-
tives known to be prototypical markers of the
Big Five (John, Naumann, & Soto, 2008).  The
BFI has become widely used and psychometri-
cally analyzed in many languages such as
Spanish (Benet-Martinez & John, 1998), Dutch
(Denissen et al., 2008), Czech (Hřebíčková et
al., 2016), and others. Cross-cultural research
in 56 nations (Schmidt et al., 2007) found that
the five-dimensional structure of the BFI was
highly replicable across all the major cultural
regions of the world, and that the scales pos-
sessed high levels of internal reliability across
all cultures. Although the BFI did not originally
aim to measure traits at the facet level, Soto
and John (2009) found that it could assess 10
facets that converge with facets assessed by
the NEO PI-R.

Recently, Soto and John (2017a) introduced
a new version of the Big Five Inventory, named
BFI-2. It is designed to integrate new advances
in personality structure and psychological as-
sessment into the BFI, while still retaining three
key strengths of the original measure: concep-

tual focus, ease of understanding, and brevity
of assessment time. The BFI-2 tries to ensure
an appropriate balance between bandwidth
and fidelity (John, Hampson, & Goldberg,
1991) by adopting a hierarchical approach
using domains and facets level scales. While
domain scales are construed with greater
breadth (i.e., high bandwidth),  facet  scales
provide more-detailed personality description
(i.e., high fidelity). The BFI-2 is also designed
to minimize the influence of acquiescent re-
sponse style (Rammstedt, Danner, & Bosnjak,
2017), which  can  threaten  the  validity  of
questionnaire-based data (e.g., Rammstedt,
Kemper, & Borg, 2013; Soto et al., 2008), by
balancing the number of true-keyed and false-
keyed items. This allows researchers to eas-
ily control for acquiescence at the item level by
centering each individual’s set of item re-
sponses around their within-person mean
(see Soto & John, 2017a; Soto et al., 2008).
The BFI-2 also adopts new labels for two do-
mains: Neuroticism is replaced by the label
Negative Emotionality, which better represents
the focus of this domain on negative emotional
experiences and more clearly distinguishes it
from psychiatric illness, and Openness, which
was replaced by the label Open-Mindedness
due to possible misinterpretation in terms of
openness to social experiences.

The resulting 60-item scale has a hierarchi-
cal structure with five domains and three fac-
ets nested within each domain. For Extraver-
sion, the facets are Sociability (i.e., the extent
to which someone is outgoing, sociable, talk-
ative), Assertiveness (assertive, dominant,
leader-like), and Energy Level (active, energetic,
enthusiastic). For Agreeableness, the facets
are Compassion (compassionate, helpful,
sympathetic), Respectfulness (respectful, po-
lite, courteous) and Trust (trustful, forgiving,
assuming the best about people). For Con-
scientiousness, the facets are Organization
(systematic, organized, orderly). Productive-
ness (efficient, persistent) and Responsibility
(dependable, reliable, responsible). For Nega-
tive Emotionality, the facets are Anxiety (anx-
ious, tense, worried), Depression (sad, de-
pressed, pessimistic) and Emotional Volatility
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(moody, emotionally unstable, disinhibited).
Finally, Open-Mindedness includes the facets
of Intellectual Curiosity (curious, intellectual,
complex thinker), Aesthetic Sensitivity (with ar-
tistic interests) and Creative Imagination (in-
ventive, creative, original). Every domain is rep-
resented by 12 items and every facet by 4 items
(Soto & John, 2017a).

Psychometric evaluation of the English-lan-
guage version of the BFI-2 showed that it has
good reliability at both the domain and facet
levels and a robust factor structure. The BFI-2
also predicts conceptually relevant behavioral
and psychological criteria in a meaningful way,
with greater predictive power than the original
BFI (Soto & John, 2017a). Analysis of gender
differences showed that, similar to previous
research with other measures (e.g., Costa,
Terracciano, & McCrae, 2001), women tended
to describe themselves as somewhat more
extraverted, agreeable, conscientious, and
emotional than men did (Soto & John, 2017a).
The BFI-2 has been translated and psycho-
metrically analyzed in German and Dutch lan-
guages (Danner et al., 2019; Denissen et al.,
in press). Both studies confirmed that the struc-
ture found in the English version was repli-
cated in the local adaptations. Moreover, both
versions showed good reliability at the domain
level and sufficient reliability at the facet level
and good validity as examined by correlations
with other personality inventories and external
criteria related to different life domains. To sum
up, the main advantages of the BFI-2 over other
Big Five measure are that it a) provides per-
sonality assessment at both the domain and
facet levels with relative brevity of assessment
time and b) balances the number of true-keyed
and false-keyed items in order to minimize the
influence of acquiescent response style.

With this background in mind, the present
research has two key goals. The first is to de-
velop a Slovak version of the BFI-2 and to ex-
amine its psychometric properties such as
internal consistency and hierarchical structure.
The second is to extend the knowledge of the
construct validity of the BFI-2 by examining its
associations with two additional Big Five mea-
sures and selected well-being criteria. Well-

being measures have been chosen as a va-
lidity criterion because previous research has
found robust and consistent relationships of
the Big Five traits with different aspects of well-
being (e.g., Hayes & Joseph, 2003; Gutierrez,
2005). As well-being is considered a complex
construct with different aspects, we decided to
include several variables related to positive or
negative psychological functioning, namely
satisfaction with life, happiness, self-esteem,
meaning in life and perceived stress. This strat-
egy can provide more complex insight into va-
lidity of the BFI-2, and can extend our knowl-
edge of the BFI-2’s validity by examining se-
lect well-being criteria that have not been pre-
viously investigated. Our validity hypotheses,
based on previous research, were that extra-
version, agreeableness, and conscientious-
ness will have a positive relationship with well-
being, whereas negative emotionality will have
a negative relationship.

These aims are important for two audience
types. The first are Slovak researchers, who
use personality trait measures in their re-
search and who can get information about this
new Big Five measure with strong conceptual
clarity and robust hierarchical structure. The
second are cross-cultural personality re-
searchers, especially those who are interested
in cross-cultural data related to the Big Five
traits and their relations with other variables
across cultures. The study presents data from
an Eastern European country that is frequently
underrepresented in large cross-cultural stud-
ies using the Big Five approach (e.g., Costa,
Terracciano, & McCrae, 2001; Rammstedt,
Kemper, & Borg et al., 2013). The results could
help to fill this gap and contribute to knowl-
edge related to cross-cultural applicability of
the BFI-2 and the Big Five model in general.

Method

Development of the Slovak BFI-2

The Slovak BFI-2 was developed through a
translation and back-translation process led
by the first two authors of this paper and su-
pervised by the original BFI-2 authors. After
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developing a preliminary pool of item transla-
tions, the final selections were made based
on item analyses and basic psychometric
properties in three independent scale-devel-
opment samples. The final version of the Slo-
vak BFI-2 was found to have satisfactory psy-
chometric properties and factor structure in
these samples. A full description of the trans-
lation procedure, samples and descriptive
characteristics, and results of exploratory and
confirmatory factor analysis for these pilot stud-
ies are presented in Supplementary online
material A. Building on these preliminary re-
sults, the present study aims to examine the
reliability, structural validity, and external valid-
ity of the Slovak BFI-2 in an independent, gen-
eral adult sample.

Sample

The sample in the present study consisted of
542 participants, 268 males (49.5%), 274 fe-
males, who completed an online version of
the Slovak BFI-2 and other measures of Big
Five personality traits and well-being. The data
collection was performed in October and No-
vember of 2017. Participants were recruited
through an online research panel, and were
compensated for their participation by small
credits that could be exchanged for different
products. Age of the participants ranged from
18 to 86 years, with a mean of 41.79 (SD =
14.57). Nine participants (1.7 %) had primary
level of education, 307 (56.6 %) had second-
ary level of education, and 226 (41.7%) had a
university degree. All participants were in-
formed about the goals of the study and they
provided informed consent prior to the data
collection.

Measures

Big Five measures. All participants answered
demographic questions and completed the
Slovak BFI-2. For validation of the BFI-2, two
other Big Five questionnaires available in the
Slovak language were used. The 60-item NEO-
Five Factor Inventory (NEO-FFI, Costa &
McCrae, 2010; Slovak version Ruisel &

Halama, 2007) is a shorter version of the 240-
item NEO PI-R, aimed to be used in situations
in which general information on the domain
level of personality is sufficient. It assesses
each Big Five domain using a 12-item scale,
with items rated on a 5-point Likert-type scale.
Alpha reliabilities in the present sample were
.83 for Neuroticism, .80 for Extraversion, .67
for Openness, .76 for Agreeableness and .88
for Conscientiousness

The Ten Item Personality Inventory (TIPI)
was constructed by Gosling, Rentfrow, and
Swann (2003; Slovak translation Halama &
Gurňáková, 2014) as a very short self-report
measure through a selection of adjectives from
previous Big Five measures. The inventory
contains 10 unipolar items with two adjective
markers for each item and with two items for
each Big Five trait. The items are rated on a
7-point scale (from Disagree strongly to Agree
strongly). Alphas in the present sample were
generally low due to the small number of items:
.27 for Extraversion, .41 for Agreeableness, .66
for Conscientiousness, .64 for Emotional Sta-
bility, and .28 for Openness.

Well-being scales. The Oxford Happiness
Questionnaire (OHQ) was developed from its
longer version (Oxford Happiness Inventory)
as a brief but well validated measure for as-
sessing happiness in its broad sense (Hills &
Argyle, 2002; Slovak translation Babinčák &
Pipasová Karolová, 2014). It contains 8 items
focusing on different aspects of happiness and
well-being, with a 6-point Likert scale provided
for response. Psychometric analysis (Hills &
Argyle, 2002) showed that OHQ has good reli-
ability and validity when correlated with its
longer version, and with personality scales
usually associated with well-being. The
scale’s alpha reliability in the present sample
was .74.

The Satisfaction with life scale (SWLS) was
created by Diener et al. (1985) to assess sat-
isfaction with the respondent’s life as a whole.
It is a short, 5-item scale and respondents in-
dicate the extent to which they agree with each
item on a seven-point Likert scale, ranging
from strongly agree to strongly disagree. The
SLWS is a very frequently used scale to as-
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sess the cognitive aspect of well-being in many
languages, and it has good convergent valid-
ity as well as temporal stability (Pavot & Di-
ener, 2009). It was translated into Slovak by
Halama and Dědová (2007). Its alpha reliabil-
ity in the present sample was .90.

The Meaning in Life Questionnaire (MLQ)
was constructed as a measure of meaning
consisting of two subscales (Steger et al.,
2006). The Presence subscale assesses
cognitive appraisals of whether life is mean-
ingful, and the Search subscale assesses
general tendencies to actively seek meaning
and purpose in life. The questionnaire has
10 items (5 for each subscale) with a 7-point
Likert-type response format. The authors
(Steger et al., 2006) showed its good dis-
criminant validity and stable factor structure.
The Slovak translation used in the study
comes from the scale author’s official web-
page, which does not provide authorship in-
formation for the Slovak translation. The al-
phas in the current sample were .89 for Pres-
ence and .80 for Search.

The Rosenberg Self-Esteem Scale (RSES)
is a 10-item scale that measures global self-
esteem (Rosenberg, 1965; Slovak translation
Ficková, 1999). It has been widely used in re-
search on self-esteem in different contexts and
countries (e.g., Schmidt & Allik, 2005). It uses
a 4-point rating scale format (ranging from
absolutely disagree to absolutely agree) with
five positively worded items and five negatively
worded items. Many studies have shown it to
have good reliability and validity (e.g., Pullman
& Allik, 2000; Halama, 2008). The scale
showed internal consistency of .87 for our
sample.

Finally, the Perceived Stress Scale (PSS;
Cohen, Kamarck, & Mermelstein, 1983; Slo-
vak translation, Halama & Bakošová, 2009) is
a measure of an individual’s appraisal of his
or her life as stressful. The scale is available
in different lengths, and the version used in
this study contained 10 items rated by the par-
ticipant on a 5-point Likert-type scale. The ques-
tions focus on the global perception of stress
experienced during the previous month. The
authors claimed that the PSS-10 showed ad-

equate reliability and showed its validity
through correlations with life event scores,
depressive and physical symptomatology, and
other external criteria (Cohen, Kamarck, &
Mermelstein, 1983). For this measure, alpha
was .86 in the current sample.

Results

The results of descriptive and reliability analy-
sis (Table 1) showed that domain alpha
reliabilities for the Slovak BFI-2 ranged from
.79 to .83 (M = .82). For facets, alphas ranged
from .43 to .73 with a mean of .63, which is
somewhat lower than in the original English
study (M = .77). A similar decrease in internal
consistency was also observed for the Ger-
man BFI-2 (Danner et al., 2019), and is fairly
typical when adapting psychological mea-
sures across cultural contexts. However, lower
internal consistency could also reflect the data
quality of the sample used. To investigate this
possibility, we compared the corrected item-
total correlations for the BFI-2 domains and
facets with those for the NEO-FFI domains.
Overall corrected item-total correlations means
were similar, .47, .42 and .45 for the BFI-2 do-
mains, facets and NEO-FFI domains respec-
tively, suggesting that the lower alphas of the
BFI-2 facets reflect their brevity and the overall
data quality of this sample, rather than a prob-
lem specific to the Slovak BFI-2.

An analysis of gender differences showed
that females scored significantly higher than
males in Agreeableness and its facets, Extra-
version and its facets Sociability and Energy
Level, Open-Mindedness and its facet Aes-
thetic Sensitivity, as well as the facets of Re-
sponsibility and Anxiety. These gender differ-
ences were small to medium in size, ranging
from .01 in Depression to .54 in Compassion
(M = .30). Column-vector correlations compar-
ing the overall pattern of gender differences
obtained here with those in the original valida-
tion study for the English-language BFI-2 (Soto
& John, 2017a) was .42 for the English online
sample and .52 for English student sample.
This indicates a moderately similar pattern
across studies.
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Correlations with age revealed positive age
trends for Agreeableness, Conscientiousness,
and their facets, as well as a positive age trend
for the Aesthetic Sensitivity facet and a nega-
tive trend for the Emotional Volatility facet. All of
these age trends had effect sizes of .10 to .20,
and were consistent with previous research
on adult personality development (e.g., Soto
et al., 2011).

The Big Five factor structure of the BFI-2
items was assessed using random intercept
exploratory factor analysis (Aichholzer, 2014),
which includes a method factor to model indi-
vidual differences in acquiescent responding
(cf. Soto & John, 2017b). This analysis was
conducted using Mplus 7.4; because a Mardia
test suggested violations of the multivariate
normality assumption, robust maximum like-
lihood was chosen as the method of estima-
tion. Fifty-five items (90%) had their primary
loading on the intended domain, with loadings
ranging between .21 and .68 (M  = .48). In con-

trast, absolute secondary loadings ranged
from .00 to .47 (M  = .12). Similarly, a PCA of the
15 facets showed that all facets loaded prima-
rily on their intended domain. Primary load-
ings ranged from .60 to .88 (M = 0.77), while
absolute secondary loadings ranged between
.01 and .46 (M = .16), which suggests a very
clear domain-level factor structure. Tables with
results of these analyses are presented in
Supplementary online material B.

A series of confirmatory factor analyses was
used to verify the hierarchical structure of the
Slovak BFI-2, with three facets nested within
each Big Five domain. This analysis was car-
ried out in the R statistical software environ-
ment, using the Lavaan package and robust
maximum likelihood estimation. In the single
domain model, every item loads on a single
factor representing the Big Five domain. In the
single domain plus acquiescence model, ev-
ery item was additionally constrained to load 1
on an acquiescence method factor. Facets

Table 1 Descriptive characteristics and alphas for domains and facets of the Slovak BFI-2 

BFI-2 
Full sample 

M (SD) Alpha 
Male 

M (SD) 
Female 
M (SD) 

Gender 
d Age 

Extraversion 3.30 (.60) .80 3.21 (.58) 3.39 (0.60) -.31 .09 
Sociability 3.26 (.81) .69 3.10 (.78) 3.41 (0.82) -.38 .10 
Assertiveness 3.14 (.71) .56 3.11 (.68) 3.16 (0.74) -.07 .10 
Energy Level 3.51 (.71) .65 3.41 (.70) 3.61 (0.70) -.28 .02 

Agreeableness 3.76 (.59) .83 3.63 (.55) 3.89 (0.59) -.46 .20 
Compassion 3.89 (.70) .65 3.70 (.66) 4.07 (0.70) -.54 .18 
Respectfulness 4.07 (.69) .70 3.92 (.67) 4.22 (0.67) -.44 .17 
Trust 3.31 (.69) .57 3.25 (.65) 3.38 (0.73) -.18 .16 

Conscientiousness 3.66 (.59) .83 3.53 (.56) 3.79 (0.60) -.45 .15 
Organization 3.71 (.73) .65 3.64 (.68) 3.79 (0.77) -.21 .12 
Productiveness 3.64 (.70) .64 3.49 (.68) 3.80 (0.69) -.45 .14 
Responsibility 3.63 (.65) .60 3.47 (.63) 3.79 (0.62) -.50 .12 

Negative Emotionality 2.83 (.65) .83 2.78 (.63) 2.88 (0.66) -.15 -.12 
Anxiety 2.98 (.72) .59 2.88 (.70) 3.08 (0.72) -.28 -.07 
Depression 2.71 (.83) .73 2.71 (.80) 2.70 (0.86)  .01 -.09 
Emotional Volatility 2.81 (.74) .63 2.76 (.76) 2.85 (0.73) -.12 -.14 

Open-Mindedness 3.55 (.59) .79 3.45 (.57) 3.66 (0.59) -.36 .12 
Intellectual Curiosity 3.61 (.62) .43 3.56 (.61) 3.66 (0.62) -.15 .04 
Aesthetic Sensitivity 3.42 (.87) .73 3.21 (.87) 3.62 (0.82) -.50 .18 
Creative Imagination 3.63 (.72) .68 3.57 (.70) 3.69 (0.74) -.16 .04 

Note. Gender d – Cohen’s d for the mean-level difference between males and females, with 
negative values indicating higher scores for females; differences of .18 or larger are significant 
at p < .05. Age – absolute correlations of .09 or stronger are significant at p < .05. 
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were modeled in the three facets model, in
which each item loaded on its corresponding
facet factor and, lastly, the acquiescence
method factor was added in the three facets
plus acquiescence model. As expected, the
three facets plus acquiescence model had the
best fit for each Big Five domain, with a CFI
value of at least .923, TLI of at least .898, and
RMSEA of no more than .068 for each domain
(see Table 2). These results confirm the facet-
level structure of the Slovak BFI-2 and the need
to account for acquiescence when modeling
item responses.

Correlational analysis of the BFI-2 domains
and facets (see Table 3) showed that abso-
lute correlations between BFI-2 domains

ranged from .28 to .49 (M = .40). These corre-
lations are higher than in the original English
version (Soto & John, 2017a), and may reflect
the fact that discriminant correlations tend to
be higher in paid research panels than in stu-
dent and self-selected volunteer samples. This
interpretation was supported by similarly in-
flated intercorrelations for the NEO-FFI in the
present sample (range = .11 to .47, M = .30),
as compared with those previously obtained
in Slovak NEO-FFI standardization samples
(range = .06 to .27, M = .14)  based  on  stu-
dents and self-selected volunteers (Ruisel &
Halama, 2007). At the facet level, the Slovak
BFI-2’s mean within-domain facet correlation
ranged between .42 and .67 (M = .54), while

Table 2 Fit statistics for confirmatory factor analyses of the BFI-2 items 
Model χ2 df BIC CFI TLI RMSEA 

Extraversion 
 Single domain 253.16 54 18409 0.808 0.765 0.093 

Single domain plus acquiescence 185.76 53 18323 0.874 0.843 0.076 
Three facets 204.80 51 18355 0.853 0.810 0.084 
Three facets plus acquiescence 101.65 50 18227 0.951 0.936 0.049 

Agreeableness       
Single domain 303.95 54 17033 0.809 0.766 0.104 
Single domain plus acquiescence 174.74 53 16871 0.907 0.885 0.073 
Three facets 289.72 51 17020 0.820 0.767 0.104 
Three facets plus acquiescence 148.70 50 16845 0.926 0.902 0.068 

Conscientiousness       
Single domain 401.70 54 17037 0.769 0.718 0.121 
Single domain plus acquiescence 226.32 53 16827 0.884 0.856 0.086 
Three facets 343.63 51 16950 0.817 0.763 0.111 
Three facets plus acquiescence 144.32 50 16728 0.940 0.920 0.064 

Negative Emotionality       
Single domain 393.73 54 18237 0.769 0.717 0.120 
Single domain plus acquiescence 171.68 53 17962 0.920 0.900 0.071 
Three facets 359.40 51 18194 0.795 0.734 0.117 
Three facets plus acquiescence 100.02 50 17880 0.967 0.956 0.047 

Open-Mindedness       
Single domain 422.31 54 18239 0.696 0.629 0.125 
Single domain plus acquiescence 347.25 53 18144 0.761 0.703 0.111 
Three facets 254.45 51 18037 0.835 0.787 0.094 
Three facets plus acquiescence 146.09 50 17908 0.923 0.898 0.065 

Note. BIC – Bayesian information criterion; CFI – Comparative fit index; TLI – Tucker-Lewis 
index; RMSEA – Root mean square error of approximation. CFI and TLI values ≥ .90, and 
RMSEA values ≤ .080, are bolded. 
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absolute between-domain facet correlations
were lower, ranging from .03 to .55 (M = .27).

Convergent validity was assessed through
correlations of the BFI-2 with the NEO-FFI and
TIPI (Table 4). Same-trait different-method cor-
relations show good convergence between
BFI-2 and NEO-FFI, ranging from .63 to .77
(M = .72). As expected, correlations between
BFI-2 facets and convergent NEO-FFI domains
were somewhat lower on average (M = .60,
ranging between .36 and .69), reflecting the
distinctions between same-domain facets.
Mean convergent correlations with the TIPI were
.63 (ranging from .49 to .76) for the BFI-2 do-
main scales and .52 (ranging from .32 to .68)
for same-domain facet scales. As expected,
discriminant correlations between different
domains were lower, averaging .32 (between
.09 and .51) in size with the NEO-FFI and .28
(between .07 and .53) with the TIPI. Discrimi-
nant correlations of the facet scales averaged

.27 (between .04 and .60) with the NEO-FFI
and .23 (between .01 and .52) with the TIPI.
The strongest of these correlations are con-
ceptually meaningful, such as the negative
correlations between Extraversion and Neu-
roticism/Negative Emotionality.

Table 5 presents external validity correlations
and predictive power of the BFI-2 for well-be-
ing measures. Generally, all domains except
Negative Emotionality showed positive corre-
lations with positive indicators of psychologi-
cal well-being and negative correlations with
the Perceived Stress Scale. On average, the
strongest absolute correlations of these well-
being measures were found with the Negative
Emotionality (M = .46) and Extraversion (M =
.43) domains, and with the Depression (M =
.50) and Energy Level (M = .42) facets. We also
compared the predictive power of the BFI-2
domains vs. facets for well-being measures
using multiple regression analysis and R2 val-

Table 3 Intercorrelations of the BFI-2 domains and facets 

BFI-2 domains Extraversion  Agreeableness  Conscientiousness  
Negative 

Emotionality 
Extraversion        
Agreeableness  .28       
Conscientiousness  .44   .49     
Negative Emotionality -.47  -.38  -.38   
Open-Mindedness  .45   .37   .41  -.28 

BFI-2 facets 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
1. Sociability -               
2. Assertiveness .47 -              
3. Energy Level .52 .44 -             
4. Compassion .24 .12 .33 -            
5. Respectfulness .18 .05 .31 .67 -           
6. Trust .19 .03 .30 .49 .56 -          
7. Organization .16 .28 .37 .37 .37 .24 -         
8. Productiveness .28 .30 .55 .37 .41 .29 .61 -        
9. Responsibility .21 .27 .38 .47 .44 .23 .57 .62 -       
10. Anxiety -.30 -.28 -.35 -.13 -.16 -.27 -.20 -.23 -.21 -      
11. Depression -.46 -.41 -.53 -.24 -.23 -.37 -.31 -.34 -.27 .63 -     
12. Emotional Volatility -.16 -.13 -.26 -.25 -.36 -.41 -.27 -.27 -.32 .58 .51 -    
13. Intellectual Curiosity .22 .42 .40 .29 .24 .16 .20 .28 .29 -.13 -.27 -.15 -   
14. Aesthetic Sensitivity .10 .19 .31 .28 .27 .25 .20 .24 .24 -.04 -.15 -.11 .43 -  
15. Creative Imagination .21 .40 .51 .28 .25 .19 .31 .43 .35 -.24 -.37 -.25 .51 .42 - 
Note. Absolute correlations of .10 or stronger are significant at p < .05. Within-domain correlations are bolded. 
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ues as criteria. These analyses showed that
the BFI-2 domains had somewhat lower pre-
dictive power than the facets, with mean deter-
mination coefficients of .35 for domains vs. .38
for facets. These results suggest a rather
modest, 10% relative increase in predictive
power for the BFI-2 facets over the domains.

Discussion

The main goals of the present research were
to develop the Slovak version of the BFI-2 ques-
tionnaire, and to report its psychometric char-
acteristics and associations with other Big Five
questionnaires and selected well-being mea-
sures. Concerning reliability, the Slovak BFI-2
shows very good internal consistency at the
domain level. At the facet level, the alpha coef-
ficients were generally good, although some
facets were more internally consistent than
others. Similar results obtained in other lan-

guage adaptations of the BFI-2, such as Ger-
man and Dutch (Danner et al., 2019; Denissen
et al., in press), as well as comparisons with
the Slovak NEO-FFI in the present research,
suggest that some of the lower facet alpha
reliabilities obtained here likely reflect the gen-
eral difficulty of adapting psychological mea-
sures across cultures, as well as the overall
data quality of paid online samples, rather than
an issue specific to the Slovak BFI-2. These
considerations may also explain our finding of
moderate-to-large discriminant correlations
between some BFI-2 domain scales. In their
validation study of the Dutch BFI-2, Denissen
et al. (in press) noted substantially poorer dis-
criminant correlations in a paid online sample
than in a student sample, and our paid sample
showed similarly higher-than-normal discrimi-
nant correlations for both the BFI-2 and the
NEO-FFI. However, additional research using
different samples and measures is needed to

Table 4 BFI-2 and multitrait-multimethod correlation matrices of the Big Five measures 
 NEO-FFI  TIPI 

BFI-2 E A C N O  E A C N O 
Extraversion  .75  .15  .50 -.48  .21   .56  .15  .39 -.42  .42 

Sociability  .66  .17  .30 -.35  .06   .54  .12  .24 -.32  .25 
Assertiveness  .46 -.06  .39 -.35  .23   .38 -.01  .28 -.31  .37 
Energy Level  .68  .26  .55 -.46  .23   .43  .25  .44 -.40  .41 

Agreeableness  .30  .72  .49 -.35  .18   .07  .61  .53 -.39  .11 
Compassion  .24  .63  .47 -.30  .15   .11  .52  .50 -.26  .09 
Respectfulness  .22  .63  .48 -.29  .15  -.01  .55  .52 -.33  .10 
Trust  .29  .58  .29 -.31  .16   .06  .49  .32 -.41  .10 

Conscientiousness  .32  .34  .77 -.41  .13   .14  .34  .71 -.34  .18 
Organization  .24  .25  .66 -.34  .05   .10  .26  .62 -.31  .12 
Productiveness  .35  .29  .68 -.38  .13   .17  .29  .58 -.29  .19 
Responsibility  .23  .34  .63 -.34  .15   .08  .33  .62 -.27  .15 

Negative Emotionality -.51 -.31 -.35  .73 -.09  -.22 -.33 -.38  .76 -.18 
Anxiety -.43 -.19 -.21  .62 -.04  -.19 -.20 -.24  .61 -.18 
Depression -.60 -.26 -.38  .69 -.10  -.34 -.27 -.36  .63 -.25 
Emotional Volatility -.25 -.34 -.28  .54 -.07  -.02 -.37 -.36  .68 -.02 

Open-Mindedness  .35  .25  .46 -.30  .63   .26  .17  .35 -.28  .49 
Intellectual Curiosity  .27  .19  .38 -.23  .54   .20  .10  .28 -.22  .44 
Aesthetic Sensitivity  .20  .23  .27 -.16  .59   .19  .15  .23 -.14  .31 
Creative Imagination  .37  .19  .48 -.33  .36   .24  .16  .34 -.32  .46 

Note. Absolute correlations of .09 or stronger are significant at p < .05. Same trait domain 
correlations are bolded, same trait facet correlations are in italics. 
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confirm or refute these interpretations. Until
then, we recommend caution in interpreting
the Slovak BFI-2 facets with lower internal con-
sistency, and we recommend that research-
ers keep discriminant correlations in mind
when interpreting the Slovak BFI-2 domains.

Factor and principal components analyses
suggested that the Slovak BFI-2 retains the
measure’s intended structure at both the do-
main and facet levels. The vast majority of
items loaded primarily on their intended com-
ponent with primary loadings substantially
higher than secondary loadings. Principal
component analysis of facets clearly recovered
the intended BFI-2 structure, with three facets
loading on each Big Five domain. Moreover,
CFAs successfully replicated the results of the

original BFI-2 validation study, in which the
items within each Big Five domain could be
adequately fit by a measurement model that
included three substantive facet factors plus
an acquiescence method factor (cf. Soto &
John, 2017a). The results not only showed that
the Slovak BFI-2 has the same robust hierar-
chical structure as the original English version,
but also confirmed that acquiescence should
be taken into account when studying question-
naire factor structure (Rammstedt et al.,
2013; Soto et al., 2008). The BFI-2 minimizes
the effect of the acquiescence through balanc-
ing of the true-keyed and false-keyed items for
each facet and domain scale, and PCAs of the
15 facets suggested that this effectively con-
trols for acquiescence. However, the CFA re-

Table 5 Correlations and predictive power of the BFI-2 domains and facets for well-being 
measures 

      MLQ 
BFI-2 OHQ SWLS RSES PSS  Presence Search 

Correlations        
Extraversion .56 .38 .59 -.40   .48  .14 

Sociability .44 .33 .39 -.28   .35  .05 
Assertiveness .37 .22 .47 -.33   .33  .13 
Energy Level .56 .37 .57 -.37   .50  .16 

Agreeableness .43 .24 .41 -.30   .36  .16 
Compassion .34 .17 .38 -.23   .32  .15 
Respectfulness .36 .20 .38 -.27   .31  .16 
Trust .41 .23 .27 -.26   .29  .09 

Conscientiousness .40 .23 .49 -.35   .41  .17 
Organization .30 .17 .40 -.28   .33  .12 
Productiveness .41 .22 .46 -.32   .37  .14 
Responsibility .31 .19 .41 -.30   .36  .18 

Negative Emotionality -.60 -.47 -.56 .61  -.52 -.01 
Anxiety -.43 -.34 -.37 .50  -.39  .02 
Depression -.67 -.53 -.64 .59  -.54 -.04 
Emotional Volatility -.40 -.31 -.39 .44  -.36  .01 

Open-Mindedness .41 .21 .42 -.27   .34  .22 
Intellectual Curiosity .33 .14 .35 -.20   .22  .21 
Aesthetic Sensitivity .29 .12 .24 -.13   .24  .16 
Creative Imagination .38 .24 .44 -.32   .35  .16 
Predictive power (R2 values)        
BFI-2 domains .50 .25 .50 .39   .37  .06 
BFI-2 facets .54 .29 .57 .41   .39  .06 

Note. OHQ – Oxford Happiness Questionnaire; SWLS – Satisfaction with Life Scale; RSES – 
Rosenberg Self-Esteem Scale; PSS – Perceived Stress Scale; MLQ – Meaning in Life 
Questionnaire. Absolute correlations of .09 or stronger are significant at p < .05. 
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sults clearly suggest that acquiescence should
be accounted for as a method factor when
modeling BFI-2 structure at the item level. As
suggested by Soto and John (2017a), the BFI-
2 is not only an example of effective control for
acquiescence, but also a promising tool for
future research examining the phenomenon
of acquiescent responding itself through in-
dexing or modeling individual differences in
acquiescence across the content-balanced
BFI-2 item set.

Validity of the BFI-2 was further examined
through associations with three types of vari-
ables. First were the demographic variables
of gender and age. Our results revealed pat-
terns of age and gender differences similar to
those obtained in previous Big Five research,
as well as in the original BFI-2 study (Costa,
Terracciano, & McCrae, 2001; Soto & John,
2017a; Soto et al., 2011). Second, correlations
of the Slovak BFI-2 with the NEO-FFI and TIPI
also confirmed that the BFI-2 domains showed
good convergence with both of these alterna-
tive measures. Third, correlations with selected
well-being measures revealed a meaningful
pattern of associations at both the domain and
facet levels, as well as distinctive profiles of
personality correlates for some well-being in-
dicators (e.g., perceived stress, search for
meaning in life). These results support the
construct validity of the Slovak BFI-2, and sug-
gest that it can be recommended as a reliable
measure of Big Five domains and facets in
the Slovak environment and cross-cultural re-
search.

Limitations and Further Research

As mentioned above, the main limitation of our
research is the specific sample characteris-
tics. In this study, we used respondents re-
cruited from a paid online research panel,
which may have affected data quality. Although
early research using paid online samples such
as Amazon Mechanical Turk did not observe a
substantial effect of reasonable compensa-
tion on general data quality (Buhrmester,
Kwang, & Gosling, 2011), more recent re-
search has observed differences in data qual-

ity between paid online panels and student or
volunteer samples (e.g., Denissen et al., in
press). However, further research that admin-
isters the BFI-2 and other psychological mea-
sures to Slovak samples drawn from alterna-
tive sources could help clarify this issue.

Another limitation is that our study did not
include peer-reported data for either the BFI-2
or the validity criteria. Therefore, future re-
search could examine self-peer agreement,
and also test the validity with peer-reported
criteria. A third notable limitation is the rather
narrow range of validity criteria, which focused
specifically on well-being. Big Five personality
traits have been shown to predict a broad
range of cognitive, emotional and behavioral
variables (e.g., Ozer & Benet-Martínez, 2006;
Soto, in press). Our focus on selected well-
being measures allowed us to examine this
criterion domain in greater detail; however,
many other variables remain unexamined.
Further research including other criteria could
provide more information about how the Slo-
vak BFI-2 relates with a broad range of psy-
chological variables, and how useful it can be
for predicting consequential outcomes.

Conclusions

The present paper reports the development of
the Slovak version of the BFI-2, its psychomet-
ric properties, and its capacity to predict se-
lected well-being criteria. Based on descrip-
tive and correlational analysis, alpha coeffi-
cients, and exploratory and confirmatory factor
analysis, we can conclude that in general, the
Slovak BFI-2 shows satisfactory psychometric
properties, as well as a robust hierarchical
factor structure. Moreover, the Slovak BFI-2 dis-
plays associations with gender, age and other
Big Five measures that are generally consis-
tent with previous research and theoretical
assumptions. Finally, we found a meaningful
pattern of validity correlations between the Slo-
vak BFI-2 and well-being measures at both
the domain and facet levels. We therefore rec-
ommend the Slovak BFI-2 for use in both Slo-
vak and international personality research. We
expect it will be a particularly valuable tool for
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researchers who wish to efficiently measure
personality traits at both the Big Five domain
and facet levels. Future research can replicate
the findings using different samples, estimate
additional psychometric properties of the Slo-
vak BFI-2, and establish its predictive validity
in greater detail.
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Introduction

Shame is a painful experience that involves a
negative evaluation of one’s entire self. This
evaluation and self-censorship changes an
individual’s self-perception, and is accompa-
nied by feelings of fright, and a sense of insig-
nificance, powerlessness, and worthless-
ness, as well as public exposure (Lewis,
1971). As a negative self-consciousness emo-
tion, shame has a detrimental effect on an
individual’s psychology and behavior, such as
enhanced aggression.

Shame and Aggression

There have been theories and empirical stud-
ies that focused on the relationship between

shame and aggression (Elison, Garofalo, &
Velotti, 2014). The Compass of Shame pro-
posed by Nathanson focuses on the role of
individual shame in the self (Nathanson,
1992). Attacking others is one of the four typi-
cal ways that individuals deal with shame. In-
dividuals are often unwilling to accept shame
when they experience it, so they externalize
shame by directing anger at others or the ex-
ternal environment, which in some way en-
ables selves to feel the diminished shame.

Sinha’s shame-anger theory proposed that
shame is accompanied by intense hostility and
anger (Sinha, 2017). Similarly, Harper and
Arias proposed that shame may lead to anger
and hostility, and finally to aggression and other
defensive behaviors (Harper & Arias, 2004).
Shame has a protective motive. When shame
activates  protective  motivation  and  the indi-
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vidual  protects  him/herself,  this  leads  to
aggression (de Hooge, Breugelmans,
Wagemans, & Zeelenberg, 2018; de Hooge,
Zeelenberg, & Breugelmans, 2010), and  dem-
onstrates the destruction function of shame.
Experiencing shame early in life can increase
the risk of psychological problems (Heaven,
Ciarrochi, & Leeson, 2009; Tangney, 1992).
Individuals faced with rejection and humilia-
tion continually seek to condemn the scape-
goat who caused them pain. The shame-an-
ger spiral theory explains the interactive, spi-
raling relationship between shame and anger
(Scheff, 2012). This theory proposes that when
an individual perceives his or her own shame,
this induces anger, which further induces stron-
ger shame in a cycle of “shame-anger-
shame”. Some clinical psychological disor-
ders, such as post-traumatic stress disorder
and social phobia, are thought to reflect the
effects of this cycle (Dai, Wang, & Qian, 2012).
Unbearable shame eventually may lead to ex-
treme violence and even war at the societal
level (Scheff, 2014). The spiral theory can be
described in a popular way as follows. As
emotions grow and gather strength with the
passage of time, individuals are ashamed
because they have already experienced
shame; they are angry because they are
ashamed; and they are ashamed because of
their anger. The cycle continues back and forth,
accumulating more and more power over time
until anger, depression, attack or self-inflicted
harm is triggered.

According to the “social pain and threat”
model proposed by Elison and his colleagues
(Elison, Garofalo, & Velotti, 2014), shame is
considered to be social pain. The relationship
between shame and aggressiveness is simi-
lar to the relationship between physiological
pain and aggressiveness. Shame is an adap-
tation to threats, similar to the way bodily pain
is a defense against general physical threats
of injury. The model’s basic path is that threats
to personal reputation, social rank, or relation-
ships generate shame, then physical pain, and
finally anger and aggression. Rage and ag-
gression may be viewed as an evolutionary
adaptive coping mechanism, a psychological

defense, or emotional regulation. Two argu-
ments support the model’s postulated path.
First, social exclusion causes physical pain
(Eisenberger, 2011). An fMRI study by
Eisenberger et al. showed that activity in the
anterior cingulate cortex exhibits similar pat-
terns in response to social rejection and bodily
pain (Eisenberger, Lieberman, & W illiams,
2003). Second, physical pain can produce
anger and attack (Berkowitz, 2012).

Many empirical studies support the relation-
ship between shame and aggressiveness
from different perspectives. Shame is positively
correlated with juvenile delinquency (Gold,
Sullivan, & Lewis, 2011), aggressive behavior
(Stuewig & Tangney, 2007; Stuewig et al.,
2015), and hostility (Elison et al., 2014; Velottin,
Garofalo, Bottazzi, & Caretti, 2016). An eight-
year longitudinal study found that early shame-
prone children in Grade 5 experienced more
destructive behaviors, such as drug abuse,
detention, imprisonment, and suicide in later
life (Tangney, 1992). A short-term longitudinal
study found that shame and hostility were
highly stable during a one-year period, and that
high levels of shame among 9th grade stu-
dents was a good predictor of increased hos-
tility in the 10th grade (Heaven et al., 2009).
Moreover, one study found juvenile offenders,
who were less empathetic, experienced less
shame (Schalkwijk, Stams, Stegge, Dekker, &
Peen, 2016).

The relationship between shame and ag-
gression may be influenced by other factors.
Event awareness moderates the effect of
shame on anger at others, and shame can
even decrease an individual’s anger about the
unfairness of others, when the others are aware
of the individual’s experience of shameful
events (Zhu et al., 2019). An adolescent’s so-
cial status can affect the risk of aggressive
behavior when experiencing shame; for in-
stance, moderate social status has a protec-
tive function on the relationship between
shame and aggression (Åslund, Leppert,
Starrin, & Nilsson, 2009). Blame is another
factor that influences the relationship between
shame and aggression. For example, Stuewig
et al. found that externalization of blame medi-



    60      Studia Psychologica, Vol. 62, No. 1, 2020, 58-73

ated the association between shame and ag-
gression in college students, adolescents,
and adult prisoners (Stuewig, Tangney, Heigel,
Harty, & McCloskey, 2010). Shame can also
affect aggression indirectly through coping
strategies, such as self-blaming, blaming oth-
ers, and escaping (Zhang, Zhang, & Huang,
2013). In addition, the mechanism underlying
the association between shame and aggres-
sion differs by gender (Scheff & Retzinger,
1997), with females having a shame-shame
feedback mechanism and males having a
shame-anger feedback loop.

Shame Regulation

As one of the self-conscious emotions, shame
can be regulated by different strategies, some
of which are as effective as well-established
techniques for regulating the basic emotions.
The shame-resilience theory attempts to ex-
plain how individuals recover from shameful
events by using certain strategies (Van Vliet,
2008). For example, research has shown that
self-compassion and cognitive reappraisal
can significantly reduce shame-proneness,
and that symptoms of social anxiety can also
be significantly reduced by self-compassion
(Cándea & Szentágotai-Tătar, 2018). Other
studies have found that shame among
middle-school students is positively correlated
with self-blaming (Fan & Yu, 2008), and that
self-blaming, blaming-others, and evading
strategies mediate the relationship between
shame and aggression (Zhang et al., 2013).
Gao conducted a series of survey studies of
the shame regulation of college students. The
studies found that negative cognitive assess-
ments of college students mainly entailed
shame (Gao, Zhao, Wang, Dai, & Qian, 2012).
The regulation strategies of shame can be
classified into four sub-categories, including
a repair strategy (e.g., self-change strategy and
re-evaluation strategy), and a defensive strat-
egy (e.g., denial-attack strategy and avoidance-
retreat strategy) (Gao et al., 2012). Compared
to the regulatory strategies of general nega-
tive emotions, the undergraduate students
were more likely to use a catastrophic strategy

in which they focused on the catastrophic con-
sequences, and they were less likely to regu-
late shame by such strategies as acceptance,
“putting things in perspective”, rumination,
positive reappraisal, and positive refocusing
(Gao, Qian, & Wang, 2011).

The re-planning and “putting into perspec-
tive” strategies are relatively effective for regu-
lating shame, whereas the self-blaming and
blaming-others strategies are relatively inef-
fective. The re-planning strategy can help indi-
viduals to engage in constructive and compen-
satory behavior (Gao, 2016). Wang and Sang
found that  re-planning and self-blaming strat-
egies enhanced adolescent’s intensity of
shame, with medium effect sizes of regulation
(Wang & Sang, 2019).

Situations of Shame

Being different from children whose life is
mainly inside of family, teenagers stay longer
hours in schools, and interact with peers and
teachers. Their life situations mainly involve
activities on campus, such as learning activi-
ties or playing. Autonomy becomes an impor-
tant theme of teenagers’ development, includ-
ing behavior, emotion and value autonomy
(Steinberg, 2017). Teenagers begin to have
more opportunities to govern their own behav-
ior, and spend more time outside of direct su-
pervision by their parents. The social domain
theory based domain specificity model pro-
poses that individuals have different types of
social  interactions  and  that  their  varied  in-
teractions  lead  to  the  development  of  dif-
ferent  types,  or  domains,  of  social  knowl-
edge (Smetana, 2002; Smetana, Crean, &
Campione-Barr, 2005). Greater domain speci-
ficity will add precision to the assessment of
the development and contribute to the under-
standing of shame emotion. Social domains
for teenagers mean different situations.
Schools, as social institutions, have a respon-
sibility to nurture and guide teenagers; how-
ever, schools often perpetuate the cycle of
shame (Monroe, 2008). Or, schools could carry
on the intervention of shame (Hunger & Böhlke,
2018). Therefore, teenagers have autonomy
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to deal with different negative life events, in-
volving the inside or outside of school situa-
tions, and to regulate negative emotion, such
as shame. It is necessary to focus on teenag-
ers’ shame in two different social domains,
which are divided into situations inside and
outside of schools.

The Current Study

As shame can affect aggression and individu-
als can regulate shame using various strate-
gies, one issue of importance arises about
how specific types of self-regulation of shame
affect an individual’s aggression.

Incidents involving shame are closely re-
lated to an individual’s situation, and the
major life events of adolescents revolve
around school and learning. Thus, incidents
of shame among adolescents are likely to
occur in the unique context of school, namely,
being called as domain specificity, such as
splash and squelch eating in the school din-
ing hall, examination cheating, poor learning
performance, and other shameful events that
can happen on campus; we call these unique
situations. Other shameful events can occur
that are not related to school, such as litter-
ing in public places, unpleasant body odor,
and family conflicts; we call these general
situations. This study examined the effect of
shameful events on adolescents in these two
types of situations.

There are many types of emotional regula-
tion strategies. Re-planning and self-blaming
are common strategies in the daily life of a
teenager (Wang, 2017), and they can indepen-
dently affect the intensity of an individual’s
shame (Wang & Sang, 2019). Based on Gross’
process model of emotion regulation (Gross,
2015; Gross & Thompson, 2007), emotion
regulation is divided into antecedent-focused
and response-focused regulation (Gross,
1998). Specifically, more attention is paid to
two strategies named cognitive reappraisal
and expressive suppression. Generally, in-
creased use of cognitive reappraisal predicts
increased levels of positive well-being out-
comes (Haga, Kraft, & Corby, 2009). Cognitive

reappraisal can be serviced for different emo-
tion goals, with different tactics (McRae,
Ciesielski, & Gross, 2012). The re-planning
strategy is an antecedent-focused, and it is a
cognitive reappraisal strategy that emphasizes
regulation before an emotional response oc-
curs and ways individuals can regulate emo-
tions by avoiding shameful events. The re-plan-
ning strategy is a repair-type strategy that in-
volves active measures to repair self-injury,
which is a relatively positive cognitive-regula-
tion strategy, similar to the refocusing strategy
of the shame-resilience theory. In the current
research, re-planning is a re-imagination of
the presented hypothetical scenario. These
scenarios were designed to select from a pool
of scenarios and rated by teenagers in the pi-
lot study. So, these scenarios often happen in
teenagers’ life, are not far removed from teen-
agers’ life. They are common life events for
teenagers, and easy to understand by them.
These scenarios are not strange to them. Ad-
ditionally, there is research that has provided
some support for re-planning strategy use to
regulate emotion. Originally, emotional regu-
lation primarily aims to regulate the negative
emotions, using different strategies. In the
Cognitive Emotion Regulation Questionnaire
(CERQ), developed by Garnefski and his col-
leagues, re-planning is one of the cognitive
reappraisal strategies in emotion regulation,
and is theoretically more adaptive (Garnefski
& Kraaij, 2007). Cognitive reappraisal can be
serviced for different emotion goals, using dif-
ferent tactics (McRae et al., 2012). Generally,
increased use of cognitive reappraisal could
predict increased levels of positive well-being
outcomes (Haga et al., 2009). Regarding
shame regulation, Gao (2016) found that the
re-planning strategy is relatively effective for
regulating shame. Wang and Sang (2019)
found that the re-planning strategy could affect
adolescent’s intensity of shame. Therefore, re-
planning is a relevant strategy in hypothetical
situations, and often taken as a strategy in
shame and other negative emotions regula-
tion.

The self-blaming strategy, on the other hand,
is a response-focused emotion regulation, and
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it is repressive coping rather than expressive
suppressing. Expressive suppressing refers
to the process of consciously inhibiting emo-
tional expressions while emotionally aroused
(Gross, 2002; Gross & Levenson, 1993). The
term repressive orientation is synonymous with
the term defensive. Repressive coping is a
strategy of self-protection that involves dis-
missing or ignoring emotions one feels. In situ-
ating negative context, individuals with repres-
sive coping often report little distress, while
simultaneously presenting threat reactivity
through other response channels, ultimately
protecting themselves, or preserving a self-
image. In nature, repressive coping may serve
a protective function (Coifman, Bonanno, Ray,
& Gross, 2007). The self-blaming strategy ad-
dresses the self-attributions about shameful
events to achieve shame regulation. It is a rela-
tively passive regulation strategy that is essen-
tially defensive and corresponds to the attack-
self script in the “compass of shame” model
(Elison, Lennon, & Pulos, 2006). Taking into
account the significance and operation of dif-
ferent strategies, this study used the re-plan-
ning strategy and the self-blaming strategy as
individual self-regulation strategies in Experi-
ment 1.

Not only are individuals directly or explicitly
aware of their own aggressive experiences,
they may have an implicit experience of ag-
gression (Dai, Yang, & Wu, 2005). And, induc-
ing shame could affect an individual’s implicit
moral self (Zhou, 2015). Therefore, this study
conducted two experiments to examine the
effect of shame regulation on subsequent ex-
plicit aggression towards others and the bias
of implicit aggression. The purpose of Experi-
ment 1 was to examine the effect of shame
regulation on explicit aggression using a re-
peated-measures experimental design. Con-
sidering the role of regulation strategies and
the motives of shame, the experimental hy-
pothesis was that there would be a significant
difference in explicit aggression between the
self-regulation conditions and the non-regu-
lation condition; that is, a self-regulation strat-
egy should strengthen the explicit aggressive-
ness towards others. Experiment 2 examined

whether shame regulation using the self-blam-
ing strategy would affect the bias of implicit
aggression.

Study 1

Study 1 was designed to examine the effect of
shame after regulation by different strategies
on explicit aggression. As the intensity of the
induced shame in the study was medium level,
and the immediate self-assessments can
enhance the influence of the current emotional
experience on subsequent behavior, the study
used a repeated-measures experimental de-
sign.

The regulatory strategies used in the experi-
mental procedure were expressed in specific
and clear instructions to ensure the adoles-
cents participating in the experiment under-
stood them (Wang & Sang, 2019): 1) Self-blam-
ing was expressed as, “I blame myself”. For
example, “I should be blamed”; “I should take
responsibility for what happened”; “In this
case, I was wrong”; and “I was the main rea-
son for this fault”; 2) Re-planning was ex-
pressed as, “I managed to do it better”. For
example, “I think about how to do it better”;
“I think how best to deal with these situations”;
“I think how to change this situation”; and
“I want a better plan to do it”. 3) Non-regulation
means the participants did not do anything;
they just looked at the computer screen. The
participants were instructed to imagine or
meditate on the specific method when the
computer prompted the use of a strategy. The
non-regulation condition was used as a
baseline in the repeated-measures design,
which facilitated the comparison of the self-
blaming and re-planning strategies.

Methods

Participants

Ninety-one students in Grade 7 participated
in the experiment. The data of 87 students
were included after data screening. Mean age
= 13.52 years, SD = 0.80, 42 students were
male.
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Materials

Stories were used to induce shame. The ma-
terials were adopted from studies by Wang
(2017) and Wang and Sang (2019). The sto-
ries about shame were created based on in-
terviews and open-ended survey questions.
Six stories were chosen for use in this study
based on shame ratings made by 500 stu-
dents from Grades 7 to 11. These stories in-
cluded unique situations, such as chewing
loudly in the school dining-hall, cheating on
an examination, and poor school performance,
and general situations, such as littering, hav-
ing body odor, and family conflict. Three simi-
lar stories were created to meet the require-
ments of the repeated-measures design.

Thirty-eight postgraduate students (28 fe-
males; Mean age = 20.50 years, SD = 1.41)
were asked to rate the similarity of the three
stories on a 7-point scale. Higher ratings indi-
cated greater similarity. The results showed
that the similarity ratings of the three stories
were above 5 points. The results of one-sample
t-test, using point 4 (the midpoint of the Likert
7-point scale) as the reference value, revealed
the mean was significantly different from 4,
chewing noise, t(37) = 5.99, Cohen’s d = 0.98;
cheating on exam, t(37) = 10.30, Cohen’s
d =1.67; poor performance, t(37) = 7.69,
Cohen’s d = 1.24; littering, t(37) = 11.13,
Cohen’s d = 1.81; body odor, t(37) = 9.56,
Cohen’s d = 1.54; family conflict, t(37) = 9.52,
Cohen’s d =1.53; ps < 0.001. The stories were

also rated for the intensity of the shame or guilt
experienced by the story’s protagonist. Higher
ratings indicated that the strength of emotion
experienced by the protagonist was greater. A
paired-sample t-test showed that the shame
ratings of all the story situations were signifi-
cantly higher than the guilt ratings were (see
Table 1).

The texts of the stories were read by a radio
hostess, and recorded in MP3 format. The
mean duration of the audio files was 40.56
(SD = 5.93) seconds. A postgraduate student
in the art department drew pencil sketches
based on the core content and core elements
of each story’s situation. These sketches were
converted to electronic files in the JPG format,
with 640 × 470 pixels.

Six neutral images were selected from the
International Affective Picture System (IAPS)
for use during relaxation portions of the ex-
periment. The valence of the neutral images
was M = 4.97 (SD = 0.12); the arousal score
was M = 2.52 (SD = 0.42). Eight college
students were asked to rate the degree to
which soft music was soothing on a 7-point
scale. The mean rating of the piece, which was
from “Dancing with the Neon Light”
(www.ximalaya.com) was 1.38, which indi-
cated portions of the music were soothing.

The measure of explicit aggressiveness
was based on Buss’s definition. According to
Buss’s general structure and definition of ag-
gression (Buss & Perry, 1992), aggression
generally includes physical attacks, verbal at-
tacks, anger, and hostility, designed to mea-

Table 1 Ratings of shame and guilt 

Situations 
 Shame Guilty   

Stories M SD M SD t Cohen’s d 
Unique chewing noise 5.37 1.13 3.08 2.31 5.64*** 0.91 
 cheating on exam 5.66 1.12 3.24 2.35 5.34*** 1.01 
 poor performance 5.37 1.32 3.03 2.18 5.15*** 1.33 
General littering 5.50 0.95 3.37 2.40 5.41*** 0.88 
 body odor 5.71 1.29 3.11 2.20 5.81*** 1.12 
 family conflict 5.26 1.01 3.29 2.37 4.75*** 0.77 
*** p < 0.001 
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sure the aggression to others. Physical and
verbal attacks are forms of behavior, anger is
an emotion, and hostility entails cognition (Liu,
Zhou, & Gu, 2009). This experiment used de-
scriptions from the revised Chinese version of
the “Buss-Perry Aggression Questionnaire” for
use with adolescents (Buss & Perry, 1992; Liu
et al., 2009; Zhou, 2007). Six items from the
anger and the hostility sub-scales were se-
lected for use, in accordance with the purpose
of the study: for example, “I can’t control my
temper” (anger); and “I think others always
have good luck” (hostility).

Procedures

The experiment consisted of two consecutive
stages: an inducing-regulation stage and an
explicit-aggression measurement stage. Be-
fore the experiment, all the participants com-
pleted a practice session and indicated they
understood the regulation-strategy manipula-
tion. All the stories were presented in three
blocks during the experiment by the E-prime
software program. The order of the blocks was
randomized, and the order of the story situa-
tions within the blocks was balanced. Each
block used only one kind of regulation strat-
egy. The blocks were separated by an interval
of 120 seconds, during which time the partici-
pants listened to relaxing music. Subsequently,
for 3 minutes the rest of the blocks were pre-
sented.

Each trial consisted of the following five steps
(Deng, Sang, & Ruan, 2013; Gao et al., 2012).

Step 1 – Fixation. The center of the screen dis-
played an up arrow, a down arrow, or a short
horizontal line for 2 s, indicating the partici-
pants should regulate their shame with the
corresponding regulation strategy. Step 2 – In-
ducement. The screen presented a picture,
while the participants, wearing headsets, lis-
tened to the description of the situation corre-
sponding to the picture. The participants were
instructed to imagine themselves as the pro-
tagonists in the situations in the stories and to
experience the shameful emotions fully. After
the audio recording ended, the picture disap-
peared; the average audio duration was about
41 s. Step 3 – Regulation. A symbol was pre-
sented on the screen that represented the
regulation strategy; only one type of regulation
strategy was used in each block. The strate-
gies comprised the re-planning strategy, the
self-blaming strategy, and the non-regulation
strategy. The screen displayed the following
instructions: “” stands for “I managed to do
better”; “” stands for “I blame myself”; and “-”
stands for “non-regulation”. Participants regu-
lated themselves in accordance with the in-
structions given before the experiment. The
duration of the display was 5 s. Step 4 – Rat-
ing explicit aggression. Participants rated
themselves according to the description of ag-
gression on the screen by pressing the num-
bered computer keys on 4-point scale. Step 5
– Relaxation. The screen showed a neutral
affective picture, while the participants listened
to relaxing music through the headset. There
were 18 trials total for every participant.

Figure 1 Procedures for emotional regulation
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Results

The reaction time of the participants was re-
corded while they rated explicit aggression in
Step 4. The reaction time data were retained for
analysis based on the following criteria: the re-
action time was more than 300 ms and less than
20,000 ms, and the data for all the three regula-
tion strategies were complete (i.e., no missing
data in one of the regulation strategies).

A repeated-measures ANOVA was con-
ducted on the ratings of explicit aggression in
the unique situations, with regulation strate-
gies and gender as independent variables. The
ANOVA found a significant main effect of the
regulation strategies, F(2,464) = 3.54, p < 0.05,
η2 = 0.02, indicating that the regulation strate-
gies affected the self-ratings of aggression.
Post-hoc tests showed that aggression rat-
ings after the self-blaming strategy were sig-
nificantly higher than the ratings in the re-plan-
ning strategy and non-regulation conditions
(ps < 0.05). The main effect of gender was not
significant, and the interaction of regulation
strategy with gender was not significant (ps >
0.05; see Table 2).

The repeated-measures ANOVA on the ag-
gression ratings in the general situations
showed no significant main effect of the regu-
lation strategies, F(2,235) = 2.63, p > 0.05. The
main effect of gender was not significant, and
the interaction of regulation strategy and gen-
der was not significant (ps > 0.05).

Discussion

A significant regulation effect of the self-blam-
ing strategy in unique situations was found,

whereas no effect of any regulation strategies
was present in general situations, indicating
an enhanced effect of regulation with self-blam-
ing strategy on explicit aggressiveness in the
specific circumstances.

The experimental results are consistent with
existing research findings. Previous studies on
the relationship between shame and aggres-
sion have found that shameful experiences can
increase adolescent hostility (Heaven et al.,
2009), that shameful experiences are strongly
related to aggressive behavior (Åslund et al.,
2009), and that shame can lead to more aggres-
sive behavior (Schoenleber, Sippel, Jakupcak,
& Tull, 2015). Moreover, self-blaming strategy
has been found to be a partial mediator of the
association between shame and aggression
(Zhang et al., 2013).

Attacking others is one of the typical re-
sponses to shame in Nathanson’s “Compass
of Shame” model (Nathanson, 1992). Attack-
ing others is accompanied by self-loathing and
anger, which involves the relationship between
the individual self and others. Self-blaming
strategy corresponds to aggressive-reaction
script in the “Compass of Shame” model
(Elison et al., 2006). The self-blaming strategy
is similar to self-compassion in the self-direc-
tion strategy, which can reduce shame-prone-
ness (Cándea & Szentágotai-Tătar, 2018).
However, these two strategies stand in differ-
ent perspectives concerning the responsibil-
ity of the self. Self-blaming strategy places
more responsibility on the individual, whereas
self-compassion supports the individual with
understanding and sympathy. Therefore, self-
blaming would produce different outcomes
regarding shame than those produced by self-
compassion.

Table 2 Aggression after regulation in the unique and general situations 
Regulation Unique situations General situations 
Strategies M SD F M SD F 
Non-regulation 2.03 0.95 3.54* 2.13 0.96 2.63 
Re-planning 2.05 1.00  2.24 1.00  
Self-blaming 2.20 1.03  2.27 1.09  
* p < 0.05 
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In the unique context of shame (e.g., exami-
nation cheating or poor performance), in which
adolescents’ experiences are closely related
to school, adopting the self-blaming strategy
to regulate shame corresponds to aggression
in the “Compass of Shame” model. Self-blam-
ing strategy provides clues to the reaction as
part of the aggressive dimension of shame.
The dual roles of self-blaming and typical re-
sponses to shame by “Compass of Shame”
model are superimposed, leading to explicit
aggressiveness by adolescents. The re-plan-
ning strategy focuses on regulation before a
shameful incident occurs, so it is merely a hy-
pothetical operation. Individuals who are al-
ready in a shameful situation, feel helpless
and experience negative feelings, but this is
not enough to trigger aggression.

The experiment also found that the effective-
ness of strategies changed with the type of
situation, and that the regulatory effect in unique
situations involving school or learning was
more pronounced. Generally, the induction of
shame is closely related to the nature of the
events. The unique context in this experiment
refers to the close relationship between the
“personal lives” and the “school lives” of stu-
dents. Adolescents have more autonomy and
can take initiative in unique situations, and they
bear more responsibility for the consequences
of shameful incidents. Therefore, the regula-
tory effect of the self-blaming strategy in a
unique situation is stronger than that in a gen-
eral situation.

Study 2

The results of Experiment 1 showed that the
self-blaming strategy can enhance an indi-
vidual’s explicit aggression after regulating
shame. However, when a person is not aware
of his offensiveness, the person may still be
angry at others and become implicitly aggres-
sive. Thus, the research question arises: As
there exists the effect of regulation with self-
blaming strategy on shame, does this strat-
egy affect an individual’s bias of implicit ag-
gression? Study 2 was designed to answer
that question. Study 2 used a single-factor re-

peated-measures design, which was similar
to Study 1. However, only the self-blaming strat-
egy and non-regulation conditions were exam-
ined, with the latter used as the baseline or
control condition. The dependent variable im-
plicit aggression was measured using the
implicit association test (IAT) paradigm.

Methods

Participants

Ninety-five students in Grade 7 were assigned
to the self-blaming strategy group and the non-
regulation group. The students were different
from the sample in Study 1. The data of 15 stu-
dents were excluded from the analyses because
their correct ratio, which referred to the corrected
reaction in IAT experiment, was < 0.8 or because
of misconduct during the experiment. The re-
maining participants were 80 students, 32
males, Mean age = 14.27 (SD = 0.63).

Materials

The story situation “examination cheating” in
Study 1 was selected as the shame-inducing
situation in Study 2. The emotional regulation
materials were the same as those used in the
self-blaming strategy condition and non-regu-
lation condition in Study 1.

The IAT materials were adopted directly from
the previous implicit aggression studies (Xie,
Bi, & Luo, 2010; Yang, 2012). The self-concept
dimension included 5 words in self dimen-
sion and 5 in the others dimension. The asso-
ciated attribute dimension of aggression in-
cluded 5 aggressive adjectives and 5 non-ag-
gressive adjectives (see Table 3).

Procedures

The experiment consisted of the induction-
regulation phase and the IAT phase. Classi-
cal music was broadcast by earphones be-
fore and after the experiment in order to ease
the relaxation of the participants. The induc-
tion-regulation phase was the same as that in
Study 1.



Studia Psychologica, Vol. 62, No. 1, 2020, 58-73                   67

The IAT phase was conducted with an IAT
program that had 7 steps (Greenwald, Nosek,
& Banaji, 2003), including 5 practice tasks and
2 test tasks (see Table 4). Step 1 was practice
to identify the target concept words as quickly
and correctly as possible, classify the words
belonging to the concept “self” and press the
“D” key to respond, and to classify the words
belonging to the concept “others” and press
the “K” key to respond. Step 2 was practice to
distinguish the attribute concept words as
quickly and correctly as possible, classify the
words belonging to the concept “attack” and
press the “D” key to respond, and to classify
the words belonging to the concept “non-at-
tack” and press the “K” key to respond. Step 3
was practice to jointly identify all the stimulus
words presented in the first two steps, catego-
rize the words belonging to the concepts “self”
and “attack” and press the “D” key to respond,
and to identify the words belonging to the con-
cepts of “others” and “non-attack” and press
the “K” key to respond. Step 4 was the same

as Step 3, but the fourth step was the formal
test phase, and the reaction times and correct
rates were recorded. Step 5 was the opposite
of the target-concept discrimination exercise.
Contrary to Step 1, the participants identified
words belonging to the concept “others” and
press the “D” key to respond, and identified
words belonging to the concept “self” and press
the “K” key to respond. Step 6 was practice on
the incompatibility joint-task identification. The
“others” and “attack” words had to be classi-
fied and the “D” key used to respond, and the
“self” and “non-attack” words had to be classi-
fied and the “K” key used to respond. Step 7
was the same as Step 6. Step 7 formally tested
reaction times and correct rates.

Results

The data underwent a preliminary analysis in
accordance with Greenwald’s rules (2003).
Participants were eliminated if their correct ratio
was below 0.8. The reaction times were re-

Table 4 Steps and procedures in the IAT phase 
Step Description Response Key 

D 
Response Key  

K 
Trials 

1 Target concept words (Practice) Self others 20 
2 Attribute concept words (Practice) Attack non-attack 20 
3 Compatibility joint task (Practice) self+attack others+non-attack 20 
4 Compatibility joint task (Test) self+attack others+non-attack 40 
5 Opposite target word discrimination 

(Practice) 
Others Self 20 

6 Incompatibility joint task (Practice) others+attack self+non-attack 20 
7 Incompatibility joint task (Test) others+attack self+non-attack 40 

 

Table 3 IAT materials 
Type Words 
Self I(Wo), Myself(ZiJi), Me(BenRen), Me(An), We(WoMen) 
Others Him (Ta), They(TaMen), Outers(WaiRen), Others(TaRen), 

Another(BieRen) 
Aggressive Attack(Gongji), Fight(Fankang), War(ZhanZheng), Confront(DuiKang), 

Beat(XieJi) 
Non-aggressive Peace(HePing), Mild(WenHe),Trust(XinRen), Coorperation(HeZuo), 

Friendly(YouShan) 
Note. The words in brackets refer to the pronunciation of Pinyin in Chinese language 
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corded as 300 ms when they were below
300 ms, and recorded as 3000 ms when they
were above 3000 ms. All the reaction times
were included regardless of whether they were
correct or incorrect responses. The reaction
times of the compatibility and incompatibility
tasks were transformed into natural loga-
rithms. The IAT effect index and its logarithm
were calculated as the mean reaction time of
the incompatibility task minus the mean of the
compatibility task.

An independent-sample t-test showed no
significant difference between the IAT effect of
reaction times on the regulation group and the
non-regulation group, t(78) = -0.29, p > 0.05,
and  no significant difference on the IAT effect
of logarithm, t(78) = 0.06, p > 0.05 (see Table
5).

Discussion

The results of Study 2 showed that the implicit
bias toward aggression did not vary after the
regulation of shame. After regulation using the
self-blaming strategy, the IAT effect, represent-
ing the association between self and aggres-
sion, had a similar tendency as between the
regulation and non-regulation conditions, in-
dicating no regulation effect of shame on im-
plicit aggression. The bias of self to aggres-
siveness was not affected by the regulation of
shame.

The association between self and aggres-
sion in the IAT experiment refers to the implicit

bias of self toward aggressiveness. In the pro-
cess of socialization, individuals establish a
psychological structure related to aggressive
behavior, potentially affecting the individual’s
interpretation of environmental cues. The con-
nection between the concept of self and the
concept of aggression becomes a part of the
connected network in the individual mind. Once
the connection is stimulated, the self automati-
cally activates and spreads, so that the indi-
vidual’s aggressive traits and behaviors can
be automatically triggered, manifested as the
individual’s implicit aggression. Generally,
implicit measures are thought to be more ac-
curate, at least in the sense that they are less
susceptible to socially desirable responding,
faking, etc. Therefore, the implicit aggression
is stable. Although implicit aggression could
be influenced under some conditions (Dai et
al., 2005; Xie et al., 2010; Yang, 2012), and
one’s implicit moral self is also affected by
shame (Zhou, 2015), it is necessary to have a
trigger to push the process and implement this
change. The protective motive is one motiva-
tion of shame (de Hooge et al., 2010; de Hooge
et al., 2018), and self-blaming strategy can
possibly be a trigger. However, the effect size
of self-blaming strategy may be small. Based
on the content of the compatible and incom-
patible tasks in this experiment, the impact of
self-blaming strategy is not enough to change
the stable connection between the original
self-concept and the aggressive concept. The
IAT effect was similar between the two groups,

Table 5 Reaction times (ms) and the IAT effect in different conditions 
Conditions Index Tasks M SD IAT effect t 
Non-regulation Reaction times Compatibility 1077.33 227.47 -78.44 -0.29 
  Incompatibility 998.89 277.07   
Regulation Reaction times Compatibility 1125.39 324.25 -96.27  
  Incompatibility 1029.12 304.97   
Non-regulation Logarithm Compatibility 6.9605 0.2121 -0.0938  0.06 
  Incompatibility 6.8667 0.2981   
Regulation Logarithm Compatibility 6.9893 0.2682 -0.0902  
  Incompatibility 6.8991 0.2704   
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indicating that the regulation using the self-
blaming strategy could not change the asso-
ciation between “self” and “attack”.

General Discussion

The findings of the two experiments in the cur-
rent study showed the different effects of shame
regulation on aggression, in which the self-
regulation of shame through the self-blaming
strategy enhanced adolescents’ explicit ag-
gression, but no effects existed involving im-
plicit bias toward aggressiveness. This differ-
ence is related to the individual’s perception
of aggression.

Shame is closely related to aggression and
it can induce aggression (Åslund et al., 2009;
Heaven et al., 2009; Schoenleber et al., 2015).
Anger and aggression are considered to be
coping strategies to deal with shame (Elison
et al., 2014). There exist restore and protective
motivations following shame (de Hooge et al.,
2010; de Hooge et al., 2018), corresponding
to the confirmation or protection of self, respec-
tively, depending on the triggers to motivation.
Regarding self-regulation of shame, repres-
sive coping serves as a protective function
(Coifman et al., 2007), which is an effective
response to a threat. Individuals experiencing
repressive coping might not express it to the
outside world, they maybe commit it to the in-
ternal ego, such as self-blaming. Specifically,
self-blaming functions are a clue or trigger to
activate protective motive of shame, leading to
protective behavior, such as aggression. The
results from Study 1 also confirmed indirectly
some findings about the role of self-blaming.
Self-blaming has a role in the relationship of
shame and aggression (Zhang et al., 2013),
and could affect individual’s shame (Gao,
2016; Wang & Sang, 2019). The self-blaming
strategy is a defensive strategy (Sznycer et al.,
2016) that can exacerbate injury to self-identity
and self-worth of adolescents. Chinese tradi-
tional culture advocates the spirit of “cultivat-
ing self, family-discipline, governing the coun-
try and maintaining the world peace” (In Chi-
nese,                                  ) (Wang & Sang,
2019), which describes the theory, principles

and methods of moral cultivation by a number
of Confucian and Neo-Confucian scholars.
Chinese people pay more attention to self-cul-
tivation and their own responsibilities for their
behaviors, and they often regulate and man-
age their own affect and behavior using self-
blaming strategy. If adolescents superimpose
the extra effect of the self-blaming strategy on
the original relationship between shame and
aggression, they begin to do self-defense and
resistance, and then subjective aggression
becomes a major channel for venting; there-
fore, the immediate effect of shame leads to
the increased explicit aggression among ado-
lescents who have experienced shameful situ-
ations.

However, adolescents do not clearly per-
ceive their own aggressiveness when they pro-
cess some concepts on the IAT test. Individu-
als are accustomed to the cognitive attribution
of shameful events under their own attribution
styles. Based on the cognitive attribution theory
of self-conscious emotions (Lewis, 2008),
when the self-blaming strategy is used to deal
with a shameful event, adolescents attribute
the individual’s feelings of shame to them-
selves. But, the relationship between shame
and implicit aggression is steady and be-
comes one part of personality traits. And, as
far as implicit cognitive and social behavior is
concerned, the protective motive in self-blam-
ing strategy is not enough to affect the implicit
aggression. Therefore, the association be-
tween shame and implicit aggressiveness is
hard to change by self-blaming strategy.

There are some issues to address. The first
involves the measurement of aggression. The
tool developed by Buss and Perry (1992) is
designed mainly to evaluate a trait aggression
rather than state hostility or aggressive behav-
ior. There exists a strong relationship between
trait and state sociality. And the responses to
these items of questionnaire could also re-
flect the attitudes in the moment. It would be
better to measure directly the acute tendency
towards aggressive behavior in future re-
search. IAT is often applied to measure
strength of association between aggressive
tendencies and outwards expression (Richetin

修身，齐家，治国，平天下 
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& Richardson, 2008; Xie et al., 2010; Yang,
2012). One study found priming shame could
negatively affect an individual’s implicit moral
self (Zhou, 2015). According to IAT procedure
(Greenwald et al., 2003), there are practice
tasks taken before test tasks. The time for prac-
tice tasks potentially diminishes the emotional
response during test tasks, even though it is
very short. Therefore, future studies should use
a method more accurate than IAT, in order to
evaluate implicit aggression. The second is-
sue is about individual dispositions in the de-
sign. Some researchers have found that dif-
ferent kinds of narcissism, such as over/co-
vert, grandiose/vulnerable, are related to dif-
ferent behaviors (Derry, Ohan, & Bayliss, 2019;
Fossati, Borroni, Eisenberg, & Maffei, 2010;
Martinez, Zeichner, Reidy, & Miller, 2008). Be-
sides gender, other individual traits, such as
narcissism, could be taken into consideration
in future research.
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