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Abstract. In heterogeneous information network (HIN)-based applications, the
existing methods usually use Heterogeneous Graph Neural Networks (HGNN) to
handle some complex tasks. However, these methods still have some shortcomings:
1) they manually pre-select some meta-paths and thus some important ones are
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missing, while the missing ones still contains the information and features of the
node in the entire graph structure; and 2) they have no high interpretability since
they do not consider the logical sequences in an HIN. In order to deal with them,
we propose ASIAM-HGNN: a heterogeneous graph neural network combined with
the automatic selection and interpretable aggregation of meta-path instances. Our
model can automatically filter important meta paths for each node, while preserv-
ing the logical sequence between nodes, so as to solve the problems existing in other
models. A group of experiments are conducted on real-world datasets, and the re-
sults demonstrate that the models learned by our method have a better performance
in most of task scenarios.

Keywords: Graph neural networks, meta-paths, network representation learning,
heterogeneous graph

1 INTRODUCTION

A Heterogeneous Information Network (HIN) defines a group of entities and their re-
lations, and this heterogeneous representation can describe the real world more pre-
cisely compared to those homogeneous graphs. The emergence of HIN has triggered
new explorations in many application scenarios such as relationship prediction [1, 2],
recommendation [3, 4] and node classification [5].

However, because manual feature selection methods are generally used in these
scenarios, it is hard for them to precisely express the characteristics of nodes. Al-
though, some methods are proposed which can automatically mine node representa-
tion from a graph structure, such as Deepwalk [6], Metapath2vec [7] and ASNE [8],
their ability is still limited when rich neighborhood information is expected to cap-
ture [9]. To solve this problem, some graph neural network methods are presented,
such as: GCN [10], GAT [11] and GraphSAGE [12]. They can make good use of the
feature feedback of adjacent nodes, and the aggregation embedding function is more
powerful. However, they aim at homogenous graphs rather than heterogeneous ones.
Consequently, they cannot distinguish the difference of node and edge attributes so
that they cannot obtain a good performance for heterogeneous graphs [13, 9].

For overcoming this defect, some heterogeneous graph neural networks have been
developed which mainly fall into two categories. The first one employs meta-paths
to split a heterogeneous graph structure, and then to represent the node embeddings
based on the extracted meta-path instances, e.g. HAN [9], HAHE [14], DeepHGNN
[15] and MAGNN [16]. Another one such as HetGNN [13] does not use meta-path,
but they usually apply the random walk algorithm to dig out the node embedding.
However, they still have some problems. In the first category, they artificially pre-
select the types of meta-paths which influence the effect of the trained model, but
this process is not interpretable because of the high subjectivity of manual selection.
Additionally, they are inevitable to ignore the influence of unselected meta-paths of
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each node. In the second category, HetGNN [13] disorders the nodes selected by
the random walk, and inputs them into a neural network. Obviously, it cannot
maintain the logical sequence in the graph structure so that it does not have high
interpretability.

Focusing on these problems, we propose ASIAM-HGNN, a method of Auto-
matic Selection and Interpretable Aggregation of Meta-path instances used in Het-
erogeneous Graph Neural Network. ASIAM-HGNN can adaptively find “strongly
correlated” meta-paths corresponding to nodes, and at the same time preserve the
sequence relationship of the graph structure in the process of aggregating meta-
paths, which solves:

1. The subjectivity caused by the artificial selection of meta-paths in existing mod-
els and Loss of information;

2. Low interpretability due to the loss of the original structure of the graph after
random walk.

Specifically, we wander from each node by the random walk, and then get k “end-
to-end” (the types of nodes at both ends of meta-path instances are the same)
meta-path instances with the highest frequency from each node. In this way, we can
collect the “strongly associated” meta-path instances for each node while preserving
the connectivity and heterogeneity of a HIN. Meanwhile, our method can find out
them automatically instead of manually. Additionally, the structural information
retained in the meta-path is also saved in the embedded information when it passes
through bi-LSTM, which solves the previous problem of weak interpretation. At
last, k embedded path instances are aggregated through the attention layer which
can make our model learn the influence factors of different meta-path instances on
the target node, and help us express the accurate expression of the node in the
graph structure. In the process of training, according to the triples corresponding
to various types of nodes, our loss value calculation is based on all types of nodes,
so the parameters optimized by the loss function will better reflect the real network
situation. Through a group of experiments with real-world data, ASIAM-HGNN
has a good effect in most task scenarios.

Our contributions can be summarized as follows:

• We employ a random walk-based approach to automatically search for “strongly
correlated” meta-path instances. Our method can automatically and inclusively
select all strongly associated meta-path instances around the node. Compared
with artificial meta-path selection, our method is more objective and scientific,
and will not cause information loss caused by artificial selection of meta-paths.

• We convert the node and meta-path instances of HIN into words and sentences
respectively, and finally learn their embedding representations via bi-LSTM.
Through the objective relationship sequence of “meta-path” and the learning
of these sequence by bi-LSTM, we can preserve the original structure of graph
data and the process of information transfer to the greatest extent on the basis
of random walk, so as to solve the problem of interpretability low problem.
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• We apply the attention mechanism to learn the attention coefficients of dif-
ferent nodes for different meta-path instances, and aggregate them together.
In this process, multiple meta-path instances corresponding to the target node
(including different meta path instances under the same meta path and meta
path instances under different meta paths) are aggregated together. We learn
the different effects of different meta-path instances corresponding to each node
through the attention mechanism. Through this method, we try to find a more
accurate representation for each node, and experiments prove that our model
has a great performance.

The rest of the paper is organized as follows. Section 2 reviews the related work.
Section 3 introduces some key definitions we used in this paper. Section 4 shows
our Heterogeneous Graph Neural Network model in details. Section 5 demonstrates
our model’s performance and compares our model with the baselines. Section 6
indicates the result of Ablation Study. Section 7 summarizes our work.

2 RELATED WORK

The related work including 3 parts:

1. Graph Network Embedding,

2. Homogeneous GCNs,

3. Heterogeneous GCNs.

2.1 Graph Network Embedding

Graph network embedding is developed to extract the embedded information of
nodes from the graph structure, so as to use this information for downstream tasks.
For example, there are methods based on random walk and deep learning network,
but these methods are all aimed at homogeneous graph networks [9].

For heterogeneous graph network, many methods have also been proposed by
researchers. ESim [17] is proposed to use the pre-selected meta-path to learn graph
structure. EOE [18], PTE [19] and HEER [20] have processed heterogeneous graph
into several bipartite graphs. Then, LINE [21] is employed to learn the representa-
tion by preserving the first-order or the second-order proximities. SHNE [22] and
Metapath2Vec [7] both employ the improved Skip-Gram model to learn represen-
tation of the node after processing the graph structure. HERec [23] and MCRec
[3] are recommending models for heterogeneous graph. HERec employs the method
of type restriction to seize semantic information in heterogeneous graph structures,
while MCRec adopts convolutional neural network (CNN) to get paths and then
trains them in the form of constructing triples (user, item, meta-path). However,
none of these models consider the influence of all meta-path instances on differ-
ent nodes. Additionally, above-methods require artificially pre-selection of multiple
meta-paths.
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2.2 Homogeneous GCNs

Due to the achievements of CNN in the field of image processing, many researchers
also apply the idea of convolution to graph structure, forming homogeneous graph
convolutional neural network. Homogeneous graph convolution models are roughly
divided into two categories. The first one is in the spectral domain, Bruna et al. [24]
propose a graph convolution method based on graph Laplace transform for the first
time. Chebnet [25] applies k-order Chebyshev Polynomials, and on this basis, Kipf
et al. [10] employ localized first-order approximation to design a graph model called
graph convolutional network, which also achieves good performance. The second one
is the spatial approach, Veličković et al. propose GAT [11], they employ the attention
mechanism to learn the influence coefficients, which is the weights between different
nodes, so as to aggregate nodes. Hamilton et al. propose GraphSAGE [12], which
samples neighbor nodes to aggregate the target. However, these models are aim at
homogeneous network. In the face of complex node and edge relations, they cannot
distinguish them. Therefore, these models have not received good results in dealing
with the information of heterostructures [9].

2.3 Heterogeneous GCNs

In recent years, due to the poor performance of several traditional graph neural
network models on heterogeneous graph, many heterogeneous graph neural network
models have emerged. The methods, such as: HAN [9], HAHE [14], DeepHGNN [15]
and GraphInception [5], decompose heterogeneous graphs into multiple homoge-
neous graphs through different type of meta-paths, then use homograph neural net-
work to conduct convolution aggregation. MAGNN [16] first proposes the internal
aggregation of meta-paths. It proposes an aggregator to aggregate the information
of meta-paths, and then uses attention mechanism to perform node aggregation.
HIN-DRL [26] proposes a method of dynamic acquisition of sequence through meta-
path and timestamp, then use skip-gram to learn the sequence’s representation.
HetGNN [13] first employs random walk with restart to sample “strongly associ-
ated” nodes on the heterogeneous graph, then aggregated nodes of various types,
and finally aggregates different types through the attention mechanism to obtain
the final representation of nodes. RANCH [27] and HIN2Grid [28] both combine the
graph attention network with the convolutional neural network for more accurate
embedding learning. RGCN [29] first performs in-type aggregation, and then aggre-
gates according to the type of the edge. MBRep [30] learns triangle motif embedding
in the graph structure to get the representation of the nodes. [31] proposes a model
to calculate the entropy between different meta-paths. What HetSANN [32] and
HGT [33] do was to directly apply the GAT method to the heterogeneous graph
structure, calculate the attention coefficient between each node, and then perform
aggregation according to the attention coefficient. However, compared with our
model [9, 14, 15, 5, 16, 26, 33, 31] needs to manually select meta-paths, which is
prone to subjectivity, and may miss some meta-paths that also contain important
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information. [13, 28, 27, 32] loses the objective sequence of the graph structure,
which lead to low interpretability. [28, 30, 29, 32] does not take into account the
structure of the meta-path, resulting in the information features contained in the
meta-path being ignored.

3 PRELIMINARIES

We list three key definitions employed in our work for readability, which are from [34].

Definition 1 (HIN). A heterogeneous information network (HIN) is a huge network
with complex node types and relationships. A HIN is denoted as G = (V , E , ϕ, ψ,
A,R) where V is the set of nodes, E represents the feature set, A and R denote the
sets of node and edge types such that |A|+ |R| > 2, ϕ : V → A and ψ : E → R are
object type mapping function and link type mapping function.

Definition 2 (Meta-path). A meta-path P is a path structure defined on the het-

erogeneous network and is represented in the form of P1
L1−→ P2

L2−→ . . .
Ll−→ Pl+1,

which defines a relationship collection L = L1 ◦ L2 ◦ · · · ◦ Ll between types P1 and
Pl+1, and intermediate nodes on the meta-path are connected by these relationships.

Definition 3 (Meta-path instance). Given a graph G and a meta-path setM , each
specific path instance p ∈ M that conforms to meta-path structure is called meta-
path instance.

4 MODEL ASIAM-HGNN

Figure 1. An overview of ASIAM-HGNN (Take academic data sets for example). ASIAM-
HGNN consists of four parts: a) Meta-path instances collection, b) The aggregation of
node features, c) Aggregation of the meta-path instances, d) Attention layer.

In this section, we will introduce four parts of our ASIAM-HGNN: Meta-path
Instances Collection (collecting different meta-path instances for a group of tar-
get nodes and select the most correlated instance set), Node Features Aggregation
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(aggregating different types of node features), Meta-path Instance Embedding (con-
verting meta-path a instance to a vector representation), Attention Layer (learning
the influence factors of different meta-paths on the target node and aggregating
them).

4.1 Meta-Path Instances Collection

In a complicated heterogeneous network structure, each node has a large number
of neighboring nodes and associated edges from which the node’s embedded infor-
mation come. For mining the structural information around each node, we design
a random walk based method that can adaptively find the “strongly associated”
meta-path instances for each node and can dig out the node embedded information
hidden in the graph structure. Meanwhile, we do not need to pre-select multiple
types of meta-paths. The algorithm mainly contains the following two steps:

Step 1: Collecting meta-path instances for each node. When we employ
random walk to reach a node whose type is the same as the target node’s, we
record this meta-path instance and then continue to start a new random walk
from the target node. In order to ensure that the collected meta-path instances
can accurately express the spatial and structural information of the target node,
we will repeat this step many times. For example, for the Academic-II dataset,
we have to repeat this step 100 times for each node, which means that 100
meta-path instances are stored for each node.

Step 2: Selecting instances with higher relevance from the collected meta-
path instances. For the meta-path instances of a node collected by step one,
we will select the k path instances with the highest occurrence frequency as the
“strongly associated” meta-path instances of the node.

This strategy can solve the aforementioned defects, because it has the following
two characteristics:

1. Intermediate nodes will be stored during the wandering process, the information
of this part will not be discarded, this characteristic preserves the order and
structure of the network to the greatest extent, so that the structural information
of the network can be better mined;

2. Each random walk starts from the target node, so that all the information around
the target node in the graph structure can be obtained to the greatest extent.

So random walk method can automatically select the meta-path instances that are
“strongly associated” with around the target node, and the selected meta-path in-
stances of each node are different which also preserves the heterogeneity of the
network structure, this characteristic ensures that the information mined by our
method is more rich and heterogeneous compared to the existing models.

Figure 2 shows the process of selecting meta path instances for target nodes
under academic dataset. From the figure, we can clearly see that through our
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Figure 2. The example of meta-path instances selection for target nodes

selection of meta-path instances, most instances close to the target node are selected,
including different meta-path and different instances under the same meta-path. In
this way, we can find appropriate Metapath instances for each target node according
to the original graph structure. Then we aggregate these meta-path instances in the
same layer, which is helpful for our model to learn the different effects of different
meta-path instances on each node.

4.2 Aggregation of Node Features

Given a meta-path instance p, it may contains different type of nodes, each type
of node has different features and thus their dimensions are also different, which
means that different type of nodes are in different semantic spaces. Therefore, we
need some methods to aggregate their features and unify their dimensions. Here,
we follow the method in the HetGNN [13].

Specifically, we first preprocess features of nodes in the network. For example, we
use CNN to process image features, use ParVec [35] to process text features, change
the feature dimensions to 128 dimensions, store these features in a three-dimensional
matrix F , and then use the bi-LSTM network aggregating these features to obtain
a node feature vector with a length dimension of 128 dimensions. This step can be
understood as mapping the nodes with different lengths and different features to the
same semantic spaces. The formula can be expressed as:

f(v) =

∑
n∈C(n)

[−−−−→
LSTM {f1 (n)} ∥

←−−−−
LSTM {f1 (n)}

]
|C(n)|

, (1)
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where C(n) denotes a set of node types, f1(n) represents the features of node n.
The calculation process of LSTM can be expressed as:

yi = σ (µyf (xi) + wyhi−1 + by) ,

qi = σ (µqf (xi) + wqhi−1 + bq) ,

ei = σ (µef (xi) + wehi−1 + be) , (2)

d̂i = tanh (µdf (xi) + wdhi−1 + bd) ,

di = qi ◦ di−1 + yi ◦ d̂i,

ji = tanh (di) ◦ ei,

where ◦ denotes the Hadamard product, yi, qi and ei are the vectors of forget gate,
b is the parameter that need to learn through the network, and ji denotes the hidden
output of the ith unit Refering to HetGNN, this process can ensure a better effect
on the feature aggregation of nodes.

4.3 Meta-Path Instance Embedding

Before dealing with meta-path instances, we must again emphasize the function of
meta-path instances in this paper, which will help one understand our next work.
We believe that the “end-to-end” meta-path instances in the heterogeneous network
is responsible for most of the information connection and transmission. In the real
world, the end-to-end information transfer method includes most of the informa-
tion in the network, such as the relationship between authors in academic datasets,
the relationship between articles, etc. At the same time, the methods in previous
models can also prove this, for example, the HAN model directly discards the in-
termediate nodes of meta-path, only retains both ends’ nodes, and finally achieves
good performance. However, we find that information transfer in heterogeneous net-
works is bidirectional. For instance, in the Academic dataset, there is a meta-path
instance p(P 1 − V 1 − P 2) such that P 1 affects P 2 through V 1 to a certain extent,
P 2 also affects P 1 in this way. We hope that this bidirectional information can
also be reflected in the aggregation of meta-path instances. To this end, we choose
bi-LSTM. This bidirectional LSTM network can train semantic information in two
directions. Unlike HetGNN that inputs the LSTM after finding the nodes out of
order, we retain the original structure of the heterogeneous network when inputting.
The preservation of this natural structure makes our model more convincing.

The aggregation formula for the meta-path is:

n1, n2, n3 ∈ P,

F = concat(f(n1), f(n2), f(n3)), (3)

embedding =
[−−−−→
LSTM{F (i)}∥

←−−−−
LSTM{F (i)}

]
,
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where n1, n2, n3 are the nodes that makes up the meta path p, F (i) denotes the
instance’s vector which have concated different vector of nodes, and || denotes con-
catenation.

When using bi-LSTM, we understand a meta-path instance as a sentence with
semantic meaning and the nodes as the words in the sentence. Different from the
previous aggregation of node vectors, the previous step is to average the output of
each unit. When aggregating the meta-path, since we want to get the representation
of this path, we take the output of the last unit of the meta-path sequence in the
bi-LSTM network as the embedding representation for that path.

4.4 Attention Layer

After getting the vector representation of each path, we also need to aggregate them
to get the final representation of the target node. At this time, we must consider the
imbalance of the heterogeneous network, which means different meta-path instances
have totally different influence on the target node. We employ an attention layer to
complete this step of aggregation operation. Among them, the feature aggregation
of node Nodev is expressed as:

γv = av,vf1(v) +
∑

x∈Pathv

av,xfx
2 (v), (4)

where av,x denotes the importance between v and x, f1(v) is the embedded represen-
tation of target node which is calculated in the Section 4.2, fx

2 (v) is the embedded
representation of meta-path instance which is aggregated in the Section 4.3.

The calculation process of the attention coefficient a between the node and the
meta-path is:

av,x =
exp

{
LeakyRelu

(
uT [fi∥f1(x)]

)}∑
fj∈Path exp {LeakyRelu (uT [fj∥f1(x)])}

, (5)

where Path represents the path instance set corresponding to the node, and u is
a learnable parameter.

4.5 Loss Function

Since most of the data in many real-world data sets are not labeled, in view of this
situation, we think that the unsupervised training method can better meet the needs
of reality. We collect a certain number of triples by negative sampling [36]. Then,
based on those triples, we can optimize the parameters and weights of the model
according to the following loss function:

L =
∑

(n,nv ,nv′ )∈triples

log σ (Env · En) + log σ
(
−Env′

· En
)
, (6)
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where v denotes the target, nv denotes the positive sample, nv′ denotes the negative
sample, σ represents the sigmoid function, En is the calculated embed of target
node n.

Algorithm 1: Training process of ASIAM-HGNN

Input: pre-trained content features of nodes n ∈ N
trpiples sets T (n, npos, nneg)
meta-path instaces sets M for each nodes
Output: node embeddings

1 while not done do
2 calculate mixed content features of nodes n ∈ N by Equation (1)
3 learn embeddings of each meta-path instances in sets M by Equation (3)
4 Aggregated mutiple meta-path instances through the attention layer to

obtain the embedded representation of nodes by Equation (5)
5 Compute loss by sending learned node embeddings and trpiples sets

T (n, npos, nneg) into Equation (6)
6 update parameters by Adam

7 end

5 EXPERIMENT

We do experiments to evaluate the performance of ASIAM-HGNN on different tasks
(link prediction and node classification).

5.1 Dataset

Academic: We follow the preprocessed method of HetGNN [13] to deal with the
Academic Heterogeneous graph datasets from the Aminer database [37], and the
detailed structure of the data is visible in Table 1.

DBLP: We used the DBLP dataset processed by [9], we use the BOW representa-
tions of keywords as the content features of the author nodes, and the detailed
structure of the data is visible in Table 1.

IMDB: It is an online movie dataset, including three types of nodes: movie, actor
and director, We use the BOW representations of plots as the content features
of the movies, and the detailed structure of the data is visible in Table 1.

5.2 Baseline

We use six representative graph structure models as the baseline.
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Dataset Node Type Edge Type

Academic-I

Paper:16073

Author:111409

Venue150

A–P

P–P

P–V

Academic-II

Paper:28646

Author:21044

Venue:18

A–P

P–P

P–V

DBLP

Paper:14328

Author:4057

Venue:20

A–P

P–V

IMDB

Movie:3627

director:1714

actor:4340

M–D

M–A

These are all Heterogeneous information Network.

Table 1. Dataset

Metapath2vec (mp2vec) [7]: This is a very advanced graph embedding model
which applies the random walk method to graph structures most early.

ASNE [8]: This is an attribute graph embedding model that learns node features
by combining “latent” features and attribute features.

SHNE [22]: This is also an attribute graph model, which learns node embedding
by combining the tightness of the graph and semantic relevance.

GraphSAGE [12]: It is a neural network model that obtains node characteristics
by sampling surrounding nodes and is widely used in application fields.

GAT [11]: It learns the degree of influence between nodes through the attention
mechanism, thereby obtaining node representation.

HetGNN [13]: It samples “strongly associated” nodes through random walks and
obtains node embeddings through node aggregation, which have great perfor-
mance on Heterogeneous structure.

HAN [9]: It divides the heterogeneous graph into multiple homogeneous graphs
through meta-path, and then aggregates through the double-layer attention
mechanism to obtain the final representation of the nodes.

MAGNN [16]: It is a heterogeneous graph neural network model, which supple-
ments the node information in the middle of the meta-path on the basis of HAN.



ASIAM-HGNN 269

For homogeneous graph neural networks such as [11] and [12], we unify the nodes
in the heterogeneous graph as the degree of advancement, and then input the data
as a homogeneous graph.

5.3 Link Prediction

Link prediction is to learn the composition and structure of the existing edges in
the structure, and then use the learned information to judge the possibility of the
existence of unknown edge relationships. This task is widely applied in many fields,
so we will use it as the first task scenario. The evaluation indicators we have chosen
are AUC and F1, which can be expressed by formula:

AUC =

∑
insi∈positive Class rankinsi −

P (1+P )
2

P ×N
, (7)

Precision =
TP

TP + FP
,

Recall =
TP

TP + FN
, (8)

F1score =
2Precision ∗ Recall
Precision + Recall

,

In this task, we employ the same evaluation method as [13]. Specially, the first
step of link prediction is to apply our model to train the embedding representation
of each node, the second step is to employ the original links in the structure to
train the binary classifier and the third step utilizes this binary classifier to evaluate
the equal number of non-link relationships. In this process, we will only evaluate
new links in the training data, the link embedding between the node and node is
obtained by multiplying the embeddings of the nodes at both ends.

In Table 2, the experimental results for this task are shown, with the best
results for each experiment marked in bold. According to these data: our model
is better than all benchmark models in link prediction between nodes which have
same type (Author-Author). Compared with HetGNN (after random wandering,
all types of nodes are out of order), our model also uses the random walk method
to preprocess the graph structure, but on the basis of random walk, we retain the
original graph structure by means of meta path. Random walk gives our structure
strong adaptability (adaptively selecting meta path instances for each node). The
structure of meta path maintains the process of information transmission to a certain
extent, The experimental results also show that our effect is better than HetGNN.

The main reason is that we obtain the representation of nodes through the aggre-
gation of meta-path instances, and both ends of the meta-path instances are nodes
with the same type. This structure can help our model to learn the relationship be-
tween the same types of nodes in the heterogeneous information network. Because
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Dataset Metric M2vec ASNE SHNE GSAGE GAT HetG
ASIAM-
HGNN

A− I2003
AUC 0.636 0.683 0.696 0.694 0.701 0.714 0.735
F1 0.435 0.584 0.597 0.586 0.606 0.620 0.633

A− I2002
AUC 0.626 0.667 0.688 0.681 0.691 0.710 0.733
F1 0.412 0.554 0.590 0.567 0.589 0.615 0.631

A− II2013
AUC 0.596 0.689 0.683 0.695 0.678 0.717 0.732
F1 0.348 0.643 0.639 0.615 0.613 0.669 0.683

A− II2012
AUC 0.586 0.671 0.672 0.676 0.655 0.701 0.724
F1 0.318 0.615 0.612 0.573 0.560 0.642 0.659

A− I2012 denotes that we use the data before 2012 as the train set, namely, the data
after 2012 is the test set.
10% of the test set is divided into the validation set.

Table 2. Experimental results of link prediction

of this characteristic, we believe that our model can have a great performance in
many fields such as:

1. searching for user relationships in social networks;

2. disease relationship prediction;

3. compound relationship prediction.

5.4 Node Classification

Node classification is to classify nodes according to the existing node characteristics
and labels, thereby predicting the category of nodes which don’t have labels. The
indicators used to evaluate the classification effect are: Micro-F1 and Macro-F1,
which can be expressed by formula:

Precisionmicro =

∑n
i=1TPi∑n

i=1TPi +
∑n

i=1 FPi

,

Recallmicro =

∑n
i=1TPi∑n

i=1TPi +
∑n

i=1 FNi

, (9)

F1micro = 2 · Precisionmicro · Recallmicro

Precisionmicro +Recallmicro

, (10)

Precisionmacro =

∑m
x=1 Precisionx

m
,

Recallmacro =

∑m
x=1Recallx

m
, (11)

F1macro = 2 · Precisionmacro · Recallmacro

Precisionmacro +Recallmacro

, (12)
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where i is the category of the node, and Precision and Recall are calculated in the
same way as F1.

In this task, we follow the mathod of GrapgSAGE [12]. The data set itself
does not have labels, and if magazines are designated as labels, there are too many
types of labels. Therefore, we divide journals into four broad categories based on
their characteristics and publications, and our criteria for labeling authors are the
areas in which most of his papers are published. We learn the node representation
through the ASIAM-HGNN model, and then input node representation and label
into the logistic regression model. The dataset is divided into training set and test
set according to different ratios, and 10% of the test set is divided into the validation
set.

Data- Train
Metrics

M2-
ASNE SHNE GSAGE GAT HetG HAN MAGNN

ASIAM-
set (%) VEC HGNN

A-I

10
Mac-F1 0.972 0.965 0.939 0.978 0.962 0.978 0.971 0.975 0.982
Mic-F1 0.973 0.967 0.941 0.978 0.963 0.978 0.972 0.975 0.983

30
Mac-F1 0.975 0.969 0.939 0.979 0.965 0.981 0.972 0.976 0.983
Mic-F1 0.975 0.970 0.941 0.980 0.965 0.982 0.973 0.976 0.982

DBLP

20
Mac-F1 0.815 – 0.825 0.845 0.847 0.908 0.894 0.893 0.913
Mic-F1 0.817 – 0.827 0.846 0.849 0.908 0.891 0.907 0.912

40
Mac-F1 0.827 – 0.831 0.856 0.854 0.917 0.907 0.909 0.919
Mic-F1 0.826 – 0.831 0.862 0.861 0.919 0.902 0.913 0.919

IMDB

20
Mac-F1 0.421 – – 0.523 0.515 0.537 0.521 0.521 0.539
Mic-F1 0.434 – – 0.520 0.517 0.531 0.521 0.531 0.536

40
Mac-F1 0.433 – – 0.526 0.519 0.551 0.534 0.541 0.554
Mic-F1 0.442 – – 0.527 0.520 0.559 0.535 0.549 0.555

Table 3. Experimental results of node classification

The data of the tasks are shown in Table 3. It is clear that Our model has the
best effect on most datasets. The main reason is that Our model collects meta path
instances sufficient to cover most of the structural information of nodes through
random walk method. Meta path instances enhance the ability of our model to
learn the relationship between nodes through end-to-end form. So our model can
achieve better performance in node classification.

Figure 3 shows the visualization of the embedded vector of the node learned from
our model. We reduce the dimension of the high-dimensional vector representation
through the TSNE method. Through the visual picture, we can clearly see that our
model divides the nodes into four obvious categories.

6 ANALYSIS

In this section, the impact of some hyper parameter and intermediate structures will
be shown to demonstrate the stability of the model.
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Figure 3. Embedded vector visualization in Academic-I dataset, each dot represents an
author, and the color of the dot represents the corresponding field of the author

6.1 Ablation Study

In order to prove that the algorithm we selected in the model has a positive effect,
we have done some ablation experiments and designed two different models for
comparison.

1. We use the fully connected neural network MLP to embed the meta-path in-
stances (ASIAM-MLP).

2. We use the fully connected neural network MLP to embed the meta-path in-
stances (ASIAM-RNN).

The results of the ablation Study are shown in Figure 4, which can demonstrate:

1. ASIAM-HGNN uses various feature information of nodes which are very helpful
to the improvement of experimental effects.

2. ASIAM-HGNN uses the bi-LSTM network in the method of learning the em-
bedding representation of the meta-path instances.

In this way, we can not only preserve the objectively existing logical sequences in het-
erogeneous graphs, but also learn bi-directional information in meta-path instances
through bi-LSTM.

6.2 Hyper-Parameters Sensitivity

Hyperparameters play an important role in our model, and they determine the
amount of information we obtain. We design an experiment to analyze the impact



ASIAM-HGNN 273

Figure 4. Performances of different models

of changes in the value of k (the number of meta-path instances we choose for each
node) and dimensions of node embedding.

According to Figure 5, we can figure out that:

• With the change of k value, the experimental results will not change much,
which shows the stability of our model.

• When the k value continues to rise from 3 to 8, the scores of AUC and F1 both
reach the highest value. When k is equal to 6, there is a slight drop, which may
be due to overfitting.

According to Figure 6, we can figure out that:

• When the dimension of the embedded vector increases step by step from 32
to 256, the scores of AUC and F1 indicators continue to improve. When the
dimension reaches 128, the score reaches the highest point.

7 CONCLUSIONS

In our article, we propose a neural network model based on a heterogeneous graph
structure to solve the previously mentioned problems of meta-path instances selec-
tion and low interpretability. We employ a meta-path instance selection method
which based on random walk to automatically and inclusively select meta-path in-
stances for each node, this step can automatically select the most associated meta-
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Figure 5. Performances of different value of k

Figure 6. Performances of different value of embedding dimensions
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path instances for each node because it makes full use of the objectively existing
information in the graph structure. We take bi-LSTM for embedding learning of
meta-path instance, which is able to preserves the logical sequence in the graph
structure and earn higher interpretability. At the same time, our method aggre-
gates different types of meta paths and single meta path instances of the same type
of meta path at the same semantic level, which is conducive to learning the impact of
different meta path instances on different nodes. This meta-path instances selection
strategy refined to each node can more accurately learn the embedded representa-
tion of nodes. Our model has been tested on multiple tasks such as link prediction
and node classification. In the task of link prediction, there is a 1.3% to 2.3%
improvement over the baseline model. In the task of node classification, our model
has a 1% improvement over the baseline model on both the academic dataset and
the DBLP dataset, the improvement is 0.5%–1.8% on the IMDB dataset. These
experimental data confirm that our model has excellent performance in different
application scenarios.
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Abstract. In this paper, a novel approach has been proposed for hiding sensitive
association rules based on the affinity between the frequent items of the transac-
tion. The affinity between the items is defined as Jaccard similarity. This work
proposes five algorithms to ensure the minimum side-effects resulting after apply-
ing sanitization algorithms to hide sensitive knowledge. Transaction affinity has
been introduced which is calculated by adding the affinity of frequent items present
in the transaction with the victim-item (item to be modified). Transactions are se-
lected either by increasing or decreasing value of affinity for data distortion to hide
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association rules. The first two algorithms, MaxaffinityDSR and MinaffinityDSR,
hide the sensitive information by selecting the victim item as the right-hand side of
the sensitive association rule. The next two algorithms, MaxaffinityDSL and Mi-
naffinityDSL, select the victim item from the left-hand side of the rule whereas the
Hybrid approach picks the victim item from either the left-hand side or right-hand
side. The performance of proposed algorithms has been evaluated by comparison
with state-of-art methods (Algo 1.a and Algo 1.b), MinFIA, MaxFIA and Naive al-
gorithms. The experiments were performed using the dataset generated from IBM
synthetic data generator, and implementation has been performed in R language.

Keywords: Association rule hiding, transaction affinity, affinity, AffinityDSR, Af-
finityDSL

Mathematics Subject Classification 2010: 68T05, 68T30

1 INTRODUCTION

1.1 Terminology and Preliminaries

1. Let I = {I1, I2, I3, I4, . . . , In}, a set containing a finite set of literal, known as
items and cardinality of the set represented by |I| is n.

2. Any subset Is ⊆ I is known as an itemset over I. An itemset of size n, repre-
sented as n-itemset. Example: Let I = {a, b, c, d, e} then a, b, c, d and e are
known as items or 1-itemset. ab, bc and cd are examples of 2-itemset. abc, bcd
and cde are examples of 3-itemset and so on.

3. The support of itemset I is equal to the number of transaction having itemset
I in database D. It is represented by Support(I) or Support(I,D).

4. Database D consisting of m transactions is represented by D = {T1, T2, T3, T4,
. . . , Tm} and |D| is equal to the number of transactions present in the dataset.

5. A transaction set Ts over I is pair Ts = (tid, Is) where Is is the itemset and tid
is a unique identifier.

6. T [m,n] is used to identify nth item of mth transaction in the database.

7. The support of the association rule A→ B is calculated by

Support(A→ B) = Support(A,B)÷ |D|. (1)

8. The Confidence of the association rule A→ B is calculated by

Confidence(A→ B) = Support(A,B)÷ Support(A). (2)
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9. An itemset is said to be frequent if its support is greater than user defined mfreq,
minimum frequency threshold and itemsets having frequency lower than mfreq
are treated as non-frequent items.

10. Relation between mfreq and user defined threshold MST is MST (%) = mfreq÷
|D| ∗ 100.

11. An association rule A → B is considered to be significant if support and con-
fidence of the rule is greater than or equal to user defined support and Confi-
dence i.e. MST (Minimum Support Threshold) and MCT (Minimum Confidence
Threshold) i.e. Support(A→ B) ≥ MST and Confidence(A→ B) ≥ MCT.

12. User marked some association rules to be hided from the set of generated asso-
ciation rules, known as sensitive and remaining rules are known as non-sensitive
association rules.

13. A subset of transactions that can be modified/updated to hide sensitive associ-
ation rule is known as candidate transactions or sensitive transactions whereas
modified candidate transactions are known as victim transactions.

14. Victim item is a term used to represent the itemset being modified by the
association rule hiding method.

1.2 Motivating Example

Let us suppose that the officials of BigMDSBazaar company purchase socks from
XYZ socks company. XYZ socks company official gives an offer to BigMDSBazaar
official that they are ready to reduce the price of their socks if BigMDSBazaar would
share their customer data with XYZ socks company. BigMDSBazaar thought that
it is a good deal and customer’s data can be shared, so, both the parties have
accepted the deal. XYZ socks company now started mining the customer’s data
they receive from BigMDSBazaar. They identified that, in 70% cases, whoever
purchases A type of shoes also going to purchase XYZ socks. After learning this
knowledge from the datasets, XYZ socks company made a public offer that the
customer purchasing the socks from their company will be given a 20% cashback on
the purchase of A type of shoes. After this particular advertisement, many customers
who are purchasing A type of shoes earlier from BigMDSBazaar have moved to XYZ
socks company. In this particular scenario, we can see that BigMDSBazaar is losing
its customers. At the same time, XYZ socks company increases the price of socks
purchased by BigMDSBazaar in the next deal since the sales of socks have decreased
at the stores of BigMDSBazaar. BigMDSBazaar is harming its own business by
sharing its customer’s data. Finally, we can conclude that BigMDSBazaar lost
business to the XYZ socks company as a result of exchanging data without sanitizing
it. Several other motivating examples have been discussed in [1, 2, 3, 4].
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1.3 Association Rule Hiding

Association rules are defined as statements of the form {X1, X2, . . . , Xn} → Y which
means that Y may be present in the transaction if X1, X2, . . . , Xn are all in the
transaction. Notice that the use of may imply that the rule is only probable, not
identical. Note also, that there can be a set of items, not just a single item. The
probability of finding Y in a transaction with all X1, X2, . . . , Xn is called confidence.
The threshold (percentage) that a rule holds in all transactions is called support.
The level of confidence that a rule must exceed is called interestingness.

In this research work, we focus on knowledge hiding in the database, i.e., asso-
ciation rule hiding. The association rule hiding problem is an extension of the very
well-known database inference control problem that has been applied to multilevel
and statistical databases. In the database inference control problem, the primary
objective is to hide sensitive information that can be inferred from non-sensitive
data, whereas in association rule hiding it is inferred that it is not only the data
but the hidden information is also a threat to privacy. So, in association rule hid-
ing, before sharing the database various data mining techniques have been applied
to identify the sensitive knowledge and then sanitization algorithms are applied to
modify the dataset before releasing it to hide the sensitive information/knowledge
earlier present in the dataset. The main challenges that are associated with asso-
ciation rule hiding are what strategy should be adopted in modifying the transac-
tions of the database so that sensitive association rule gets hidden whereas non-
sensitive association rule can still be mind as earlier as possible. Another critical
factor that has to be taken into consideration is how much we are modifying the
dataset, i.e., there must be a proper balance between privacy and utility. Associa-
tion rule hiding or hiding large itemsets approaches can be divided into five major
classes.

They are heuristic, border-based, exact, data reconstruction based and crypto-
graphic approaches. The first class, i.e., heuristic approaches algorithms, [4, 2, 5, 6,
7, 8] are efficient, fast, and selectively sanitize the candidate transactions and victim
items from original datasets to hide the sensitive information. Heuristic approaches
are a dominant area of importance and research interest because of their efficiency
and scalability. However, such algorithms suffer from various side-effects because
the decisions taken are local decisions, which do not necessarily provide the global
best solution.

The second class, border-based approaches, hide sensitive association rules by
modifying the borders in the lattice of frequent and non-frequent itemsets by se-
lecting itemsets of the lattice that control the borderline position which separates
frequent and nonfrequent itemsets. Border-based algorithms hide sensitive asso-
ciation rules by tracking the non-sensitive frequent itemsets borders, and greedily
data modifications are applied such that there is a minimum effect on the quality
of the border to accommodate the hiding of the rules. The work related to the
border-based approach is proposed in Main [9], BBA [9], Max-Min [10], positive
and negative border-based algorithms [11], and the AARHIL algorithm [12].
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The third class, exact approaches, treats the hiding problem as a constraint
satisfaction problem solved by integer programming. The constraint satisfaction
problem is an optimization problem that enables the algorithm to identify optimal
solutions by minimum distorting the database and introducing no new side effects.
On the contrary, the time complexity of exact approaches is higher when compared
to heuristic approaches because of the time taken by the integer programming solver
to solve the optimization problem [13].

The fourth class, data reconstruction-based approaches [14, 15, 16, 17], perform
the hiding process in three phases. In the first phase, association rules are mined,
sensitive rules are selected by the data owner and itemset lattice is built. In the
second phase, knowledge sanitization is applied on itemset lattice and the database
is reconstructed from the modified lattice in the third phase.

The fifth class, cryptographic approaches, is used in multi-party computation
where data is dispersed in several locations [18]. The owner may want to share
their data but does not want the confidential information to be disclosed. The
cryptographic approach can be divided into two categories: vertical partitioned
distributed data and horizontal partitioned distributed data. Various approaches in
this class are discussed in [19, 20, 21, 22, 23, 24].

2 AFFINITY-BASED APPROACH

The affinity between the two items i and j is defined by Aggarwal et al. [25] as

A(i, j) = support(i, j)/(support(i) + support(j)− support(i, j)), (3)

where support(.) is the count of the presence of an item in the dataset. This means
that affinity is defined as the Jaccard similarity between items.

We propose five sanitization algorithms based on the affinity between the fre-
quent itemsets by introducing the concept of transaction affinity. Transaction affin-
ity is calculated by adding the affinity of frequent items present in the transaction
with the victim-item (Victim-item is the item selected for modification in the trans-
action.). Transactions having a high value of transaction affinity signify that the
set of items present in the transaction has high similarity with the victim-item. We
have conducted experiments to analyze the proposed methods of picking the trans-
action for modification based on the similarity between victim-item and frequent
items present in the transaction.

The first two algorithms, MAXAffinityDSR and MINAffinityDSR, hide the sen-
sitive association rule by selecting transactions on the basis of the similarity of
the victim-item (Right-hand side of sensitive association rule) with frequent items
present in the transaction. This method hides the rule by decreasing the support
of the right-hand side of the rule (victim-item) thereby reducing the confidence or
support of the sensitive association rule below a minimum threshold. The third and
fourth approach, MAXAffinityDSL and MINAffinityDSL, consider the victim-item
as the left-hand side of the rule whereas the fifth one, the hybrid approach, selects
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the victim-item by using HybridCode function present in Algorithm 3. Initially, the
candidate transaction picked is the one that contains all the items of sensitive asso-
ciation rules, i.e., if B → A is to be hidden, then candidate transactions are the ones
having BA as the subset of items present in the transaction. In earlier approaches,
then candidate transactions are arranged in ascending or descending order either
on the basis of length of the transaction as done in [4] or they completely remove
the frequent itemset from all transactions which results in increasing the number of
side-effects like the border-based approach. The proposed approach uses the concept
of transaction affinity to select transactions to be sanitized.

2.1 Hiding Strategy

A sensitive association rule A→ B can be hidden by following two hiding strategies
as per the taxonomy of association rule hiding algorithms:

1. Support-based or reducing support below user-specified threshold: We know that
support of rule A→ B is defined as the count of transactions having both A and
B divided by a total number of transactions. Support can be reduced by remov-
ing either the left-hand side (A) or right-hand side (B) from the transactions in
which both A and B are present.

2. Confidence-based or reducing confidence below user-specified confidence: Confi-
dence of the rule is defined as support of rule items divided by the support of
left-hand side of the rule. To hide the rule by confidence, any item from the
right-hand side of rule is to be removed from candidate transaction (Candidate
transaction, in this case, are the ones which fully supports the rule) or support of
left-hand side of rule is increased by adding items in candidate transaction (Can-
didate transactions, in this case, are the ones which do not support left-hand
and right-hand side of rule).

Example: Consider a sample database D shown in Table 1.

Transaction Id Items

1 ABC
2 AB
3 A
4 C

Table 1. Database D

Support Based: In the database, support of rule A→ B is 2÷ 4 or 50% as both
A and B are present in two transactions (T1 and T2) out of 4 transactions. Let
the user-specified support threshold is 30%. Here, the candidate transactions
are T1 and T2, as they fully support the rules (i.e., all rule items are present
in T1 and T2). If we remove any item from the rule from either T1 or T2, then
the support of the rule will be 1÷ 4 which is equal to 25% which makes it falls
below a user-specified threshold, and eventually, rules get hided.
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Confidence-Based: In the database, the confidence of rule A → B is 2 ÷ 3 or
66.67% as both A and B are present in two transactions (T1 and T2) out of
4 transactions and A is present in 3 transactions. Let the user-specified confi-
dence threshold is 55%.

To hide the rule by deleting a subset of the right-hand side of the rule, we need
to make 1 modification to hide the rule. Support of AB is reduced to 1 and
confidence will be reduced to 1÷ 3 or 33.33%.

To hide the rule by increasing support of the left-hand side, we need to make
1 modification to hide the rule. Candidate transaction is 4 since transaction
4 does not support rule items. Item A will be added to transaction 4 which
increases support of A to 4. Confidence will be reduced to 2÷ 4 or 50% which
makes it falls below the user-specified confidence threshold and eventually rule
gets hided.

2.2 Preliminary Definitions

Definition 1. The Transaction Id’s in support of sensitive rule Sr and will be the
candidate for MAXAffinityDSR and MINAffinityDSR approach is defined by:

Tid(Sr) = Tid(LSr) ∩ Tid(RSr), (4)

where LSr and RSr are the left-hand and right-hand side of the sensitive association
rule.

Definition 2. The affinity of each transaction, i.e., transaction affinity in MAX-
AffinityDSR and MINAffinityDSR algorithm is calculated by

affinitysum(Tid) =
∑

for all 1−itemset m in Tid
and

m ⊂ F
and

m != LSr
and

for all r in RSr

affinity(m, r), (5)

where F is set of frequent itemsets, Tid is a transaction, LSr and RSr are left-hand
and right-hand side of association rule. It is calculated by summation of the affinity
between every 1-itemset from the right-hand side of a sensitive association rule,
and every frequent 1-itemset present in the transaction ignoring itemsets belongs
to the left-hand side of the transaction. Consider a sample database TD shown in
Table 2.

Consider a transaction T1 with items UWXY Z, sensitive association rule U →
X, frequent items = {U,W,X,Z}. Then, m = {W,Z}, r = {X} and transaction
affinity for T1 is affinity(X,W ) + affinity(X,Z).
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Transaction Id Items

T1 UWXYZ
T2 UWXZ
T3 UWX
T4 WXZ

Table 2. Database TD

Definition 3. All the candidate transactions identified for approaches are ordered
in decreasing order in MAXaffinityDSR and MAXAffinityDSL on the basis of the
affinity value evaluated for transactions (affinitysum (Tid)).

SORT (Tid, affinitysum (Tid) , decreasing = TRUE) . (6)

Definition 4. All the candidate transactions identified for approaches are ordered
in increasing order in MINaffinityDSR and MINAffinityDSL on the basis of
affinitysum (Tid) as described in Equation (5).

SORT (Tid, affinitysum (Tid) , decreasing = FALSE) . (7)

Definition 5. The candidate transaction for AffinityDSL is defined by:

Tid (Sr) = Tid (LSr) ∩ Tid (RSr) , (8)

where LSr and RSr are the left-hand and right-hand side of association rule(Sr).

Definition 6. The transaction affinity in MAXAffinityDSL and MINAffinityDSL
is calculated by

affinitysum (Tid) =
∑

for all 1−itemset m in Tid
and

m ⊂ F
and

m != RSr
and

for all l in LSr

affinity(m, l), (9)

where F is set of frequent itemsets, Tid is a transaction, LSr and RSr are left-hand
and right-hand side of association rule. It is calculated by summation of the affinity
between every 1-itemset from the left-hand side of a sensitive association rule, and
every frequent 1-itemset present in the transaction ignoring itemsets belongs to the
right-hand side of the transaction.

2.3 Algorithm Parameters

In association rule hiding, the decision has to be taken in the following aspects which
significantly affect the performance of the algorithm:
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1. Victim-item: In the proposed work, first, two algorithms, MaxAffinityDSR and
MinAffinityDSR, pick the victim item as a subset of the right-hand side of the
rule whereas the next two algorithms, MaxAffinityDSL and MinAffinityDSL,
pick victim item as a subset of the left-hand side of the rule. AffinityHybrid
algorithm picks the victim item at runtime based on a minimum number of
modifications required to hide the rule. All five sanitization algorithms remove
the item from the database.

2. Picking the candidate transactions: In the proposed algorithms, candidate trans-
actions are the ones that fully support the rule.

3. Selecting transactions for modification from candidate transactions: The pri-
mary decision of the association rule hiding algorithm falls in this step. All
the candidate transactions are not modified. A subset of candidate transac-
tions is altered until the rule’s support or confidence is below the minimum
support threshold and minimum confidence threshold, respectively. In proposed
approaches, an affinity between frequent items is calculated and stored in a two-
dimensional array in which dimensions are items. Then transaction affinity for
each transaction is calculated as per the approach. Now candidate transactions
are sorted by transaction affinity. The transaction affinity value is stored in
a one-dimensional array.

2.4 Procedure

The procedure for MaxAffinityDSR, MinAffinityDSR, MaxAffinityDSL and Mi-
nAffinityDSL is as follows:

1. Generate association rule from the database using the Apriori algorithm.

2. The owner analyzes association rules generated and identifies sensitive associa-
tion rules.

3. Repeat steps 4 to 10 for every sensitive association rule.

4. Calculate affinity between the items using Equation (3).

5. Pick candidate transactions like the ones which support all the items present in
the sensitive association rule defined in Equations (4) and (8).

6. Calculate transaction affinity for all candidate transactions identified in step 5.
The transaction affinity is calculated by adding the affinity of the victim item
with every frequent 1-itemset present in the transaction. It is defined in Equa-
tions (5) and (9).

7. Sort candidate transactions by transaction affinity as defined in Equations (6)
and (7).

8. Calculate the minimum number of modifications required to hide the rule.

9. Select the victim item as the right-hand side of the rule for AffinityDSR and
the left-hand side of the rule for AffinityDSL respectively, which is going to be
deleted from candidate transactions.
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10. Pick one by one transaction from the sorted candidate transaction list prepared
in step 5 and remove the victim item, till the number of modifications required
is achieved.

2.5 MAXAffinityDSR and MINAffinityDSR Algorithm

input : dataset, minsupp, minconf, sensitive association rules
output: Modified database to hide association rules

1 rulesdataset = apriori (dataset, parameter = list(supp = minsupp, conf = minconf,
minlen = 2));

// extract rules from dataset with user defined support and confidence threshold
2 inspect (rulesdataset);

// user decides which rules are sensitive, needs to be hided
3 ruletohide = subset (rulesdataset);

// selects sensitive rule in ruletohide
4 ruletohidec = |ruletohide |;
5 for o← 1 to ruletohidec do
6 aff ← affinity(dataset);

// calculate affinity among the frequent itemset
7 lhs ← selectLhs(ruletohide [o]);
8 rhs ← selectRhs(ruletohide [o]);
9 lhslist = {t | tεtransactions and t fully support LHS of rule};

10 rhslist = {t | tεtransactions and t fully support RHS of rule};
11 transactionDSR ← intersect(lhslist, rhslist);

// prepare candidate transaction list in transactionDSR by intersecting
lhslist and rhslist

12 tosorttransactionDSR ← NULL;
13 for i Input: transactionDSR
14 do
15 k ← o;
16 for j Input: items
17 do
18 if j ̸= lhs and j ̸= rhs and j is frequent and i contains j then
19 k = k + aff[rhs, j];
20 end
21 affinity(i) = k;
22 tosorttransactionDSR = concate(tosorttransactionDSR, concate(i, affinity(i)));

// tosorttrnasactionDSR contain candidate transaction with their
respective affinity sum

23 end
24 end
25 sort(tosorttransactionDSR, sortby(affinity(i),i) Decreasing = FALSE);

// Sorted Candidate Transactions
26 NoOfModificationinDSR

← minimum(ceiling(( length(transactionDSR)− (TotalNumberOfTransaction ∗MST
/100))), ceiling(( length(transactionDSR)− ( length(lhslist) ∗MCT /100))));

27 NoofModificationsDoneinDB ← 0;
28 for i← 1 to NoOfModificationinDSR do
29 NoofModificationsDoneinDB ← NoofModificationsDoneinDB + 1;
30 pick transaction i from tosorttransactionDSR;
31 Dataset [i, rhs]← 0;
32 end
33 end

Algorithm 1. MINAffinityDSR algorithm
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The basis of the first two approaches, MAXAffinityDSR and MINAffinityDSR,
select those transactions as victim transactions from the candidate transactions hav-
ing a maximum and minimum value of transaction affinity respectively. In MAX-
AffinityDSR and MINAffinityDSR, the victim item is on the right-hand side of the
sensitive association rule. Suppose there is a transaction t having items A, B, C,
D, E. Suppose A is to be removed from transactions assuming it is present on the
right-hand side of the sensitive rule B → A. Let D and E be frequent itemsets and
C is non-frequent itemsets. The affinity value of the transaction is identified as the
sum of the affinity of A with D and E. Affinity of B is not considered while calculat-
ing the affinity of the transaction since the item belongs to the sensitive association
rule which needs to be hidden. Affinity calculation with item C is not considered in
the affinity value of the transaction since there does not exist any association rule
having C on either side of the rule, as it is a non-frequent itemset. In this way all
the transactions now have their affinity value then transactions are sorted by their
affinity value in decreasing order in MAXAffinityDSR algorithm and in increasing
order in case of the MINAffinityDSR algorithm. Then, one by one transactions are
picked, and item present on the right-hand side of the rule is deleted from transaction
till the confidence or support of the rule falls below the minimum threshold. The
motivation for doing that is to reduce the side effects associated with the distorted
database. This approach, MINAffinityDSR, is presented in Algorithm 1. In the
MAXAffinityDSR algorithm, the only change is a selection of victim transactions
from candidate transaction set; here candidate transactions are sorted in decreasing
order of their affinity value.

Consider an example shown in Table 3 with user-defined support threshold of
55% and user-defined confidence threshold is 80%, following 14 association rules
gets generated as shown in Table 4.

Transaction Id Items

1 ABCD
2 ABCD
3 ABC
4 ABCD
5 C
6 B
7 ABDEF

Table 3. Database D1

The affinity values of the items are calculated by Equation (3) as shown in
Table 5.

Let B → A be the sensitive association rule that needs to be hided, then can-
didate transactions to be sanitized are identified as 1, 2, 3, 4, 7 since B and A both
are present in this transactions. The affinity of these five transactions is calculated
by adding the affinity of frequent items present in the transaction with the items
of the right-hand side of a rule by Equation (5). So, the calculation of affinity of
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S No LHS→ RHS Support Confidence Lift

1 {C} → {A} 0.5714286 0.8 1.12
2 {A} → {C} 0.5714286 0.8 1.12
3 {C} → {B} 0.5714286 0.8 0.9333333
4 {D} → {A} 0.5714286 1 1.4
5 {A} → {D} 0.5714286 0.8 1.4
6 {D} → {B} 0.5714286 1 1.1666667
7 {A} → {B} 0.7142857 1 1.1666667
8 {B} → {A} 0.7142857 0.8333333 1.1666667
9 {A,C} → {B} 0.5714286 1 1.1666667

10 {B,C} → {A} 0.5714286 1 1.4
11 {A,B} → {C} 0.5714286 0.8 1.12
12 {A,D} → {B} 0.5714286 1 1.1666667
13 {B,D} → {A} 0.5714286 1 1.4
14 {A,B} → {D} 0.5714286 0.8 1.4

Table 4. Association rules for sample databases D1

A B C D E F

A 0 0.8333333 0.6666667 0.8 0.2 0.2
B 0.8333333 0 0.5714286 0.6666667 0.1666667 0.1666667
C 0.6666667 0.5714286 0 0.5 0 0
D 0.8 0.6666667 0.5 0 0.25 0.25
E 0.2 0.1666667 0 0.25 0 1
F 0.2 0.1666667 0 0.25 1 0

Table 5. Affinity matrix

transactions is as follows:

• Affinity(1) = affinity(A,C) + affinity(A,D) = 0.6666667 + 0.80 = 1.4666667,

• Affinity(2) = affinity(A,C) + affinity(A,D) = 0.6666667 + 0.80 = 1.4666667,

• Affinity(3) = affinity(A,C) = 0.6666667,

• Affinity(4) = affinity(A,C) + affinity(A,D) = 0.6666667 + 0.80 = 1.4666667,

• Affinity(7) = affinity(A,D) = 0.80.

Note. E and F are not included in finding affinity of the transaction as they are
non-frequent items and B is not considered since it belongs to sensitive association
rule in the process of being hided.

For hiding the rule B → A, item A, right-hand side of the rule, must be removed
from transaction to reduce the support or confidence below the threshold. For
reducing support below the threshold, number of modification required is 2, and
for reducing confidence below the threshold, number of modification required is
1. Picking the minimum among these two is a sufficient and necessary number of
modification required to successfully hide sensitive association rule.
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Transaction Id Items

1 ABCD
2 ABCD
3 BC
4 ABCD
5 C
6 B
7 ABDEF

Table 6. Released Database D1

Since transaction affinity of Transaction 3 is minimum for MINAffinityDSR, so
it is picked as the first transaction to be sanitized, and A is removed. Released
database is shown in Table 6.

2.6 MAXAffinityDSL and MINAffinityDSL Algorithm

In this approach, sensitive association rules are hided by reducing the support of left-
hand side thereby reducing the support of sensitive association rule. Same process as
applied for hiding right-hand side of the rule in MAXAffintyDSR can be implemented
with LHS in MAXAffinityDSL and MINAffinityDSL, i.e., the affinity of all the
transaction is calculated by summing the affinity of the LHS with every frequent
1-itemset present in the transaction but ignoring the itemsets of the right-hand side
of the rule. The insight for selecting the transaction based on affinity sum lies in the
fact that more petite will be a side-effect of the modification if the similarity between
the victim item and other frequent items is considered while selecting transactions.
This approach is presented in Algorithm 2.

2.7 AffinityHybrid Algorithm

The third approach (Algorithm 3 AffinityHybrid) shown in Figure 1 combines the
above two approaches to have a mixture of reducing the support of a subset of the
left-hand side and right-hand side of the sensitive association rule.

In this method first, it is identified that for hiding sensitive association rule how
many modifications are required to hide the rule on lowering the confidence below
minimum confidence threshold and how many modifications are necessary to cover
up the rule by reducing the support below the minimum support threshold. If the
number of modification required is less for reducing confidence below MCT rather
than reducing support below MST then victim item belongs to the right-hand side
of the rule and removed from the transaction, we call it a hybrid(0) otherwise, items
belongs to either left-hand side or right-hand side are removed as per HybridCode
function. We call it a hybrid(1).

For hybrid(0), the approach is applied in the same way defined for the Affini-
tyDSR approach.
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input : Database, minsupp, minconf, sensitive association rules
output: Modified database to hide association rules

1 rulesdataset = apriori (dataset, parameter = list(supp = minsupp, conf = minconf,
minlen = 2));

// extract rules from dataset with user defined support and confidence threshold
2 inspect (rulesdataset);

// user decides which rules are sensitive, needs to be hided
3 ruletohide = subset (rulesdataset);

// selects sensitive rule in ruletohide
4 ruletohidec = |ruletohide|;
5 for o← 1 to ruletohidec do
6 aff ← affinity(dataset);

// calculate affinity among the frequent itemset
7 lhs ← selectLhs(ruletohide [o]);
8 rhs ← selectRhs(ruletohide [o]);
9 lhslist = {t | tε transactions and t fully support LHS of rule};

10 rhslist = {t | tε transactions and t fully support RHS of rule};
11 transactionDSL ← intersect(lhslist, rhslist);

// prepare candidate transaction list in TransactionDSL by intersecting
lhslist and rhslist

12 tosorttransactionDSL ← NULL;
13 for i Input: transactionDSL
14 do
15 k ← o;
16 for j Input: items
17 do
18 if j ̸= lhs and j ̸= rhs and j is frequent and i contains j then
19 k = k + aff[lhs, j]
20 end
21 affinity(i) = k;
22 tosorttransactionDSL = concate(tosorttransactionDSL, concate(i, affinity(i)))

// TosorttrnasactionDSL contain candidate transaction with their
respective affinity sum

23 end
24 end
25 sort(tosorttransactionDSL, sortby((affinity(i), i)));

// MINAffinityDSL and MAXAffinityDSL sort transactions in increasing and
decreasing order respectively.

26 NoOfModificationinDSL
← ceiling(( length(transactionDSL)− (TotalNumberOfTransaction ∗MST /100)));

27 NoofModificationsDoneinDB ← 0;
28 for i← 1 to NoOfModificationinDSL do
29 NoofModificationsDoneinDB ← NoofModificationsDoneinDB + 1;
30 pick transaction i from tosorttransactionDSL;
31 Dataset [i, lhs]← 0;
32 end
33 end
34 RulesNew = apriori (dataset, parameter = list(supp = minsupp, conf = minconf, minlen = 2));
35 inspect (RulesNew);

Algorithm 2. MAXAffinityDSL and MINAffinityDSL algorithm
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Figure 1. Hybrid Approach

For hybrid(1), the affinity of the transaction is divided into two parts:

1. Affinity of the transaction for left-hand side.

2. Affinity of the transaction for right-hand side.

The affinity of the transaction for the left-hand side is calculated by summing
the affinity of the left-hand side with frequent items presenting in the transaction
ignoring items belongs to the right-hand side of the transaction. The affinity of
transactions for the right-hand side is calculated by summing the affinity of the
right-hand side with frequent items present in the transaction ignoring the items
belongs to the left-hand side. Then affinity of the transaction for the left-hand side
is sorted on the basis of affinity calculated in increasing order. Similarly, affinity
for the right-hand side is sorted on the basis of affinity calculated in the increasing
order.
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input : Database, minsupp, minconf, sensitive association rules
output: Modified database to hide association rules

1 rulesdataset = apriori (Dataset, parameter = list(supp = minsupp, conf = minconf,
minlen = 2));

2 inspect (rulesdataset);
3 ruletohide = subset (rulesdataset);
4 ruletohidec = |ruletohide|;
5 for o← 1 to ruletohidec do
6 aff ← affinity(dataset);
7 lhs ← selectLhs(ruletohide [o]);
8 rhs ← selectRhs(ruletohide [o]);
9 lhslist = {t | tε transactions and t fully support LHS of rule};

10 rhslist = {t | tε transactions and t fully support RHS of rule};
11 TransactionHybrid ← intersect(lhslist, rhslist);

// prepare candidate transaction list in TransactionHybrid by intersecting
lhslist and rhslist

12 TosorttransactionHybrid ← NULL;
13 for i Input: TransactionHybrid
14 do
15 kl← o;
16 kr ← o;
17 for all frequent items j Input: items
18 do
19 if j ̸= lhs and j ̸= rhs and i contains j then
20 kl = kl + aff[lhs, j];
21 kr = kr + aff[rhs, j];
22 end
23 TosorttransactionHybrid = concate(TosorttransactionHybrid, concate(i, kl, kr))

// TosorttransactionHybrid contain candidate transaction with their
respective affinity sum with lhs and affinity sum with rhs

24 end
25 end
26 SortedLHSHybrid ← sort(TosorttransactionHybrid over (i, kl));
27 NewMatrixOrderedLHS ← as(SortedLHSHybrid, ”Matrix”);

// Sorted candidate transaction by affinity sum with LHS
28 SortedRHSHybrid ← sort(TosorttransactionHybrid over (i, kr));
29 NewMatrixOrderedRHS ← as(SortedRHSHybrid, ”Matrix”);

// Sorted candidate transaction by affinity sum with RHS
30 CMRCBMST ← ⌈(|TransactionHybrid| − (|Dataset| ∗MST/100))⌉;
31 CMRCBMCT ← ⌈(|TransactionHybrid| − (|lhslist| ∗MCT/100))⌉;
32 NoOfModificationinHybrid ← minimum(CMRCBMST, CMRCBMCT);
33 if CMRCBMST ≤ CMRCBMCT then
34 NoHybrid(NoOfModificationinHybrid, Dataset, SortedRHSHybrid, rhs)
35 end
36 else
37 Call HybridCode(NoOfModificationinHybrid, Dataset, NewMatrixOrderedLHS,

NewMatrixOrderedRHS, lhs, rhs)
38 end
39 end
40 call CheckPerformance(Dataset, rulesdataset);

Algorithm 3. AffinityHybrid algorithm
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1 kl← 1;
// Index for sorted transaction list having transaction ID and

Transaction affinity with victim-item as LHS

2 kr ← 1;
// Index for sorted transaction list having transaction ID and

Transaction affinity with victim-item as RHS

3 NoofModificationsDoneinDB ← 0;
4 NoofModificationsDoneinLHS ← 0;
5 NoofModificationsDoneinRHS ← 0;
6 while NoofModificationsDoneinDB < NoOfModificationinHybrid do

// Transaction is selected by comparing the two sorted list

prepared

7 if NewMatrixOrderedLHS [kl, 2] < NewMatrixOrderedRHS [kr, 2] then
8 Dataset [(NewMatrixOrderedLHS [kl, 1]),Lhs ]← 0;

// transaction picked from sorted list prepared by having

victim-item as LHS

9 x ← which(NewMatrixOrderedRHS [, 1] == NewMatrixOrderedLHS
[kl, 1]);

10 NewMatrixOrderedRHS ← NewMatrixOrderedRHS [−x, ];
// Transaction removed from sorted list prepared by

having victim-item as RHS, as it is already sanitized

11 NoofModificationsDoneinLHS ← NoofModificationsDoneinLHS + 1;
12 NoofModificationsDoneinDB ← NoofModificationsDoneinDB + 1;
13 kl← kl + 1;

14 end
15 else
16 Dataset [(NewMatrixOrderedRHS [kr, 1]), Rhs ]← 0;

// transaction picked from sorted list prepared by having

victim-item as RHS

17 x ← which(NewMatrixOrderedLHS [, 1] == NewMatrixOrderedRHS
[kr, 1]);

18 NewMatrixOrderedLHS ← NewMatrixOrderedLHS [−x, ];
// Transaction removed from sorted list prepared by

having victim-item as LHS, as it is already sanitized

19 NoofModificationsDoneinRHS ← NoofModificationsDoneinRHS + 1;
20 NoofModificationsDoneinDB ← NoofModificationsDoneinDB + 1;
21 kr ← kr + 1;

22 end

23 end

Algorithm 4. HybridCode algorithm
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1 for i← 1 to NoOfModificationinHybrid do
2 NoofModificationsDoneinDB ← NoofModificationsDoneinDB + 1;
3 Dataset [m in SortedRHSHybrid, Rhs ]← 0;

4 end
5 Return(Dataset);

Algorithm 5. NoHybrid algorithm

1 RulesNew = Apriori (dataset, parameter = list(supp = minsupp,
conf = minconf, minlen = 2));

2 Inspect (RulesNew);
3 GhostRules ← SetDiff(RulesNew, rulesdataset);
4 LostRules ← SetDiff(rulesdataset, RulesNew);
5 GhostRulesCount ← Length(SetDiff(RulesNew, rulesdataset));
6 LostRulesCount ← Length(SetDiff(rulesdataset,

RulesNew))− ruletohidec;

Algorithm 6. Performance After Hybrid algorithm

Let x be the number of modification required for hybrid(1). Then one by one
transaction is selected by comparing the two sorted lists prepared, and transaction
having the least affinity is modified with the condition that if transaction has been
picked from sorted affinity list of the transaction for the left-hand side then the
left-hand side of the rule gets removed from transaction otherwise if the transaction
is picked from sorted affinity of the transaction for the right-hand side, then the
right-hand side of the rule gets removed. Once the transaction picked from the one
list, it cannot be picked again from the second list since if the same transaction is
used for removing the left-hand side and the right-hand side – this does not add any
benefit to the approach.

Let X and Y be present on the left-hand side and the right-hand side of the
rule. For reducing the support below MST either X or Y is sufficient to remove
the transaction to reduce the support of the overall rule. The rationale for a hybrid
approach is that changing only one side of the rule would result in a large reduction in
its support, which will have more unintended consequences that can be managed by
taking into account both the left-hand and right-hand sides of the rule. Additionally,
the side-effect is diminished because the choice of transaction is fully chosen based
on how it would affect another frequently used itemset.

3 COMPUTATIONAL EXPERIMENTS AND RESULTS

Approaches present in the literature for hiding the rule fall into two broad categories
viz

1. hiding a large itemset,
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2. hiding an association rule directly.

It is more complicated to hide rules in comparison to hiding itemsets. This paper
presents five approaches that hide sensitive association rule by directly working on
hiding rules as it gives the database owner more control. Latest work that has
been done on association rule hiding hides large itemsets to preserve the privacy
in the database like the border based approach. Greedy approaches [26] (2013)
hides a sensitive association rule by increasing the number of transactions that will
greatly affect the database size as well as a lot of computation needed to add the
items to the added transaction. So, we evaluate our work against algorithms that
fall under the category of heuristic algorithms. The algorithms used for comparison
are Algo 1.a [4], Algo 1.b [4], MinFIA [2], MaxFIA [2] and Naive [2]. To evaluate
performance, we ran two experiments. In the first setup, experiments were per-
formed with dataset generated by IBM Synthetic data generator where database
size is ranging from 10K to 100K. In the second setup, experiments were performed
with real-world datasets downloaded from UCI repository and fimi.

3.1 Experiment Setup 1

We have performed experiments on a computer with a core-i7 processor, 8GB RAM
running on Windows 10 Operating System. The datasets used in the assessment
trials are generated using IBM synthetic data generator [27]. The database size
employed in the dataset range from 10K to 100K with the average transaction
length, |ATL| = 5, and a total number of items is 50. The minimum support
threshold picked is 4% and the minimum confidence threshold picked is 20%. In
the series of experiments, database size ranging from 10K to 100K is generated ten
times and arbitrary five rules are selected for hiding. All the graphs were plotted
to represent the average of 10 iterations of experiments. The language used for
implementation is R [28]. To evaluate the performance of the algorithms following
side-effects are considered:

1. Rule Hiding Failure (RHF);

2. Rule Falsely Generated or Ghost Rules (GR) (Also known as Artifactual Pat-
terns (AF));

3. Rules Falsely Hidden or Lost Rules (LR);

4. Dissimilarity measure.

The rule hiding failure side-effect counts the number of sensitive association
rules; the algorithm fails to hide. Rule falsely generated (Ghost rules) side-effect
counts the number of rules that were not available with the original dataset, but after
the modifications performed by the algorithm, the rule appears. The rules falsely
hidden (Lost rules) side-effect counts the number of nonsensitive rules hided because
of the data distortion process. Comparisons were made with Algo1.a, Algo1.b,
MinFIA, MaxFIA and naive algorithm against various database sizes ranging from
10K to 100K.
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Hiding failure is 0 in all algorithms except Algo 1.a. So Algo 1.a is not considered
in analyzing other side-effects.
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Figure 2. Performance of Algorithms with respect to Ghost Rules

Figures 2 and 3 account for the ghost rule and lost rule side-effect evaluation
of algorithms, respectively. Table 7 represents data for the ghost rule and lost rule
side-effect in a tabular form, where each average value is accompanied by a value of
the standard error.

It is depicted in Figure 2 that MinAffinityDSR algorithm is free from the ghost
rule side-effect. It never generates ghost rules in all our experiment trials. Max-
AffnityDSR also performs well in the ghost rule side-effect. It suffered from this
side-effect only once.

It is clear from Figure 3 that MinAffinityDSR, MaxAffinityDSL and AffinityHy-
brid algorithm performs best with lost rules side-effects. Less rules lost means more
is the utility of the database.

Dissimilarity measure is based upon the count of the frequency of the items be-
fore the sanitization algorithm and after the sanitization algorithm, i.e., to measure
the frequencies of the items in the original database and the released database. Dis-
similarity measure evaluation is shown in Figure 4. Table 8 represents data for Dis-
similarity measure evaluation in a tabular form, where each average value is accom-
panied by a value of the standard error. It is clear from the graph that AffinityHybrid
outperforms all algorithms used in experiments for comparison. MinAffinityDSR,
MaxAffinityDSR and MaxAffinityDSL also has good results and Naive algorithm
performance was the weakest with respect to dissimilarity measure.
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Figure 3. Performance of Algorithms with respect to Lost Rules
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Algorithm
Database

Ghost Standard Lost Standard

Size
Rules Error Rules Error
(GR) (GR) (LR) (LR)

MinAffinityDSR 10 0 0 10.48 2.82
30 0 0 0 0.2
50 0 0 11.66 3.2
70 0 0 3.97 0.67

100 0 0 7.3 1.56
MaxAffinityDSR 10 0 0 52.41 4.81

30 0 0 27.05 3.22
50 0.57 0.01 30.68 1.56
70 0 0 18.54 3.39

100 0 0 11.51 1.22
MinAffinityDSL 10 0 0 41.38 4.29

30 1.45 0.11 0.48 0.55
50 0.57 0.12 17.61 4.99
70 0 0 3.31 2.23

100 1.44 0.49 12.23 4.81
MaxAffinityDSL 10 0.69 0.66 33.79 1.64

30 1.93 1.21 1.45 2.59
50 3.41 0.23 9.09 3.58
70 0.66 0.47 5.96 2.47

100 2.16 1.09 7.91 3.29
Affinityhybrid 10 0.53 0.04 20.79 1.01

30 0.93 0.37 0.48 1.2
50 1.41 0.01 9.09 0.25
70 0.11 0.01 3.31 1.23

100 0.66 0.78 4.91 0.45
Algo 1.b 10 0.69 0.16 37.93 0.68

30 1.93 0.19 1.45 1.26
50 2.84 1.01 14.77 2.32
70 1.32 1.07 5.96 1.67

100 2.16 1.22 7.91 0.44
MaxFIA 10 0 0 45.52 4.25

30 1.93 1.19 44.44 2.25
50 0.57 0.09 31.82 3.29
70 0 0 10.6 4.17

100 1.44 0 12.23 2.38
MinFIA 10 0 0 44.14 1.82

30 1.93 0.08 17.87 0.17
50 0 0 29.55 3.68
70 0 0 3.31 4.25

100 0.72 0.49 18.71 1.19
Naive 10 0 0 62.07 2.28

30 0.97 0.11 52.66 4.28
50 0 0 48.3 4.66
70 0 0 12.58 2.38

100 2.16 0.19 22.3 2.87

Table 7. Performance of Algorithms – Ghost Rules and Lost Rules (With Standard Error)

3.2 Experiment Setup 2

We have performed performance evaluation experiments on a PC with a core-i7
processor, 8GB RAM running on Windows 10 Operating System and the language
used for implementation is R Language.

We tested the proposed algorithm on three real representative databases. One is
a mushroom [29] (descriptions of hypothetical samples corresponding to 23 species
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Algorithm Database Size Dissimilarity Standard Error

MinAffinityDSR 10 3.70819848975189 1.52
30 0.52254906665387 2.31
50 3.30037822918644 0.65
70 1.17524852996062 0.58
100 2.01695689527802 0.29

MaxAffinityDSR 10 4.15110779188449 2.28
30 0.64602428139546 3.47
50 3.37266527447172 1.69
70 1.17055066774891 2.59
100 1.67285940210462 3.57

MinAffinityDSL 10 4.10339390921915 1.22
30 0.92254906665387 0.52
50 3.96994611329351 0.47
70 1.17524852996062 1.66
100 2.09695689527802 2.59

MaxAffinityDSL 10 4.29839847315575 3.69
30 0.68561351312443 2.48
50 3.63516217123998 3.58
70 1.17524852996062 2.46
100 1.67285940210462 3.46

Affinityhybrid 10 3.68819848975189 2.59
30 0.5882 3.57
50 3.30037822918644 2.58
70 1.17055066774891 2.69
100 1.65 4.24

Algo 1.b 10 4.58675628578541 0.66
30 0.687413023657565 2.25
50 3.64830527038276 3.28
70 1.17524852996062 2.69
100 2.01414387940674 2.47

MaxFIA 10 4.90726910629823 2.56
30 3.52464129756706 3.58
50 5.76507440454459 3.98
70 1.17524852996062 2.58
100 2.43897100267592 3.69

MinFIA 10 4.90726910629823 3.57
30 3.52464129756706 2.49
50 5.76507440454459 3.74
70 1.17524852996062 4.25
100 2.43897100267592 1.12

Naive 10 9.63612978176085 2.28
30 7.02169010029272 3.48
50 11.2986842297414 1.69
70 2.33953538142726 2.49
100 4.86772718401089 1.66

Table 8. Performance of Algorithms – Dissimilarity (With Standard Error)
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Figure 5. Performance on real datasets – Mushroom, BMS-WebView-1, BMS-WebView-2

of gilled mushrooms in the Agaricus and Lepiota Family (pp. 500–525). Each
species is identified as definitely edible, definitely poisonous, or of unknown edi-
bility and not recommended), which was prepared by Roberto Bayardo and is pub-
licly available through the FIMI repository website located at http://fimi.ua.ac.
be/data/ (Frequent Itemset Mining Dataset Repository). The other datasets were
BMS-WebView-1 (downloaded from [30]) from Blue Martini Software Inc. that
were used for the KDD Cup of 2000. This dataset contains 59,601 sequences of
clickstream data from an e-commerce. It contains 497 distinct items. The aver-
age length of sequences is 2.42 items with a standard deviation of 3.22. In this
dataset, there are some long sequences. For example, 318 sequences contain more
than 20 items. Another dataset used is BMS-WebView-2 (downloaded from [30])
which is a second dataset used in the KDD-CUP 2000 competition. It contains
77 512 sequences of click-stream data. It contains 3340 distinct items. The av-
erage length of sequences is 4.62 items with a standard deviation of 6.07 items.
The thresholds of minimum support were appropriately set to ensure an adequate
amount of frequent itemsets. Comparisons were made with state-of-art approaches
(Algo 1.a and Algo 1.b), MinFIA, MaxFIA and Naive, and the results are summa-
rized in Figure 5. The graph represents the average of total side-effects generated
on all three datasets when number of sensitive association rule is varied from 0
to 10. The result obtained is similar to the case when experiments are performed
with datasets generated from IBM Synthetic data generator. AffinityHybrid al-
gorithm gives the best solution. It can also be concluded that while hiding the
rule by reducing the support of right-hand side of rule, transactions must be se-
lected in increasing value of affinity, i.e., MinAffinityDSR is preferred. If the rule
is to be hided by decreasing the support of the left-hand side of the rule, transac-
tions must be selected in decreasing value of affinity, i.e., MaxAffinityDSL is pre-

http://fimi.ua.ac.be/data/
http://fimi.ua.ac.be/data/
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ferred.

4 ANALYSIS AND DISCUSSION

4.1 Accuracy

In association rule hiding techniques, the accuracy of the heuristic algorithms de-
pends on the victim item as well as the victim transaction. In [4] approaches selects
the victim transaction by count of itemsets present in the transaction. Picking
the transaction in this fashion can significantly increase side-effects. Let there are
four transactions all having precisely four itemsets, then as per [4], all four will be
considered equally as the candidate transaction to be modified.

Proposed strategy while selecting a potential transaction, takes into account
the effects of modifying it. This is done by the concept of affinity of transaction
introduced in the paper. Also in [4], approaches either select victim item from the
left-hand side of the rule or right-hand side of the rule.

In proposed hybrid approach, victim item, as well as victim transaction both are
selected on the basis of transaction affinity calculated exclusively for the left-hand
side as well as the right-hand side of the sensitive association rule.

4.2 Effect of MST and MCT

For hiding sensitive association rule, either support of the rule should be below
the minimum support threshold (MST), or confidence should be below minimum
confidence threshold (MCT). The number of modification increases as MST and
MCT selected by the data owner decreases.

It is identified by experimental results that proposed approaches performed bet-
ter not only with the higher value of MST and MCT but also with low range values.
Although the side-effect may get an increase, as the too low value of MST and MCT
is considered by data owner, while the optimal sanitization in association rule hiding
belongs to the class of NP-Complete problems.

4.3 Number of Modifications

1. The number of modifications to be done in MAXAffinityDSR and MINAffini-
tyDSR can be identified by:

NMDSR =

⌈
MIN(|T-id(Sr)| −

|T-id| ∗MST

100
, |T-id(Sr)| −

|T-id(LSr)| ∗MCT

100
)

⌉
.

(10)

T-id(Sr) or (
∑

X∪Y ) and T-id(LSr) contains the set of all transactions containing
X ∪ Y and X respectively. |T-id| is the total number of transactions. To hide X
→ Y, removing items in Y from the transactions will decrease supportX∪Y i.e., it
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will reduce the number of transactions supporting the rule by deleting elements
from transactions present on the right-hand side of the rule. Let NMDSR (θ),
an integer, be number of modified transactions when the rule X → Y is hidden.
This make either support is reduced below MST as defined in Equation 11 or
confidence reduced below MCT as defined in Equation 12 which is sufficient to
hide the sensitive association rule.

|T-id(Sr)| − θ

|T-id|
<

MST

100
, (11)

|T-id(Sr)| − θ

|T-id(LSr)|
<

MCT

100
. (12)

Hence, the number of modifications required is minimum value of θ to satisfy
either Equations (11) or (12).

2. The number of modifications in MAXAffinityDSL and MINAffinityDSL is iden-
tified by:

NMDSL =

⌈
|T-id(Sr)| −

|T-id| ∗MST

100

⌉
. (13)

T-id(Sr) or (
∑

X ∪ Y ) contains the set of all transactions containing X ∪ Y .
To hide X → Y , removing items in X from the transactions will decrease the
supportX∪Y i.e., it will reduce the number of transactions supporting the rule
by deleting elements from transactions present on left-hand side of rule. Let
NMDSL (θ), an integer, be number of modified transactions when rule X → Y
is hidden. This makes support to reduce below MST as defined in Equation (14)
which eventually hide the sensitive association rule.

|T-id(Sr)| − θ

|T-id|
<

MST

100
. (14)

3. The third approach AffinityHybrid combines the above two approaches to have
a mixture of reducing the support of a subset of the left-hand side and right-
hand side of the sensitive association rule. Therefore, number of modification
can be identified by:

NMH =

⌈
MIN

(
|T-id(Sr)| −

|T-id| ∗MST

100
, |T-id(Sr)| −

|T-id(LSr)| ∗MCT

100

)⌉
.

(15)

4.4 Results Summary

• MinAffinityDSR algorithm never generates ghost rules.
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• Algo 1.b perform worst in case of ghost rules side-effects.

• MaxAffinityDSR and MinAffinityDSR generate good results with dissimilarity
measure.

• Ghost rule percentage is low in comparison to lost rule percentage in case of
all algorithms as the maximum percentage of ghost rule side effect is under 3.5.
This shows that lost rule plays a primary concern in evaluating the performance
of the algorithm.

• MaxAffinityDSL and MinAffinityDSL performance were better in comparison to
Algo 1.a, Algo 1.b, MinFIA, MaxFIA and naive algorithm regarding lost rule
side-effect. Also, both perform better with dissimilarity measure.

• AffinityHybrid algorithm outperforms all the algorithms used for comparison
with the lost rule, ghost rule and dissimilarity measure.

5 CONCLUSION

This work proposes five new algorithms based on modifying transactions by con-
sidering the side effect, by calculating affinity sum of victim items with other
frequent items present in the transaction. The experimental result clearly shows
the fruitfulness of the approach. Experiments suggest that proposed approach
not only outperforms Algo 1.a, Algo 1.b, MINFia, MaxFIA and NAive algorithm
regarding dissimilarity measure but at the same time, side-effects have been re-
duced. A drawback of the proposed algorithm is its running time. Algorithm
performs a bit slower in comparison to other algorithms when experiments per-
formed with large databases. The reason for a slow speed is that the affinity cal-
culation time increases with database size. Among the five algorithms presented
in the paper, AffinityHybrid algorithm gives the best solution. It can also be con-
cluded that while hiding the rule by reducing the support of the right-hand side
of the rule, transactions must be selected in the increasing value of affinity, i.e.,
MinAffinityDSR is preferred. If the rule is to be hided by the decreasing the sup-
port of the left-hand side of the rule, transactions must be selected in decreas-
ing value of affinity, i.e., MaxAffinityDSL is preferred. If there is no restriction
on selecting the victim item from the rule, the AffinityHybrid algorithm is pre-
ferred as it is the top performer among the set of algorithms discussed in the pa-
per.
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Abstract. With the rapid increase of Internet of Things (IoT) devices and ap-
plications, the ordinary cloud computing paradigm soon becomes outdated. Fog
computing paradigm extends services provided by a cloud to the edge of network
in order to satisfy requirements of IoT applications such as low latency, locality
awareness, low network traffic, mobility support, and so forth. Task scheduling in
a Cloud-Fog environment plays a great role to assure diverse computational de-
mands are met. However, the quest for an optimal solution for task scheduling
in the such environment is exceedingly hard due to diversity of IoT applications,
heterogeneity of computational resources, and multiple criteria. This study ap-
proaches the task scheduling problem with aims at improving service quality and
load balancing in a merged computing system of Edge-Fog-Cloud. We propose
a Multi-Objective Scheduling Algorithm (MOSA) that takes into account the job
characteristics and utilization of different computational resources. The proposed
solution is evaluated in comparison to other existing policies named LB, WRR, and
MPSO. Numerical results show that the proposed algorithm improves the average
response time while maintaining load balancing in comparison to three existing
policies. Obtained results with the use of real workloads validate the outcomes.
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1 INTRODUCTION

With the rapid increase of Internet of Things (IoT) and its applications, the ordinary
cloud computing paradigm faces a challenge to satisfy applications that require
frequent data access, low latency, real-time interaction, high-speed communication,
and so forth. Edge computing was introduced to support task computation on
source devices of generated data. Generally, computational capacity is limited on
edge nodes. Fog computing appears as an effective complement of Cloud center to
cope with those issues by extending cloud services to the edge network [1, 2, 3, 4,
5].

Task scheduling in such distributed environment plays a great role to assure
that diverse computational demands are met. However, the quest for an efficient
and effective solution in merged computing environments is exceedingly hard due to
diversity of IoT applications, heterogeneity of computational resources, and multiple
criteria [3, 6, 7, 8]. In the literature, task scheduling has been studied with various
desired factors of effective processing [9, 10, 11, 12], load balancing [13, 14] and/or
power efficiency [15, 16, 17].

Energy cost contributes a significant factor to overall operation cost of large-scale
computational systems. The use of dynamic power management (DPM) techniques
has been crucial to achieve energy efficiency as addressed in [15, 16, 18] and references
therein. Switching off technique (that is, switching idle servers off and only turning
them back on when they are needed) has been addressed as an effective method
of power/energy consumption management of Cloud systems [13, 15, 16, 17, 19,
20].The application of switching off technique in a merged, heterogeneous computing
environment of Edge, Fog, Cloud has been studied in [13]. Authors proposed the use
of load thresholds of computing resources in a subsystem to determine the number
of active servers in the subsystem.

Due to the diversity of applications and the resource heterogeneity, we argue
that characteristics of both user jobs and resources play a role in the system cost
and performance. Therefore, scheduling policy should take into account job char-
acteristics and resource capacity in order to improve the performance. In addition,
we follow the resource utilization based approach given in [13] for load balance and
energy efficiency. The contributions of this work are highlighted in what follows.

• This study argues that job service demand and resource processing capacity play
a role for efficient computation;

• Load threshold based policy helps to avoid load stress at power-sensitive ma-
chines;

• Numerical results (both theoretical and traced workloads) address that our pro-
posed algorithm improves both performance and load balance of a Cloud-Fog
computing system, in comparison with three other existing algorithms named
Weighted Round Robin, Load-Balance, and Modified Particle Swarm Optimiza-
tion (MPSO) based heuristic.



A Scheduling Algorithm for IoT Applications 313

• The energy cost of Cloud center is reduced with Load-Balance and our proposed
algorithm at low load, while our proposal yields lower energy cost of Raspberry
Pi cluster than Load-Balance does.

The paper is organized as follows. Section 2 gives a review on the literature works.
Section 3 describes the system model and the proposed scheduling solution. Section 4
presents obtained numerical results and discussions. Finally, Section 5 concludes the
paper.

2 RELATED WORK

This section is a brief review on the related works of task scheduling in Cloud-Fog
computing environments. In [9], authors proposed a batch-mode task scheduling
algorithm based on the relationship between a fog node set and a task set. Com-
pared with existing batch-mode scheduling algorithms (MCT, MET, MIN-MIN), the
proposal yields a shorter total completion time of tasks. Rafique et al. [15] focused
on balancing task execution time and energy consumption at Fog layer computing
resources; the proposed NBIHA algorithm resulted in resource utilization, average
response time, and energy consumption but an increase in task execution time.
A time-cost based scheduling algorithm was introduced in [11], wherein authors ap-
plied a set of modifications of Genetic Algorithm in their proposal. They showed
that the time-cost based algorithm achieves a better trade-off between time and cost
execution.

Xiang et al. [21] proposed a solution for mode selection and resource allocation
with the aim to maximize the energy efficiency of the fog-RAN system. The proposed
algorithm that is based on particle swarm optimization leads to energy savings –
delay trade-off. Oueis et al. [22] introduced three variants of the algorithm that
clusters small cells into computational clusters to process the users’ requests, they
and indicated that the power-centric solution results in a low energy consumption
per user. In [23], a workload allocation policy was proposed to solve the trade-off
problem between job execution delay and energy consumption.

Agarwal et al. [24] proposed an algorithm that allows efficiently distributing
the workload over the fog and the cloud domains according to the available re-
sources. Simulation results showed that the proposed algorithm is more efficient
when compared to other existing strategies. Huedo et al. [25] focused on process-
ing latency-critical application in Edge Cloud computing and proposed a platform
model of Edge computing. Workload redistribution in the fog stratum was stud-
ied in [14]. The proposed framework focused on balancing between communication
load and computation latency, taking into account the task redundancy and mobil-
ity.

In [26], authors considered a hierarchical architecture of cloud and fog and pro-
posed a task scheduling policy, wherein real-time tasks are to be processed in the
fog layer, while computational-intensive tasks are to be executed by cloud servers.
Their study covered both time and fog energy consumption. However, the results
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showed only the fitness value of the proposed algorithm, which does not represent
comprehensively the system performance.

In scalable computing systems, load balancing refers to efficient use of com-
putational resources for task execution. D. Tychalas et al. [13] proposed a load
balancing solution wherein all available computing resources have been utilized.
Authors showed that their proposed scheduling algorithm can improve the resource
utilization and reduce energy costs at the cloud center in low load in comparison
to a weighted round robin policy. Recently, artificial intelligence (AI) has attracted
a great attention in the research of the task scheduling and resource management
problem as shown in [27, 28, 29].

In this study, we partly take the load based scheduling approach in [13] to
achieve load balance. Moreover, we also investigate the impact of job characteristics
in terms of job service demand and task size model on the system performance.

3 SYSTEM MODELING AND PROPOSAL

3.1 Cloud Fog Computing Overview

Stand-alone cloud centers have become outdated for extremely heterogeneous IoT
applications, of which a portion requires high-speed communication and quick re-
sponse time. Edge computing paradigm represents the use of IoT devices for data
storage and computation to avoid data transfer and retrieve near real-time process-
ing. Normally edge devices have limited storage and computation capacity. Fog
computing was born to enhance cloud services nearby IoT devices. Fog computing
is not a replacement but a complement of cloud by extending cloud services to the
edge of the network. To give a comprehensive look on the hierarchical, distributed
environment of Cloud-Fog, we can consider a multi-tiered Cloud-Fog architecture
(shown in Figure 1), including the following layers:

Edge layer: In the edge, end-user smart devices connect to the (IoT) gateways
which provide various services of computation, local storage, data routing, se-
curity, and so forth.

Fog layer: Lying in the middle of the architecture, Fog layer represents a bridge
between user devices in edge networks and cloud center. In fog layer, data and
resource management are decided by the fog broker. Due to the increase of
IoT applications and data, a solution of locating a small-scale version of cloud
data centers geographically nearby users (so-called Cloudlet) becomes feasible
to improve job response.

Cloud layer: The cloud represents the most available storage and computing ca-
pacity to provide big data storage, real-time and batch processing for generated
data from IoT devices.
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Figure 1. The Cloud-Fog architecture model

3.2 System Modeling

In the big picture of an IoT-enable Cloud computing environment, any device com-
posed of processing capacity and storage in the network can be referred as a fog
node. Therefore, there is a wide range of fog node types from end-user smart de-
vices, low-performance gateways, powerful cloudlet servers, to virtual or physical
machines at cloud center.

The considered computing system makes use of all available computational re-
sources from four subsystems:

1. end-user smart devices,

2. low-performance network gateways using Raspberry Pi devices,

3. powerful cloudlet servers, and

4. VM pool at cloud center (as shown in Figure 2).

Let M(i) (i = 1, 2, 3, 4) be the number of nodes in subsystem i. We assume that
nodes of subsystem i (i = 1, 2, 3, 4) are homogeneous and have a service rate µi.
Load Dispatcher is responsible to distribute incoming workloads to computational
resources.
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Figure 2. The considered Cloud-Fog computing system model

We consider Bag-of-Tasks (BoT) application model as the input workload.
A BoT job consists of a set of independent tasks (i.e., tasks do not require commu-
nication with each other during their execution and can be executed in an arbitrary
order) [30, 31]. This application model represents a such wide range of practices as
data mining, heavily searches, computer imaging sweeping parameters, bioinformat-
ics, and fractal calculations which occur in cloud computing environments. Thanks
to their simplicity, BoT applications are appropriate to run over widely distributed,
large-scale computing systems. As a result, efficient scheduling for the BoT appli-
cations has received a great attention of researchers [31, 13, 32, 33, 34]. We assume
that incoming jobs have the following characteristics:

• a job task can be executed on any fog node;

• a job task is non-preemptible (i.e., task is uninterruptible while being processed);

• jobs are compute-intensive and have service time demand known by the sched-
uler;

• jobs are independent of each other.
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3.3 Scheduling Problem and the Proposal of MOSA

Task scheduling problem in a single-machine system or homogeneous computing
cluster simply refers to dispatching tasks in an appropriate order of execution. On
the other hand, scheduling problem in a heterogeneous system composed of various
computing machine types pays more attention to resource allocation for jobs/tasks.
Task allocation refers to the selection of a computing machine to which a task
is routed. Allocating an appropriate resource has a major impact on both user’s
satisfaction of services and operation cost paid by a service provider.

This study focuses on the resource allocation policy. If not stated otherwise,
we assume that jobs arriving the system are to be served with First Come – First
Served (FCFS) policy. Each task of a job is routed to node based on a resource
allocation policy applied by the scheduler. A job task in the system will be served
immediately if there is an available computing node. If all nodes are busy, a task
will be routed to a node with the shortest queue and wait in the selected node’s
queue.

In [13], authors proposed a Load-Balance allocation policy that uses subsystem
loads as thresholds for deciding resource selection. Their goal was to reduce the
operation cost of cloud and Raspberry Pi cluster by keeping a low number of active
servers in those subsystems so that idle servers can be switched off. Their proposal
was compared with the best-effort Round-Robin policy. It is worth to note that
switching off technique is inefficient to be applied when Round-Robin policy is used.
The reason is Round-Robin selects computing servers with roughly equal probability,
which causes the idle period of a server not significantly long enough to power it off.

In this study, we take the same approach of Load-Balance given in [13] to bal-
ance loads of all subsystems (cloud center, cloudlet, poor-resource devices, and edge
devices). To enhance switching off technique for a system, the resource allocation
policy attempts to reduce the number of servers needed for task processing (i.e.,
the more free servers are available and can be switched off, the lower the energy
consumption of the system). Since switching on a sleeping server takes time, it may
add more cost of execution delay and energy consumption (if the sleep period is
shorter than switching on delay). To avoid the added cost, we only switch off free
servers when the subsystem load meets the minimum threshold (θ3) and switch on
a server if the load reaches the maximum threshold (θ4).

In addition, Cloud-Fog computing is a highly heterogeneous environment. Hen-
ce, user jobs’ characteristics and resource heterogeneity should be taken into account
to decide an appropriate task-resource mapping.

We propose a Multi-Objective scheduling algorithm (MOSA) taking into account
job service time demands, resource processing capacity, and the loads of subsystems
to improve quality of service as well as system operation cost with the following
rules:

• End-user devices and poor-resource Raspberry Pis are preferred if their loads
are less than the lower load threshold θ1;
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• Utilization of Cloudlet subsystem should be kept under the upper load threshold
θ2;

• Tasks with acute service time demand (that is, less than the service demand
threshold β(t)) should be executed in resources closer to them (end-devices or
Cloudlet);

• Cloud center is chosen if the above rules are not satisfied.

Let a job be identified by (j, Taj, sdj), where j is job identification, Taj is the
number of tasks, and sdj is the service time demand of job j. To estimate the
service demand of job, we use a threshold called statistical mean service demand in
what follows. Let N(t) and β(t) denote the number of historical incoming jobs and
the average service time demand of those at the considered time t. The statistical
mean service demand is calculated as:

β(t) =
1

N(t)

N(t)∑
j=1

sdj. (1)

Algorithm 1 presents pseudo-code of the proposed resource allocation solution.
Algorithm 2 describes the switching off policy for cloud and RaspberryPi subsystems.

4 RESULTS

4.1 Experimental Design

The evaluation is conducted using a simulation software written in C. We make
a long-term run for each simulation that stops after five million completions. We also
apply the statistical module [35] developed by Politecnico di Torino to collect and
evaluate statistics during simulation. The results are obtained with the confidence
level of 95% and the accuracy (i.e., the ratio of the half-width of the confidence
interval to the mean of collected observations) of 0.05.

The proposed MOSA is evaluated in comparson to other existing scheduling
policies, Load-Balance (LB) and Weighted Round Robin (WRR) given in [13] and
MPSO heuristic [36]. The system constructed for simulation runs is composed of 64
end-user devices, 64 powerful Cloudlet servers, 32 Raspberry Pis, and 128 virtual
machines (VMs) located at cloud center.

We assume that the inter-arrive time and the execution time of jobs are expo-
nentially distributed with means of 1/λ and 1/µ, respectively. An end-user device,
a Raspberry Pi, a Cloudlet node, and a VM are assumed to have ability of execut-
ing tasks at service rate µ1 = 2.0 (tasks/s), µ2 = 0.5 (tasks/s), µ3 = 1.0 (tasks/s),
µ4 = 1.0 (tasks/s), respectively.

We consider that the number of tasks of BoT jobs follows a uniform distribution
in range of [1, 8]. Being frequently observed in practice, Power-of-two and Square
job models [37] are also used as input workloads for evaluation. Workload models
and their parameters are given in Table 1.
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Algorithm 1 Pseudo-code of resource allocation in MOSA

for each new arriving job j do
CALCULATE Load[End-Devices], Load[Cloudlet], Load[RasberryPi],
Load[Cloud]

if Load[End-Devices] ≤ θ1 OR
(sdj ≤ β(t) AND Load[End-Devices] ≤ θ2) then
chosen subsystem ← End-Devices

else if Load[Cloudlet] ≤ θ2 then
chosen subsystem ← Cloudlet

else if Load[RaspberryPi] ≤ θ1 OR
(sdj ≤ β(t) AND Load[RaspberryPi] ≤ θ2) then
chosen subsystem ← RaspberryPi

else
chosen subsystem ← Cloud

end if
GOTO ALLOCATION

end for
ALLOCATION: {Shortest queue based task scheduling}
for each task in task set Taj of job j do
if found free server in chosen subsystem then
ROUTE task to free server
GOTO ALGORITHM 2

else
Calculate server.queue in chosen subsystem
ROUTE task to the server with the shortest queue

end if
end for

Algorithm 2 Pseudo-code of switching-off policy

if chosen subsystem is Cloud or RaspberryPi then
s← chosen subsystem
CALCULATE Load[s]
if Load[s] ≤ θ3 AND number active servers [s] > 1 then
Switch off a free server in the subsystem
Decrement number active servers [s]

else if Load[s] ≥ θ4 AND number active servers [s] is less than total number of
servers in the system s then

Switch on a sleep server in the subsystem s
Increment number active servers [s]

end if
end if
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Workload
Description Task Size

Average
Model Task Size

Uniform Task size (i.e., the number of tasks)
is an integer that follows the uni-
form distribution within the range
of [1, 8]

[1, 2, . . . , 8] 4.5

Power-of-two Task size is an integer that is calcu-
lated by 2k, k = 1, 2, 3

[2, 4, 8] ≈ 4.67

Square Task size is an integer that is calcu-
lated by k2, k = 1, 2, 3

[1, 3, 9] ≈ 4.67

Table 1. Workload models and their parameters

The average service rate of the entire system is calculated as:

µ =

(
4∑

i=1

M(i)× µi

)
/Tavg. (2)

Therefore the considered system has the average service rate of (64 × 2.0 +
64 × 1.0 + 32 × 0.5 + 128 × 01.0)/4.5 = 336/4.5 ≈ 74.67(jobs/s). We run the
simulations with various arrival rates of 16.8 (jobs/s), 22.68 (jobs/s), 28.56 (jobs/s),
34.44 (jobs/s), and 40.32 (jobs/s).

We choose the load thresholds that θ1 = 0.3, θ2 = 0.7 for allocation decision and
θ3 = 0.5, θ4 = 0.7 for switching off policy.

System performance metrics are as follows.

• Average response time of job (RT ): The response time of a job is defined as the
time period between job arrival and its departure. Let N be the total number
of completed jobs during simulation time and rtj be the response time of job j.
The average response time is calculated as:

RT =
1

N

N∑
j=1

rtj. (3)

• Average waiting time of task (WT ): Let wtt be the wait time in queue of task t
before its execution and TN be the total number of tasks of N completed jobs.

WT =
1

TN

TN∑
t=1

wtt. (4)

• Average service time of tasks (ST ): Let stt be the service time of task t. The
average service time of TN tasks (the total number of tasks of N completed jobs)
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is calculated as:

ST =
1

TN

TN∑
t=1

stt. (5)

• Resource utilization (U(i)): defined as the average percentage of time that each
server of subsystem i is in the busy state over the simulation time and calculated
as

U(i) =
(
∑M(i)

m=1 busy timem)/M(i)

simulation time
∗ 100%. (6)

• Average busy servers: the average number of servers processing tasks during the
simulation time.

To estimate the effectiveness of switching off technique, metrics of number of busy
servers and the resource utilization are used. The energy cost is directly proportional
to the busy time of servers and the server power consumption. Therefore, utilization
of a subsystem that addresses the percentage of time that a server is in busy state
can be interpreted as the cost of subsystem. Moreover, the number busy servers can
determine the energy cost of the total system. The system notations are listed in
Table 2.

Notation Description

M(i) Number of servers in Subsystem i
µi Service rate of a server in Subsystem i
µ System service rate
λ System arrival rate
sdj service demand of job j
Taj Number of tasks of job j
Tavg Average task number per job
β(t) Service demand threshold at time t
θ1 Lower Load threshold
θ2 Upper Load threshold
θ3 Minimum Load threshold for switching off
θ4 Maximum Load threshold for swithcing on

RT Average response time per job
WT Average waiting time per task
ST Average service time per task
U(i) Average resource utilization of subsystem i

Table 2. System Notations

4.2 Numerical Results with Theoretical Loads

Figure 3 plots the average response time per job where three types of workload
model are used. Figure 3 a) (with a uniform distribution workload model) shows that
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a) Uniform task size model

b) Power-of-two task size model

c) Square task size model

Figure 3. Average Response time (s) (a) Uniform model, b) Power-of-two model, c) Square
model)
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b) Power-of-two task size model
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c) Square task size model

Figure 4. Average Waiting time of tasks (s) (a) Uniform model, b) Power-of-two model,
c) Square model)
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the proposed MOSA outperforms the other policies, regardless the used workload
model. Particularly, MOSA improves the performance by 10% and ≈ 3% compared
to Weighted Round Robin (WRR) and Load-Balance (LB) at low load, respectively.
When the intensity is high, MOSA performs 6% better than WRR and as well as
the LB policy. Figures 3 b) and 3 c) (wherein Power-of-two and Square workload
size models are used) point out that LB outperforms WRR at low load, but causes
a slight increase in the response time when the load intensity is high. For the
instance of Square workload size model, the average response time is increased by
3% with the use of LB algorithm but decreased by approximately 6% with MOSA,
in compared to that achieved by WRR policy. In summary, the proposed MOSA
attains better performance regardless the workload model and intensity.

The average waiting time and average service time of tasks are plotted in Fig-
ures 4 and 5, respectively. It can be observed that at low to medium workload
intensity, tasks have to wait for shorter time with LB and MOSA in compared to
WRR. At high load, the waiting time with LB and MOSA is higher. It can be
explained that tasks need to wait for servers to be switched on. Figure 5 shows
that MOSA results in a slightly faster service at low load and there is no difference
among algorithms at high load.

Figure 6 presents the resource utilization of subsystems where three scheduling
policies are applied. We can observe that when the workload intensity increases,
Weighted Round Robin (WRR) policy puts load stress on end-user devices (Fig-
ure 6 a)) while letting powerful servers in Cloudlet and Cloud center under-utilized
(see Figures 6 b) and 6 d)). That can degrade the performance of end-user devices
and cause a discomfort to users. Load-Balance (LB) policy leads to high utilization
of low-performance Raspberry Pis when load is high (see Figure 6 c)). With the
MOSA policy, loads of end-user devices and of Raspberries Pi are kept under the
desired thresholds, as well as a balanced utilization between Cloudlet and Cloud
center is achieved. It can be interpreted that the proposed MOSA results in better
resource utilization compared to Weighted Round Robin (WRR) and Load-Balance
policy.

The resource utilization also depicts the energy cost of subsystems. In Fig-
ure 6 c), the portion of busy time of Raspberry Pi machines where MOSA is applied
is slightly higher compared to LB at low load but less than LB when the intensity
increases. Figure 6 d) shows that our proposed MOSA yields 2% reduction in busy
time of cloud servers at low load in comparison to LB. There is no such difference
between these two algorithms at high load. It means that MOSA is able to maintain
energy cost reduction as LB did. It is worth noting that WRR is not to be compared
since switching off is not effective as aforementioned in Section 3.3.

Obtained results of subsystem utilization with the presence of Power-of-two and
Square workload model are given in Figures 7 and 8. We observe stable outcomes
and system behavior regardless the types of workloads.

Figure 9 depicts the average number of busy servers over the run time while
three job models are applied as input workload alternatively. It shows that the
proposed MOSA and LB use less servers for task processing than WRR at low
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a) Uniform task size model
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b) Power-of-two task size model
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Figure 5. Average Service time of tasks (s) (a) Uniform model, b) Power-of-two model,
c) Square model)
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a) End device utilization b) Cloudlet Utilization

c) Gateway utilization d) Cloud Center Utilization

Figure 6. Utilization of subsystems with Uniform workload model (a) End-device,
b) Cloudlet, c) Raspberries, d) Cloud center)



A Scheduling Algorithm for IoT Applications 327

a) End device utilization b) Cloudlet Utilization

c) Raspberry Pis utilization d) Cloud Center Utilization

Figure 7. Utilization of subsystems with Power-of-two workload model (a) End-device,
b) Cloudlet, c) Raspberries, d) Cloud center)
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a) End device utilization b) Cloudlet Utilization

c) Raspberry Pis utilization d) Cloud Center Utilization

Figure 8. Utilization of subsystems with Square workload model (a) End-device,
b) Cloudlet, c) Raspberries, d) Cloud center)
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b) Power-of-two task size model
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Figure 9. Average active servers (s) (a) Uniform model, b) Power-of-two model, c) Square
model)
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load and there is no difference observed at high workload intensity. That means
the overall energy cost of the Cloud-Fog system can be reduced with MOSA and
LB at low load. Similar behaviors are obtained with different workload mod-
els.

4.3 Comparison Between the Proposed MOSA and MPSO

This section presents a comparison between the proposed algorithm and the MPSO-
based scheduling heuristic. The MPSO (Modified Particle Swarm Optimization)
was studied in [36] with the aim to balance the job makespan and total operation
cost of the system. The principle of MPSO based heuristic in the comparison can
be drawn as follows:

1. Calculate the fitness values of particles as a function of execution time and the
utilization of nodes;

2. Find the personal best position for a task in each subsystem according to fitness
values;

3. Update the global best position of which the lowest fitness value is obtained.

Figures 10, 11 and 12 plot the job average response time, task service time,
and task waiting time, respectively. It can be observed in Figure 10 that the MOSA
policy outperforms the others (WRR, LB and MPSO) at low load. At high workload
intensity, there is only an obscure difference in the performance with LB, MPSO and
MOSA whilst WRR performs worst. Figure 11 indicates that MPSO provides the
fastest execution service among the solutions. However, MPSO also causes the
longest waiting time of tasks for the service as shown in Figure 12. Therefore, we
observe a performance degradation with MPSO, showed in Figure 10.
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Figure 10. Average response time per job (uniform model)

The average active servers versus load intensity with the application of different
algorithms are illustrated in Figure 13. It shows that MPSO leads to lowest number
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Figure 11. Average service time per job (uniform model)
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Figure 12. Average waiting time per job (uniform model)
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Figure 13. Average active servers (uniform model)
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of busy server among solutions, which may result in lower operation energy cost of
the system.

Figure 14 depicts the utilization ratio of the four subsystems. It is shown that
MPSO causes an intense amount of workloads processed in end devices and cloudlet
severs which are closer to users. On the other hand, cloud servers and network
gateways are mostly underutilized with the MPSO algorithm. This phenomenon
can be explained by the powerful capacity of local processing. A heavy execution
load on end devices may cause service discomfort of users, while other resources are
not utilized properly.

In summary, MPSO yields a balance for execution time and total operation cost
from operator’s perspective. However, the overall service quality defined by the job
response time and a balanced resource utilization which consider user’s experience
is achieved by the proposed solution MOSA.
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a) End device utilization
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c) Raspberry Pis utilization
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Figure 14. Utilization of subsystems with Square workload model (a) End-device,
b) Cloudlet, c) Raspberry Pi, d) Cloud center)

4.4 Experimental Results with Traced Workloads

In order to examine the proposed algorithm thoroughly, we also experiment the
simulation with various real workloads which were captured from practical exe-
cutions. Table 3 presents the statistical metrics of traced workloads in terms of
mean and variance. It is observed that these do not follow exponential distribu-
tion.

Figure 15 depicts the average response time of job when three traced workloads
are used for comparing the proposed MOSA with three other scheduling algorithms.
It shows that with INCC workload trace the proposed MOSA outperforms WRR
and LB with a reduction of over 15% in the average response time, while result-
ing in roughly the same performance to MPSO. With other workload traces, the
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Workload Number Inter-Arrival Time Service Time
of Samples Mean Var Mean Var

INCC trace 1 037 093 15.236 102 062.096 546.591 1 789 574.190
NVS trace 2 188 683 62.861 671 414.041 404.909 446 969.583
UPR trace 1 352 714 129.436 473 524.089 850.539 1 509 552.918

Table 3. Traced workloads

proposed MOSA outperforms other solutions with a reduction of 30%–40% in av-
erage response time. There is no clear difference observed between WRR, LB and
MPSO.

Figure 16 shows that the utilization of subsystems with the use of INCC work-
load. The outputs verify that the proposal yields better resource utilization by
maintaining the resource load under desired thresholds. It can also be observed
that WRR and LB policies send a larger percentage of workload to remote cloud
center and low-performance gateways (Raspberry Pi). That means the idle period
of servers in those subsystems become shorter which lead to the higher energy cost
in comparison to our solution. On the other hand, the MPSO overloads end user
devices that causes dissatisfaction to users.
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Figure 15. Average response time vs. traced workloads

5 CONCLUSIONS

Fog computing has become significant to develop 5G/6G network and allow more
IoT applications to connect to the system. As a result, a merged computing en-
vironment for IoT applications is spread from edge node to remote cloud center.
In this study, we investigate the impact of characteristics of jobs and resources
on the system performance of a merged computing environment of Edge, Fog and
Cloud. With the aim at improving system performance and energy efficiency of this
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Figure 16. Utilization of subsystems (INCC workload)

such heterogeneous environment, we propose a multi-objective scheduling algorithm-
MOSA using various characteristics of user workloads and computational resources.
The proposed algorithm MOSA uses job service demand and resource processing
capacity to find an appropriate task-resource mapping. Numerical results show that
MOSA leads to shorter average response time per job than existing WRR, LB, and
MPSO policies.

For load balancing and energy efficiency, the proposed MOSA uses load threshold
based approach. Obtained results indicate that MOSA yields a slight improvement
in load balancing than LB in some scenarios and similar outcomes in other cases.
Compared with MPSO that balances execution time and total system cost, MOSA
achieves similar or better performance while yielding better resource utilization and
guaranteeing user’s service experience. Experimental outputs with the use of real
workloads validate the foregoing conclusions wherein MOSA yields a reduction of
15%–40% in the average response time per job and balances resource utilization
among subsystems.

The proposed MOSA is based on job service demand as well as hard thresholds of
resource utilization to make decision, while different service level agreements (SLAs)
also depend on other proprieties of jobs and computing resources. Therefore, we
must investigate more complex scenarios wherein other characteristics such as types
of jobs, physical location of job request should be taken into account to achieve
various SLA requirements in future work.
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Abstract. Neural networks are increasingly used in recognition problems, includ-
ing static and moving images, sounds, etc. Unfortunately, the selection of optimal
neural network architecture for a specific recognition problem is a difficult task,
which often has an experimental nature. In this paper we present the use of evolu-
tionary algorithms to obtain optimal architectures of neural networks used for audio
sample classification. We extend the Pytorch DNN Evolution tool implementing co-
evolutionary algorithms which create groups of neural networks that solve a given
problem with a certain accuracy, with the support for problems in which training
data consists of audio samples. In this paper we use the co-evolutionary approach
to solve a sample sound classification problem. We describe how the sound data
was prepared for processing with the use of the Mel Frequency Cepstral Coeffi-
cients (MFCC). Next we present the results of experiments conducted with the
AudioMnist dataset. The obtained neural network architectures, whose classifica-
tion accuracy is comparable to the classification accuracy attained by the AlexNet
neural network, and their implications are discussed.

Keywords: Neural networks, evolutionary algorithms, sound recognition
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1 INTRODUCTION

Speech is the basic medium of interpersonal communication. However, it is more
and more often used as a communication channel between a human and a ma-
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chine thanks to recent developments in the area of speech recognition. Nowadays,
we observe a very rapid development of many tools based on speech recognition
technology. There are multiple examples of such systems, e.g. virtual assistants
([1]: Google Assistant, Apple Siri, Amazon Alexa, Microsoft Cortana), car control
systems [2], robot control systems [3]. The number of applications and systems
which employ a speech-based interface is constantly growing. Speech recognition
and audio classification are already used in search engines, car navigation and trans-
lators.

Recently, using the neural networks became a very popular approach to creating
audio classification systems. One of the main challenges in this context is the time
consuming process of designing the neural network architecture. It requires a lot of
domain knowledge and a large number of experiments. Incorrect decisions may lead
to suboptimal classification performance and render the newly created systems in-
capable of serving its basic purpose. In order to automate and streamline the model
discovery process an evolutionary algorithm may be used. In this paper we demon-
strate how the Pytorch DNN Evolution framework [4] can be used to accelerate the
process of creating neural network architectures which solve the audio classification
problem. The network architectures are obtained in subsequent iterations of the ge-
netic algorithm, which over time solves the given classification problem. To validate
our approach we present the results of a series of experiments conducted with the
AudioMNIST dataset [5] used as a sample input dataset.

The neural network model is only one of the components required. Audio pre-
processing is another crucial element of building a system which communicates with
human users successfully. However, the sound signal analysis is also applicable to
many other fields, e.g. medicine, bio-acoustics or seismology. In medicine, mainly
in otorhinolaryngology, a spectrogram could be used in a voice examination. It
separates the sound signal into bands with different frequencies. Such a result is
used by a phoniatrist to detect a subtle early changes in the voice. These changes
may be the initial stage in the development of vocal chords nodules [6]. Another
field in which sound signal analysis is used is bio-acoustics – it studies the impact
and role of sound in the lives of animals. In this field, tools are mainly used to
extract individual sound characteristics, which can be used to distinguish between
species of animals or even their specific individuals. An example of the use of sound
recognition techniques in bio-acoustics is a bat echolocation research [7]. Sound
analysis is also often used in seismology. There are methods for extracting features
from sound samples. Systems for the classification of micro-seismic signals are being
developed in order to minimize risks in the mining industry [8]. These systems aim
to early detect events which might cause dangerous vibrations in mines. Since audio
pre-processing can be used in such a variety of contexts, there are numerous available
techniques. This means that audio pre-processing requires careful examination and
adjusting to a specific problem. In the system presented in the current paper, the
audio signal is transformed to the MFCC coefficients [9]. In our research we have
attempted to empirically determine an optimal number of coefficients which need to
be used in the context of the analyzed dataset.
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The paper is structured as follows. In Section 2 we discuss related research
and the background of our work. In Section 3 we describe the modifications to
the Pytorch DNN Evolution framework. In Section 4 we present a description of
the conducted experiments. In Section 5 the results of the experiments are dis-
cussed. Finally, in Section 6 we conclude our research based on the conducted
experiments.

2 RELATED WORK

In this section the background for our research is presented.

2.1 Using Neural Networks in Sound Classification

Neural networks are a very flexible method for approximating very complex func-
tions. This makes them very useful in many domains, including speech recognition.
An example of the use of neural networks in those areas can be the problem of
classifying the sound recordings of numbers in English [10]. The authors presented
a method of sound samples classification based on spectrograms. The architecture
used in the experiment was based on the architecture of AlexNet [11]. The architec-
ture contained five convolutional layers. Two types of experiments were conducted
on the AlexNet network. The first one was a classification of the recordings of digits,
so there were ten possible classes. The second one was classification of the recordings
according to the gender of the person who has been recorded.

The problem of sound classification can also be solved with architectures, which
previously worked well with the problems of image classification [12]. The authors
adapted the existing network architecture VGG19 [13]. The VGG19 architecture
is most often used to classify images. In the case of image classification tasks, it is
common only to retrain the fully connected layers. However, in the case of audio
classification, the authors decided to retrain the last convolutional block along with
the fully connected layers.

The above approach is based on manual adaptation of the network architecture
to a new type of problem. However, this does not guarantee the creation of an
optimal architecture that will solve the classification problem embedded in another
domain. Subsequent changes introduced in such a network architecture and their
subsequent verification are time-consuming. Therefore, we would like to propose an
approach to automating this process with the use of the coevolutionary algorithm
outlined below.

2.2 Convolutional Neural Networks

There are many types of neural networks which are used in the sound recognition
problems. Convolutional Neural Network (CNN) [14] is one of the most widely used
ones. CNN typically consists of four types of layers [15]: convolutional layer, pooling
layer, fully-connected layer (dense layer), and a softmax layer.
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All neurons in the convolution layer take as input a cross-section of the output
from the previous layer. Each neuron multiplies the local input data by the weight
matrix. The weight matrix or the local filter is replicated over the entire input
space to detect a specific type of pattern. All neurons share the same weights to
create a feature map of objects. The entire convolutional layer consists of many
feature maps of objects that have been generated using differently placed filters.
This procedure is used to isolate many types of local patterns that may occur in
any location. For speech recognition, the input space may be a two-dimensional
plane where the dimensions of the data are frequencies and time [16]. Following
the convolution layer typically a pooling layer is used. Such a layer similarly as
the convolutional layer takes input from the local region of the previous convolu-
tional layer to generate a single output from that region. The common operator
of these layers used in CNN is max-pooling. It outputs the maximum value in
each sub-region. This operation reduces the computational complexity and makes
the network resistant to slight changes in the position of local patterns. The next
layer after at least one convolutional and one pooling block is a fully connected
layer, also called dense layer. The main task of this layer is the final classification
of the object. This layer identifies the input object and assigns it to the specific
class.

In literature one can also find other types of neural network types, e.g. recur-
rent [17], LSTM [18] or Transformer [19]. They have various applications, however
in this paper we focus just on those which are relevant to our research.

2.3 Evolving of Deep Neural Network Architectures

The use of Deep Learning provided state-of-the-art results in many domains like
image recognition [11, 13] or machine translation [20, 21]. Unfortunately, it involves
to carefully design the neural network architecture, which is often a very compli-
cated task. It relies heavily on the experience and knowledge of the researcher,
what makes it difficult for beginners to modify or create new models fitting their
particular use-case. A variety of Neural Architecture Search (NAS) algorithms were
developed [22, 23] to tackle this issue. Among the employed methods there are
examples of the Reinforcement Learning [24, 25], gradient optimization [26] or evo-
lutionary algorithms (EA) [27, 28]. In the current research we focus on the last
category, due to the high flexibility of the algorithms from that category.

Evolutionary algorithms share one common weakness: in their basic form they
require large amounts of resources in order to evaluate the architectures they create.
In order to mitigate this problem different strategies are being employed [22]:

• Reducing the search space [29, 27]. In the basic approach, the search space of
architectures has the representation of all necessary components of an architec-
ture (e.g. layers, their sizes, connections between layers etc.). This means that
the algorithm needs to take many smaller steps in order to arrive at the opti-
mal solution. To reduce the number of such steps, less granular concepts are
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introduced as search space building blocks, e.g. cells or blocks (which consist of
multiple neural layers themselves).

• Reusing neural architecture [28]. Instead of creating every model from scratch,
the search procedure uses the existing artificially designed architectures as
a starting point, then it and transforms them to improve the performance.

• Incomplete training [30]. The individual architecture evaluation is speeded up
by changing the mechanism which ranks the architectures between each other.
Instead of conducting a lengthy training of a full dataset, e.g. early stopping can
be used to limit the amount of computations required to obtain the result of
a comparison. Another variant of this approach is to share some or all weights
with an already trained model.

The co-evolutionary approach employed in the current paper [31] uses subsets
of the original training dataset to reduce the amount of time required to evaluate
an individual. Low level architecture building blocks (neural network layers) are
used to define the search space. All individual neural network models are created
and trained from scratch. This allows to categorize the method as using incomplete
training technique while not employing neural architecture reuse nor reducing the
search space.

2.4 Coevolution of Neural Networks and Fitness Predictors

Coevolutionary algorithms are a type of evolutionary algorithms in which the train-
ing process involves two or more individuals species. In the coevolution algorithm,
the assessment of the quality of a given individual in a population depends on indi-
viduals from a different population. Coevolutionary algorithms can be divided into
two main types: competitive and cooperative ones. In the competitive approach,
the assessment of an individual is obtained through competing with the individu-
als of the other population. On the other hand, the cooperative algorithms allow
individuals from one population to enhance the fitness of individuals of the second
one. This means they promote cooperation of individuals with each other. During
the training process, this results in rewarding the individuals for solving problems
together and punishing for independence.

The evaluation of the individuals in the context of the evolutionary algorithms
can be one of two types: objective or subjective fitness. The first one is aimed
at defining a function that is used to evaluate the assessment of a given individ-
ual which does not require taking into account other individuals (e.g. an error rate
in classification of images). In the second approach the assessment depends also
on other individuals, including individuals of a different species and thus can be
classified as using subjective fitness. To evaluate neural networks (first species),
training set subsets (second species) are being used. Such an approach can be used
to avoid using the full, very often large, training dataset to evaluate the neural
networks what helps to significantly reduce the time required for such an evalua-
tion.
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An example of implementation of this idea is the Pytorch DNN Evolution [31]
project which attempts to discover an optimal architecture of a neural network used
for the purpose of image classification. It conducts the process of co-evolution of
two populations in which it recombines and mutates individuals to obtain the most
fit individual. The first population consists of neural networks architectures, which
are being trained to classify images. The second one is a population of subsets of
the original training examples dataset, which can be used for quick assessment of
the neural network model. In other words it is a population of so called fitness
predictors. Each population has its own definition of fitness, which is a measure of
quality of an individual and is used to select which individuals are going to survive
to the next iteration of evolution. It is worth nothing that hyperparameters of the
neural network training process are provided as the input to the process and are not
modified by the evolution.

It is important to note that the fitness definition in the context of evolution
of neural networks depends on the problem which is being solved. For a sample
task of predicting the next element in a time-series it might be, e.g., the accuracy of
predictions made by the neural network. In Pytorch DNN Evolution each population
uses its own fitness definition. When trained with the use of dataset S, the neural
network’s n fitness fNN(n, S) can be defined as the accuracy of image recognition
on the given set examples. This can be formalized as Formula (1).

fNN(n, S) = 100 ·
∑|S|

i=1 IsCorrect(Recognize(n, xi),Target(xi)

S
, (1)

where:

• S – the training dataset, it can be e.g. the full dataset or a fitness predictor,

• |S| – is the size of the dataset S,

• xi – ith element of dataset S,

• Recognize(n, xi) – is the class recognized by the neural network under evaluation,

• Target(xi) – is the expected class of the sample as specified in the dataset,

• IsCorrect(x, y) – is a function which can be defined as follows:

IsCorrect(x, y) =

{
1, if x = y,

0, otherwise.
(2)

As the evolution progresses, we expect the fitness to increase, which translates
to an improvement to the recognition accuracy. In the second population of fitness
predictors, the objective of the evolutionary process is to find a subset of the training
dataset which allows to compare the fitness of two neural networks. One way to
achieve such a goal is to identify the samples of the training dataset, which render
similar results to training over the complete dataset. Such samples might have
features which are e.g. very common across the dataset or might be very difficult to
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accurately recognize. The fitness of a fitness predictor p (the fFP (p)) is therefore
also defined with the use of the recognition accuracy, however in this case it is not
maximized (Formula (3)).

fFP (p) = 100 ∗ |fNN(T, p) − fNN(T,FullDataset)|, (3)

where:

• FullDataset – the full training dataset,

• p – fitness predictor under evaluation, subset of FullDataset,

• fNN – the neural network fitness as defined in Formula (1),

• T – the neural network used as a trainer for the fitness predictor population.

The co-evolution algorithm which implements these ideas is expressed more for-
mally in the form of a pseudocode, presented in Listing 39.

The result of the coevolution algorithm is a set of neural network architectures.
In the paper [31] the described algorithm is applied to the image recognition problem
based on the MNIST [32] dataset.

2.5 Sound Representation

Sound can be represented in many ways [33]. Depending on the needs, various
representations of the sound samples allow to emphasize a specific aspect of the
data that is the most interesting in a given context. The most basic method to
represent audio data is the waveform which describes changes in sound amplitude
over time. Such a representation is very easy to interpret by humans. Another
method used to represent audio data is the spectrogram. It shows the distribution
of the amplitude spectrum of the sound signal at a given time. Thus, it informs us
about the distribution of the intensity of the sound components depending on the
frequency of these components. One of the most popular representations is the Mel
Frequency Cepstral Coefficients (MFCC ) [9]. It is based on the mel scale. This
scale determines the subjective perception of the sound level by human due to the
frequency measurement scale measured in hertz (Hz). The units of this scale are
called mels. MFCC is often used to prepare sound data as input for neural networks.
It was used in the preprocessing described in [34]. Each recording has been split
into audio chunks and transformed into the MFCC representation.

3 EVOLUTIONARY SYSTEM MODIFICATIONS

The main functionality of the Pytorch DNN Evolution framework [4] is the au-
tomatic discovery of neural network architectures for solving supervised learning
problems. It has been designed to support only datasets consisting of images, e.g.
the MNIST [32] and CIFAR10 [35] collections, which are examples of the image
classification problems. However, the architecture discovery method implemented
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def Eva luate Ind iv idua l (dnn , fp ) :
phenotype = TranslateGenotypeToDNN(dnn)
dataset sample = ExtractSamplesFromTrainingDataset ( fp )
phenotype . t r a i n ( dataset dample )
return phenotype . e v a l u a t e t e s t d a t a s e t ( )

def Evo lu t i on I t e r a t i on ( parents , t r a i n e r ) :
c h i l d r en = [ ]
p a r e n t s s i z e = len ( parents )
for i in range ( p a r e n t s s i z e ) :

swap ( parents , i , random( p a r e n t s s i z e ) )
for i in range (0 , p a r en t s s i z e , 2 ) :

c r o s s ed ove r = CrossingOver ( parents [ i ] , parents [ i +1])
mutated = [ Mutate ( c r o s s ed ove r [ 0 ] ) , Mutate ( c r o s s ed ove r [ 1 ] ) ]
c h i l d r en . extend (mutated )

for i in len ( ch i l d r en ) :
c h i l d r en [ i ] . f i t n e s s = Eva luate Ind iv idua l ( ch i l d r en [ i ] , t r a i n e r )

new populat ion = TournamentPopulations ( parents , c h i l d r en )
b e s t i n d i v i d u a l = Se l e c tBe s tF i t n e s s I nd i v i dua l ( new populat ion )
return new population , b e s t i n d i v i d u a l

def CoEvolution (N fp , N dnn , N epochs ) :
popu l a t i on fp = Init ia l izeRandomFPPopulat ion ( N fp )
populat ion dnn = Initial izeRandomDNNPopulation (N dnn)

b e s t f p = RandomInt ( N fp )
best dnn = RandomInt (N dnn )

for i in range ( N epochs ) :
for j in range (N dnn ) :

populat ion dnn , best dnn = Evo lu t i on I t e r a t i on (
populat ion dnn , b e s t f p )

best dnn . f i t n e s s = Eva luate Ind iv idua l (
best dnn , Fu l lTra in ingDataset )

popu la t i on fp , b e s t f p = Evo lu t i on I t e r a t i on (
popu la t ion fp , best dnn )

Listing 1. The pseudocode of the co-evolution algorithm implemented by pytorch-dnn-
evolution package

in the discussed framework, presented in Figure 1, is not constrained to that class of
problems. It can be applied to other domains, which can be expressed as supervised
learning problems, i.e. it is possible to create a dataset for which sample network
outputs can be assigned. In the current paper we present an attempt to use the the
Pytorch DNN Evolution for sound recognition domain. In the sections that follow
we demonstrate its effectiveness by applying it to a sample dataset.

The Pytorch DNN Evolution is designed to work in a distributed environment
and consists of two major components: the evolution driver and workers. The first
component is responsible for execution of the evolutionary algorithm. It maintains
two populations: generates the genotype of the individuals constituting the initial
population, crosses-over and mutates them according to set probability parameters,
triggers evaluation of individual’s fitness when necessary. The responsibility of the
worker is to perform evaluation of an individual, what can be translated to the



348 W. Funika, P. Koperek, T. Wiewióra

following steps: translating the genotype to a trainable neural network, preparing
the input dataset for training, conducting the training and finally measuring and
reporting the fitness value, e.g. by testing the classification accuracy with the use
of a separate test dataset. It is worth noting that to perform all of its tasks, the
evolution driver is not required to translate the individual’s genotype to another
form. Since the genotype is represented as an array of numbers, applying crossing-
over and mutation is a straightforward operation. Thanks to that, the evolution
driver component can be applied to a wide range of problems and does not need
to be changed, e.g., to introduce support for other types of neural network layers
or a new domain. On the contrary, it is just the worker component which needs
to be altered. Such an architecture allows the researcher to focus on the details
of a specific domain and allows to simply reuse the core co-evolutionary algorithm
without changes.

Figure 1. The architecture of the pytorch-dnn-evolution

In our work, to allow the application of the co-evolutionary approach to the
domain of sound classification, we have extended the worker component. The worker
is one of the crucial parts of the evolutionary system, as it conducts the evaluation
of the individual genotypes. The modifications included:

• Interpretation of the individual genotype has been extended with support for
other neural network layer types e.g. a convolutional layer. The network ar-
chitecture is is not limited to creating simple, fully connected layers anymore.
Supporting the new layer types includes also dynamically introducing the addi-
tional components which transform the format of samples between layers.

• Adjusting the training logic. Introducing the support for different layer types
required also changing how the training and evaluation of networks is conducted.

• Introducing support for new types of datasets. This involves extending the pre-
processing procedures to ensure that the data samples are presented to the neural
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network as Mel Frequency Cepstral Coefficients and the datasets can be used to
conduct co-evolution. Operations on audio data such as reading data from a file
and retrieving MFCC were implemented using the torchaudio library [36]. In
order to allow evaluation of the discussed approach, we have chosen to integrate
the AudioMnist dataset [5], which has been already widely used in that research
area [37, 38].

The modified version of the framework is presented in Figure 2.
During the first attempts to train neural networks on a set of audio data, we

found a considerable time overhead was introduced by the pre-processing of sound
data (processing the relevant part of the dataset into MFCCs). This would have
a significant impact on the overall operating time of the genetic algorithm, since
each neural network training process requires pre-processing of data before it can
commence. Therefore, we have implemented the caching of the MFCCs and labels
associated with these data. In this approach, the worker converts the entire audio
data set to MFCCs only once before the first training. Coefficients are stored in the
file with the relevant labels. During the training of the subsequent neural networks,
the worker uses the data saved in this file. This optimization allowed to significantly
reduce the experiment time.

4 DATASET PREPARATION

To conduct our experiments we have used the AudioMnist dataset. This collection
contains 30 000 recordings of reading numbers from 0 to 9 in English. The recordings
were prepared by 60 various speakers. Each recording is additionally enhanced with
metadata about the speaker, such as: accent, age, gender. 48 men and 12 women
participated in the recordings. The dataset could be used as a model benchmark
for various audio data classification tasks. The MNIST or the CIFAR10 datasets
perform a similar function for the classification of images.

The analysis of Mel Cepstral Coefficients was used for the data preprocessing for
neural networks. The MFCC is based on the mel scale that reflects the subjective
perception of sound, which is often used in the audio analysis. Generating MFCCs
requires choosing an appropriate number of coefficients which are taken into account
when analyzing a sound sample. The result of MFCC analysis is a three-dimensional
representation of the recording. The dimensions of this data type are time, the
number of Mel Cepstral Coefficient and its value [9]. Figure 3 presents the results
of such an analysis for 10 sound samples of English words from zero to nine. The
horizontal axis represents time, the left vertical axis – the number of coefficients,
the color denotes the MFCC value.

As depicted in Figure 3, the values of Mel Cepstral Coefficients oscillate closer
and closer to zero as the frequency increases. This means that they are less and less
useful for the neural network training. Unfortunately, at the same time, processing
them requires using a model with more parameters, what leads to an increase in the
training time. To optimize the training time, only a subset including between 12
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Figure 2. The extended architecture of the pytorch-dnn-evolution which includes changes
described in Section 3
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Figure 3. Visualization of the first 18 MFCC mel coefficients of the audio sample of words
from ‘zero’ to ‘nine’. The coefficients that were taken into account for neural network
training were marked with a red rectangle.
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to 18 first MFCC coefficients is taken into account for the purpose of training. The
optimal number of coefficients to be taken into account has been determined empiri-
cally by running the neural network training experiments. In those experiments the
neural network consisted of three convolutional layers. The dataset was divided into
a training set (25 000 samples) and a test set (5 000 samples). The charts in Fig-
ures 4 and 5 present the results: while Figure 4 shows the relationship between the
number of Mel Cepstral Coefficients and the classification accuracy, Figure 5 shows
the relationship between the number of mel cepstral coefficients and the training
time of the neural network.

Figure 4. Classification accuracy for the first 12 to 20 MFCC coefficients

Figure 5. Training time of the neural network for the first 12 to 20 MFCC coefficients
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The conducted experiments show that for the AudioMnist dataset, the optimal
number of MFCC coefficients which should be taken into account is 16. Increasing
the number of the coefficients has a negative effect on the training time of the neural
network. Using more coefficients requires operating larger matrices and therefore
requires performing more computations. We also noticed that the classification
accuracy decreases when using more than 16 coefficients, what indicated that using
more data would not lead to improvements in the context of classification.

5 EXPERIMENTS RESULTS

Two experiments were conducted using the modified Pytorch DNN Evolution frame-
work. In the first one, we tried to estimate the appropriate individual size from the
population of the training datasets. This experiment was aimed at evaluation of the
minimum size of the training dataset for which the coevolution algorithm would still
work correctly. The goal of the second experiment was to validate the correctness
of the coevolutionary process and generate an architecture, which would render re-
sults comparable to one designed manually by a human researcher. The coevolution
was applied to the creation of neural networks which attempted to classify sound
samples.

All the test runs were performed using the same configuration. The only excep-
tion was the size of population of training datasets used in the Experiment 1, which
was required due to the nature of that experiment. In all the runs 100 iterations of
coevolution were performed. The parameters of the genetic algorithm are presented
in Table 1.

Parameter
Population of Neural Population of Training
Network Dataset

Crossover probability 0.75 0.75

Mutation probability 0.1 0.1

Individual size 8 1 000

Population size 8 4

Table 1. Parameters of the genetic algorithm used during the coevolution

In the case of the population of neural networks, the size of the individual
corresponds to the size of the generated networks. However, in the case of the
population of training datasets, the size of the individual is the size of the training
dataset.

5.1 Experiment 1

The first experiment using the Pytorch DNN Evolution tool was conducted to find
the optimal size of the training dataset used during the evolutionary process. Such
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a dataset on the one hand should be as small as possible to allow for fast indi-
vidual evaluation (neural network training) and on the other hand it should con-
tain enough samples which would allow the evolution to make progress. To find
the optimal size, we conducted subsequent subexperiments in which the size of
the set of training data was gradually being reduced. For each training dataset
size we have conducted five runs. For a given dataset size we have recorded the
maximum accuracy achieved by a neural network and the average accuracy of the
best neural networks obtained through evolution but trained on a full training
dataset.

Table 2 presents the accuracy for different sizes of the training dataset.

Size The Maximum Accuracy The Average Accuracy
of the Training of Neural Networks Trained of Neural Networks Trained

Dataset on the Subset on the Full Dataset

5 000 94.70% 97.28%

4 000 93.28% 96.98%

3 000 93% 97.05%

2000 92% 96.66%

1 000 90% 94.14%

800 81% 93.26%

600 79% 92.30%

400 79% 92.18%

200 77% 92.72%

100 67% 90.72%

Table 2. Accuracy of training for AudioMnist subsets of different size

Based on those results, we drawn the following conclusions:

• While reducing the size of the training dataset we were obtaining lower classifi-
cation accuracy in the neural networks population.

• The neural networks trained on several hundred recordings would not achieve
very good accuracy in the classification. It should be noted that despite that,
the effect of coevolution is still noticeable. We could observe a growing trend
in the accuracy of neural network’s classification for only 800 samples. The
progress made by evolution in this case is presented in Figure 6.

• We have observed gains in the accuracy of the neural network when using train-
ing set sizes above 1 000 samples.

• The optimal size of the training dataset is around 3 000 samples. The accuracy
of classification of the whole dataset of networks obtained through co-evolution
did not grow significantly (for 4 000 it dropped to 96.98 %, for 5 000 it grew to
97.28 %) when we increased the size of training dataset further. However, the
training was becoming considerably slower (Figure 7), (about 7 seconds for 4 000
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Figure 6. Accuracy of classification achieved by the population of neural networks. The
size of the subset is 800. Maximum achieved accuracy is 81%.

and about 13 seconds for 5 000) per each network training. We have decided to
use the subset size of 3 000 samples in the experiments that followed.

5.2 Experiment 2

In the second experiment the goal of the coevolution process was to find a neural
network architecture capable of solving the problem of digit classification. The size
of the training subset was set to 3 000 recordings, as per result of Experiment 1.
The graphs given in Figures 8 and 9 show the progress of the coevolution algorithm:

• Figure 8 shows the accuracy of the neural networks in the classification of digit
recordings over successive iterations of the coevolutionary algorithm. The in-
creasingly higher fitness values obtained in the subsequent iterations prove that
the individuals cope better and better with speech recognition. This confirms
that the evolution is able to make progress in the expected direction.

• Figure 9 shows the average accuracy of the neural network trained on individuals
from the population of training datasets (fitness predictors). We can observe
that on the contrary to the neural networks improving their accuracy over the
course of evolution, the average accuracy of the training over the population of
fitness predictors is decreasing. This suggests that in order to approximate the
results of the training with a full dataset, the evolution chooses the samples,
for which the classification accuracy is lowest, in other words they are hard to
classify by the neural networks.
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Figure 7. Training time of the neural networks for different dataset sizes

Over the course of the evolution, the maximum accuracy that was achieved was
equal to 93 %. However, it should be noted that the network model in the Pytorch
DNN Evolution framework was trained only on a certain subset of training data
selected (the fitness predictor). Under those conditions, the classification accuracy
of the neural network model is expected to be lower than in the case of training the
same network model on the entire dataset. Therefore, the neural network model was
trained again, however by using the entire training dataset. This allowed achieving
the classification accuracy of 97.05 %.

This result can be compared, e.g. with the AlexNet model (designed by a human
researcher) used in [10] which is a convolutional neural network as well. That model
has also been trained to classify the AudioMnist with the use of the stochastic
gradient descent and reached 95.82 % ± 1.49 %. In this context the result obtained
by the automatically generated model could be considered satisfactory. Figure 10
presents the neural network architecture generated by Pytorch DNN Evolution. It
consists of four subsequent CNN layers followed by a fully connected layer, which
produces the final result (a vector of probabilities that the input sample belongs to
each of the ten classes). Such a structure resembles AlexNet in which convolutional
layers are also followed by the fully connected ones.

6 CONCLUSIONS

In this paper we have demonstrated how the Pytorch DNN Evolution tool can be
used to automatically create a neural network architecture for the classification of
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Figure 8. Classification accuracy achieved by the population of neural networks

digits in speech recordings. This approach allowed us to avoid creating the neural
network architecture ourselves. Since the architecture was created with the use of an
automated procedure (the coevolution process), we only had to define the elements
which the network would consist of and the amount of resources we wanted to ded-
icate to searching for an appropriate architecture. First, in Experiment 1, we have
examined what is the optimal size of the training dataset (size of an individual in
the training set population). We also showed that reducing the size of individuals in
the population of training subsets resulted in decreasing the neural network training
time. As a consequence, the pace of the genetic algorithm accelerated. At the same
time, the experiment has demonstrated that even though the size of fitness predic-
tors was reduced, the classification accuracy did not significantly decrease. This
allowed the evolutionary process to make progress towards the optimal architecture,
while reducing the amount of resources required. One needs to remember, though,
that trading off the accuracy for resource consumption may affect the evolution and
lead it in a wrong direction. In order to avoid rendering the presented approach
ineffective, it is beneficial to empirically confirm that reducing the size of fitness
predictors does not lead to significant negative changes in the fitness metric val-
ues, e.g. in our case reduction of the classification accuracy. If possible the optimal
size should be determined through rigorous experimentation with a wide variety of
fitness predictor sizes.

In Experiment 2, the neural network obtained in the process of co-evolution
achieved a classification accuracy of 97.05 %. This value is comparable to the best re-
sults achieved on the AudioMnist dataset (recognition accuracy of 95.82 %±1.49 %),
described in [10]. The results obtained during the tests of the Pytorch DNN Evo-
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Figure 9. Classification accuracy achieved by the population of training datasets. The
accuracy declines as expected: The evolution of the population of training datasets gen-
erates individuals which are harder and harder to classify correctly by the neural net-
works.

lution framework confirmed that coevolution can be used to search for the op-
timal neural network architecture, used to solve the problem of sound classifica-
tion.

The positive results of the experiments prove that the data representation based
on the mel cepstral coefficients is more memory-efficient than the spectrogram. The
mel cepstral coefficients are approximately 10 times smaller than a spectrogram rep-
resentation of the same waveform. Data complexity reduction is especially important
when training neural networks as it allows to reduce the training time.

In the future, the Pytorch DNN Evolution framework can further be extended
with support for other datasets. This would allow to verify whether the coevolution
algorithm works also for other types of problems that may use other data types.
Currently, Pytorch DNN Evolution offers the creation of neural networks by using
two types of layers: convolutional layer and dense layer. We believe that extending
it with new types of layers, e.g. pooling layers, recursive layers, or dropout layers,
would help to apply it to more domains.

Data Availability

The datasets used, generated and analysed during the current study are available in
publicly accessible repositories [5] or can be provided from the corresponding author
on a reasonable request.
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Figure 10. Neural network architecture generated by Pytorch DNN Evolution framework.
The left side of the rectangle denotes the name and type the NN layer: InputLayer – first
layer which does not transform data, Conv2D – convolution of input data, Flatten – change
the format of data from a multidimensional vector to an array, Dense – fully connected
layer. The right side specifies the format of data at the input and output to and from
a given layer.
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Abstract. CloudIoT is a new paradigm, which has emerged as a result of the
combination of Cloud Computing (CC) and the Internet of Things (IoT). It has
experienced a growing and rapid development, and it has become more popular
in information and technology (IT) environments because of the advantages it of-
fers. However, due to a strong use of this paradigm, especially in smart cities, the
problem of imbalance load has emerged. Indeed, to satisfy the needs of the user,
the intelligent objects send the collected data to the virtual machines (VMs) of the
cloud in order to be processed. So, it is necessary to have an idea about the load of
its VM. Thus, the problem of load balancing between VMs is strongly related to the
technique used for the VMs selection. To tackle this problem, we propose in this
paper a task scheduler called Scheduler Genetic Grasshopper Algorithm (SGGA).
It allows to ensure a dynamic load balancing, as well as the optimization of the
makespan and the resource usage. Our proposed SGGA is based on the combina-
tion of Genetic Algorithm (GA) and Grasshopper Optimization Algorithm (GOA).
First, the tasks sent by the IoTs are mapped to the VMs in order to build the
initial population, then SGGA performs the genetic algorithm, which has expressed
a considerable performance. However, the weakness of the GA is marked by its
heaviness caused by the mutation operator, especially when the number of tasks in-
creases. Because of this insufficiency, we have replaced the mutation operator with
the grasshopper optimization algorithm. The results of the experiments show that
our approach (SGGA) is the most efficient, compared to the recent approaches, in
terms of the response time to obtain the optimal solution, makespan, throughput,
an average resource utilization rate and the hypervolume indicator.

Keywords: CloudIoT, dynamic load balancing, GA, GOA, task scheduler
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1 INTRODUCTION

Nowadays, IoT and Cloud Computing are two new distributed computing tech-
nologies. On the one hand, the IoT allows to transform real-world objects into
smart objects [20], which share their data, their situations and their interactions
with other interconnected objects. The IoT is generally characterized by widely
distributed objects with limited processing and storage capabilities. These objects
suffer from performance, reliability, privacy and security issues [4]. On the other
hand, Cloud Computing is a technology that has a network with unlimited storage
capacities and computing power. Moreover, it offers the flexibility and robustness
of dynamic data integration from heterogeneous sources [19].

CloudIoT is a new paradigm that has emerged as a result of the combination of
cloud and IoT. It enables intelligent use of applications, information and infrastruc-
ture in a fair and reasonable manner. Although IoT and Cloud Computing are two
different technologies, their functionalities are almost complementary [17], in terms
of nature of existence, processing capacity, storage capacity, connectivity and Big
Data [19].

In this environment, IoTs send their tasks to Cloud Computing for processing
or storage, by mapping them to the various hardware and software resources rep-
resented by virtual machines. When distributing data to be processed to virtual
machines (VMs), some of them will be overloaded while others will be unloaded or
inactive [20, 11]. Thus, a load balancing mechanism is then necessary because it
allows to manage the allocation of VMs to tasks sent by IoTs. It thus allows the
optimization of makespan, throughput and the rentable resource usage.

Several scientific research on load balancing in Cloud Computing has focused
on task allocation. Each scheduling algorithm is based on one or more parameters.
The most targeted objectives are the overall execution time, the cost, and the use of
resources (which also indicates the quality of service (QoS)) [22, 7, 9]. Several task
scheduling algorithms based on metaheuristic algorithms, such as BGA, HGOW-
ABC, GWO and ACO algorithms have been proposed for cloud load balancing [9,
14, 23, 25]. The researchers have developed techniques to reduce makespan, and
assign tasks to VMs in a balanced way, using different optimization techniques such
as genetic algorithm, gray wolf algorithm, the bee colony algorithm and the ant
colony algorithm.

To deal with the above cited problem, we propose in this work a scheduler which,
ensures a dynamic load balancing in the CloudIoT. The proposed work allows the
improvement of the makespan, the throughput and the average rate of the resource
usage. Our proposed scheduler allows the tasks distribution, sent by the IoTs, over
the virtual machines. It ensures maximum throughput with a shorter execution
time, as well as a more efficient use of resources. Our proposed approach called
SGGA, is based on the combination between genetic algorithm and grasshopper
optimization algorithm. So, the proposed selection and crossing operators phases of
our approach allow to avoid the appearance of the same chromosome several times
on one hand, and to avoid the heaviness caused by the mutation operator phase [18],
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especially when the number of tasks increases, we have replaced this phase by the
grasshopper optimization algorithm on the second hand.

The results obtained show that the proposed approach is more efficient compared
to the most recent works (BGA, HGOW-ABC, GWO and ACO) in terms of the time
to reach the optimal solution, the makespan, the throughput, the average resource
utilization ratio and the hypervolume indicator.

Our paper is structured as follows: after the introduction, Section 2 is devoted
to related works. In Section 3 we present the proposed approach and its different
components. Section 4 presents case studies. Section 5 is reserved for experimental
results and discussion, and we end this paper with a conclusion in Section 6.

2 RELATED WORKS

In this section, we review the most recent works that address the problem of load
balancing in the cloud environment. The majority of the proposed works are mainly
based on task scheduling to achieve the objective of ensuring load balancing between
different components. Metaheuristic algorithms are classified into four categories [27,
28]: Firstly, the swarm-intelligence algorithms such as [30] which proposed a new
metaheuristic algorithm called Giant Trevally Optimizer (GTO) inspired by the
hunting behaviour of giant trevally.

Secondly, human-based algorithms such as [31] which proposed a metaheuris-
tic algorithm called Group Teaching Optimisation Algorithm (GTOA), where they
adjusted additional control parameters for solving different optimisation problems.
Thirdly, evolutionary algorithms such as [32] have proposed a new approach called
the Tree Growth Algorithm (TGA). This approach is inspired by the competition
of trees for light and food. And fourthly, science-based algorithms such as [28]
who have proposed a new metaheuristic called Crystal Structure Algorithm (CryS-
tAl). This approach is inspired by the principles underlying the formation of crystal
structures from the addition of the base to lattice points. In this paper we fo-
cus on the first two categories for their impressive results when compared to each
other.

Several swarm-intelligence algorithms and human-based algorithms have been
proposed and applied for task scheduling in the cloud environment. There are two
types of these algorithms:

1. based on the exploitation of the best solution among the previous results, called
a local search, and

2. based on the exploration of new areas of the solution space or the sudden
prospection of a new solution search space.

The most interesting work in this context is reviewed below. So, at first we
present the human-based algorithms category, followed by the swarm-intelligence
algorithms category.
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Makasarwala and Hazari [24], Kaur and Sachdeva [22] used GA for load balanc-
ing in Cloud Computing. The proposal of Makasarwala and Hazari [24] provides
load balancing and reduces response time without considering resource utilization
rate and QoS. On the other hand, Kaur and Sachdeva [22] proposed an improved GA
to reduce the execution time of task migration in Cloud Computing. This proposal
not only ensures the proper use of resources, but it also saves energy. However, the
response time is high.

Gulbaz et al. [9] presented the Balancer Genetic Algorithm (BGA) to improve
makespan and load balancing. BGA relies on a load balancing mechanism that
takes into account the actual load assigned to virtual machines. The need to opt for
multi-objective optimization for the improvement of load balancing and Makespan
is also highlighted. The simulation showed significant improvement on makespan,
throughput and load balancing.

For the swarm-intelligence algorithms category, we can find several works. We
cite in this paper the most recent and important ones.

The work presented by Li and Wu [10]; Shafahi and Yari [25] used the Ant
Colony Algorithm (ACO) to dynamically schedule tasks. The scheduler acts as
an ant looking for food. The experimental results of the simulations, of the two
approaches, give better performance in comparison to others. They reduce task
execution time and improve system resource utilization, and they keep the system
balanced.

Muthsamy and Suganthe [12] and Shen et al. [26] used the Artificial Bee Colony
Optimization (ABC) algorithm. Thereby, Muthsamy and Suganthe [12] proposed
a task scheduler based on optimizing artificial bee foraging (TSABF) that takes in
charge the QoS, makespan, response time, execution time and task priority. To
achieve optimal scheduling, tasks are scheduled preemptively. Task preemption is
done to reduce the response time and execution time of tasks belonging to different
priorities. While the work of Shen et al. [26] presented a study to ensure load
balancing in a cloud data center, based on efficient resource utilization and power
consumption management. They have optimized the (ABC) method using a load
balancing algorithm, and intelligent classification of virtual machines. This study
was validated by a simulation on CloudSim.

Arulkumar [3] obtained their best simulation results from the Water Wave Al-
gorithm (WWA). The latter was proposed for resource planning in a cloud environ-
ment. The proposed work takes into consideration the four parameters: throughput,
response time, resource utilization, and scalability.

Alguliyev et al. [1] presented a novel multi-criteria optimization method for
weighted task scheduling based on the Particle Swarm Optimization (PSO) algo-
rithm. The simulation showed that the method migrates tasks from overloaded
virtual machines to less loaded virtual machines, ensuring, thus, an overall balanced
system.

Patel et al. [23] proposed a task allocation approach based on gray wolf optimiza-
tion (GWO) for load balancing in the containerized cloud. The approach ensures the
load balancing and makespan minimization. Gohil and Patel [21] proposed (IGWO)
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which is an improvement of the GWO algorithm. They increased the coefficients of
the best solutions α, β and δ to calculate the next solutions, which gives a perfect
balance and guarantees a quasi-optimal solution.

Natesan and Chokkalingam [13] also improved (GWO). They proposed Perfor-
mance-Cost Grey Wolf Optimization (PCGWO) to reduce both processing time
and cost in accordance with the objective function. The simulation results of the
proposed technique show a complete reduction in the time and cost of performing
the tasks.

Ragmani et al. [15] proposed a hybrid algorithm, based on the concepts of Fuzzy
Logic and Ant Colony Optimization (Fuzzy-ACO), to improve load balancing in
Cloud Computing. This approach takes into account load balancing goals and re-
sponse time. Simulations performed on CloudAnalyst have shown that the proposed
approach improves load balancing in the Cloud, minimizing response time by up to
82%, processing time by up to 90% and total cost up to 9%.

Ouhame et al. [14] integrated the GWO algorithm with Artificial Bee Colony
(HGWOABC) to improve the cloud resource allocation system. This technique
improved the parameters of load balancing in Cloud Computing by 1.25%.

In Table 1, we conclude this section by specifying the different load balancing
parameters of each approach.

Year Approach Makespan Throughput Res Utzt QoS Energy Cost HV

2016 [24] Yes No No No No No No
2017 [22] Yes No Yes Yes Yes No No
2019 [10] Yes No Yes Yes No No No
2021 [25] Yes No Yes Yes No No No
2020 [12] Yes Yes Yes Yes No No No
2019 [26] No No Yes Yes Yes No No
2021 [9] Yes Yes Yes Yes No No No
2019 [1] No No Yes Yes No No No
2020 [23] Yes Yes No No No No No
2018 [21] Yes Yes Yes Yes No No No
2019 [15] Yes No Yes Yes No Yes No
2020 [14] Yes No Yes Yes No No No

Table 1. Summary of balancing parameters for each approach

In this paper, a new dynamic load balancing approach has been proposed us-
ing a task scheduler based on the pairing between Genetic Algorithm (GA) and
Grasshopper Optimization Algorithm (GOA) called Scheduler GA-GOA Algorithm
(SGGA).

We have realized several hybridizations tests to replace the mutation by other
algorithms, and the GA-GOA hybridization give the best result. As shown in the
following Table 2 for example the makespan.

Our balancing based on the improvement of three parameters: makespan,
throughput and resource utilization (QoS).
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Tasks GA GA-GOA GA-PSO GA-ABC GA-ANTLion GA-ACO

100 0.32584 0.15874 0.32101 0.31524 0.18524 0.25471
200 0.78954 0.17543 0.78814 0.76214 0.20574 0.31241
500 1.01458 0.20145 1.01247 1.00024 0.26472 0.43120

Table 2. Testing the “makespan” result of the different GA hybrids

3 THE PROPOSED APPROACH

In this section, we will present the proposed global architecture; and the detailed
architecture that contains the components of our scheduler.

3.1 The Overall Architecture Proposed

Our proposed approach is developed to provide load balancing in the CloudIoT.
It contains several components on the IoT and Cloud sides. In our approach, we
focus our interest in tasks that will be processed at the Cloud level. The smart
objects send their tasks to the scheduler (SGGA) which will map and assign them
to the different virtual machines. The role of the scheduler will be detailed in the
next section. Figure 1 shows the overview of the overall architecture proposed in
CloudIoT.
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Figure 1. Presentation of the global architecture proposed in CloudIoT
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3.2 Detailed Architecture of the Proposed Approach “SGGA”

An effective load balancing is relied to a robust and reliable task scheduler. To this
end, we have developed a task scheduler based on both the grasshopper optimiza-
tion algorithm and the genetic algorithm. The latter gives very satisfactory results
mainly because of its flexibility and robustness. However, this algorithm suffers from
a heaviness at the level of its mutation operator [18], especially when the tasks num-
ber is increased. For this reason, and in order to deal with this limitation, we propose
to replace the mutation operator with the grasshopper optimization algorithm (see
Figure 2). The latter is classified among the new meta-heuristic algorithms, and it
is inspired by the behavior of grasshoppers [16].

 

Start 

Initialize all parameters  

t <= tmax Return the best solution BS 
False 

True 

Stop Selection 

Load Balancer 

Crossover 

t = t+1 

Mutation Grasshoppers  

Figure 2. Flow diagram of the Scheduler GGA

The algorithm of the proposed approach; which will be detailed later, initializes
randomly the position matrix. The rows and columns of this matrix are respectively
solutions and tasks (Table 3).

The solutions number is equal to 100, and each matrix cell contains the CPU
speed of a VM. After the initialization phase the SGGA, in each iteration, calculates
the fitness function of each solution (row). then, it sorts the solutions in ascending
order according to the calculated fitness functions. Thus, the best solution will be
at the top of the population (100 solutions). To improve the population quality of
the position matrix, we select the 7% of the best solutions, and then we apply the
selector and crossover operators of GA to obtain 50% of the new populations (as
indicated in Figure 3). At the end of an iteration, the grasshopper optimization
algorithm is applied to obtain the second half-population (the second 50%) from
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M T1 T2 T3 T4 T5 T6 T7 . . . Tm
Positions

P1 S-VM S-VM S-VM S-VM S-VM S-VM S-VM . . . S-VM
P2 S-VM S-VM S-VM S-VM S-VM S-VM S-VM . . . S-VM
P3 S-VM S-VM S-VM S-VM S-VM S-VM S-VM . . . S-VM
P4 S-VM S-VM S-VM S-VM S-VM S-VM S-VM . . . S-VM
P5 S-VM S-VM S-VM S-VM S-VM S-VM S-VM . . . S-VM
P6 S-VM S-VM S-VM S-VM S-VM S-VM S-VM . . . S-VM
P7 S-VM S-VM S-VM S-VM S-VM S-VM S-VM . . . S-VM
. . . S-VM S-VM S-VM S-VM S-VM S-VM S-VM . . . S-VM
Pn S-VM S-VM S-VM S-VM S-VM S-VM S-VM . . . S-VM

Table 3. The population Matrix loaded by CPU speed of VMs (S-VM)

the value of the first half-population.

M 

Positions 
T1 T2 T3 T4 T5 T6 T7 T8 ….. Tm 

P1 s s s s s s s s s s 

P2 s s s s s s s s s s 

P3 s s s s s s s s s s 

P4 s s s s s s s s s s 

P5 s s s s s s s s s s 

P6 s s s s s s s s s s 

. s s s s s s s s s s 

. s s s s s s s s s s 

. s s s s s s s s s s 
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. s s s s s s s s s s 

. s s s s s s s s s s 
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Pn s s s s s s s s s s 

 

7 % of best solutions 

43 % by GA operators 

50 % by Grasshoppers optimization 

Figure 3. The new population Matrix composition

3.3 The Components of the SGGA

In this sub-section, we present, in details, the roles of the fourth components of our
approach, as well as their algorithms.
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Algorithm 1: SGGA

Input: Tasks vector, VMs vector
Output: Mapping of Tasks to VMs
M [x, n]← random(CPU,VMs);
t← 1;
while t ≤ tmax do

for i← 2 to n do
Fitness[i]← LoadBalancer(M [x, n]);

end
BS←M [1, n];
newM← 1;
j ← 1;
SelectionAlgo (Fitness[x],M [x, n],M Select[y, n],Array Select[y2− y]);
for i← 1 to y do

M [i, n]← M Select[i, n];
end
while newM < s do

Parent1← M Select[Array Select[newM].part1, n];
Parent2← M Select[Array Select[newM].part2, n];
CrossoverAlgo(Parent1,Parent2, newParent1, newParent2);
M1[j, n]← newParent1;
M1[j + 1, n]← newParent2;
newM← newM+ 1;
j ← j + 2;

end
while newM ≤ x do

M2[]← GrasshoppersAlgo(M1);
newM← newM+ 1;

end
M []←M1[] +M2[]; (concatenate the two matrices M1 and M2 in M);
t← t+ 1;

end

In this context, we assume that we have a set of tasks T = {T1,T2, . . . ,Tn},
where each of them is characterized by its size in Kilobytes (KB), and a set of virtual
machines VM = {VM1,VM2, . . . ,VMm}, where each of them is characterized by its
computing capacity (CPU) in million instructions per second (mips).

The population is represented by positions (solutions), each of them has its own
fitness function. The solution can be represented using binary Mapping Matrix
(MP), where rows indicate VMs and columns indicate Tasks. In the example below,
the mapping matrix (MP) represents the set VM1(T2, T6), VM2(T4, T5), VM3(T1,
T3).
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MP =

 0 1 0 0 0 1
0 0 0 1 1 0
1 0 1 0 0 0

 . (1)

SGGA starts by initializing the population randomly, each chromosome is repre-
sented by a speed line of the virtual machines and the indices are the indices of the
tasks.

In the rest of the section, we will detail the role of each component of the
proposed approach.

3.3.1 The Load Balancer Component

The role of this component is to calculate the fitness functions of each solution by
using formulas from (2 to 10) then, it stores them in the fitness vector. After that, it
sorts the fitness vector in ascending manner as well as the solutions matrix according
to the fitness vector. Thus, the best solution (BS) will be at the top of the solutions
matrix.

Since our SGGA is a multi-objective thus, to improve load balancing, the pro-
posed fitness function must combine between two objectives (the makespan and the
average load utilization) as indicated in the formula (2).

f(Pi) = (makespan + AvgLoad) , (2)

where makespan is the maximum time taken by any virtual machine, given by:

makespan = (max (TVM
)j∈1,...,M) , (3)

where TVMj is the processing time of a specific VMj. AvgLoad is between 0 and 1.
It is the average load of all virtual machines for a specific position, it is calculated
according to the formula (4):

AvgLoad =

(
1−

∑M
j=1 LoadVMj

m

)
. (4)

The value of LoadVMj is calculated to find the part used by the virtual machine
VMj, according to the following equation:

LoadVMj =

(
TaskMapVMj

MappeVMj

∗ 100
)
. (5)
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Formula (6) normalizes the value of LoadVMj to avoid negative values that affect
AvgLoad: [9].

LoadVMj =


100−(LoadV Mj−100)

100
, if LoadVMj > 100,

0, if LoadVMj < 0,

LoadV Mj

100
, else.

(6)

The Equation (7) presents the size of the tasks mapped by the virtual machine
VMj, using the binary Mapping Matrix already presented in (1):

TaskMapVMj =

(
N∑
i=1

SizeTask[i] ∗MP[i, j]

)
. (7)

Since each task is characterized by its value size and, each virtual machine is
characterized by its computing power thus, these values are used to calculate the
load according to formula (8):

MappeVMj =

(
N∑
i=1

(SizeTask[i]) ∗MappeRatio(VMj)

)
, (8)

where MappeRatio(VMj) is a ratio used to calculate the maximum size of tasks that
can be mapped to the VMj, it is calculated as follows:

MappeRatio(VMj) =

(
CPUVMj∑M
j=1CPUVMj

)
. (9)

Finally, formula (10) is used to calculate the average resource utilization rate
(AVGUR). This rate is between [0.1] and it is calculated as follows:

AVGUR =

(
(
∑M

j=1 TVMj)/M

makespan

)
. (10)

The pseudo Algorithm 2 LoadBalancer presents the different actions that allow
to calculate the fitness function and the combination between the two objectives of
our approach.

3.3.2 The Selector Component

This component generates another matrix, called M Select, and a vector, called
Array Select. At the beginning, this matrix contains, the best 7% chromosomes.
The Array Select vector contains the indices of all chromosomes that can be gen-
erated and used for crossing. This vector makes it possible to avoid the crossing
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Algorithm 2: Load Balancer component behavior

Input: M [x, n]
Output: Fitness[x], M [x, n]
Initialize parameters;
LoadMP[];
Calculate:
SizeTask[i],CPUVM[j];
MappeVM [j];
TaskMapVM [j];
LoadVM [j];
AvgLoad;
Makespan;
Fitness← Makespan + AvgLoad;
Descending sort(vector of fitness functions);
Descending sort(matrix of positions) according Fitness sort;

between the same chromosome on one side, and also to avoid the crossing of two
chromosomes several times on the other side (Figure 4).

The pseudo Algorithm 3 SelectorAlgo, allows to present the different actions
which constitute the functionalities of this component.

Algorithm 3: Selector component behavior

Input: Fitness[x], M [x, n]
Output: MSelect[y, n], ArraySelect[y2 − y]
Select the 7% of best solutions;
Create the matrix of best solutions;
Create the array of parent index who go to crossover;

3.3.3 The Crossover Component

From the indices values of the Array Select vector, this component performs the
crossing between two parents. So, it randomly takes a series of genes from one
parent and concatenates it with the remained genes from the second parent. At the
end of the crossover operator execution, we obtain a new half-population (the first
50% of the solutions).

The pseudo Algorithm 4 CrossoverAlgo, presents the actions of the crossing
between two parents, to obtain new two parents.

3.3.4 The Grasshoppers Component

In genetic algorithm, to obtain a new generation, the mutation operator is based
on random selection of genes, and the replacement of the latter by others closer to
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M 

Positions 
T1 T2 T3 T4 T5 T6 F 

P1 6 2 4 1 9 3 0.4 

P2 4 9 2 3 6 1 2.1 
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P1 6 2 4 1 9 3 0.4 

P2 4 9 2 3 6 1 2.1 

P3 1 9 6 2 4 3 3.4 

P4 2 4 1 9 3 6 3.9 
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Generate 

Generate 

Figure 4. Relationship between M Select and Array Select

Algorithm 4: CrossoverAlgo

Input: Parent1, Parent2
Output: newParent1, newParent2
Randomly select part of the chromosome(cutPart);
Load the first cutPart of Parent1 and Parent2 to newParent1 and
newParent2;
Load the rest of Parent1 and Parent2 to newParent2 and newParent1;

them. This allows a global optimal solution [9] to be found instead of a local optimal
solution, and this is the strength of the genetic algorithm for global optimization.

The disadvantage of this operator is its heaviness [18], especially when the num-
ber of tasks increases. To overcome this problem, we replaced this operator by
a component based on the grasshopper optimization algorithm, which allows to
propose local optima [16]. The latter makes it possible to obtain the second half-
population (a second 50% of the solutions) from the first half-population. The
obtained values of the second half-population will be normalized so that they cor-
respond with the values of the CPU speeds of virtual machines. The normalization
consists of bringing values of the matrix closer to those of the CPU speeds defined
in the VMs vector. For example, an obtained value 6.3623, it will be normalized to
6 according to the list of CPU speeds VMs.
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Finally, the two half-populations will be concatenated to form the new popula-
tion. The advantage of this algorithm is that it offers meaningful exploration and
exploitation [16].

In the remainder of this section, we explain the swarming behavior of grasshop-
pers which is mathematically modeled as follows:

Pi = (Si +Gi + Ai) , (11)

where Pi indicates the position of the grasshopper, Si is the social interaction be-
tween the grasshoppers, Gi indicates the force of gravity on the grasshopper, and
Ai is the advection of the wind. To produce random grasshopper behavior, Equa-
tion (11) can be rewritten as:

Pi = ((r1 ∗ Si) + (r2 ∗Gi) + (r3 ∗ Ai)) , (12)

where r1, r2 and r3 are random numbers in the range [0, 1]. The social interaction
Si is defined as follows:

Si =

(
N∑

j=1,j ̸=i

S(dij)d̂ij

)
, (13)

where N denotes the number of grasshoppers, dij = |Pj −Pi| defines the Euclidean
distance between the ith and the jth grasshopper, and d̂ij =

Pj−Pi

dij
is a unit vector

from the ith to the jth grasshopper, and S represents the social forces denoted by
the following equation:

S(r) =
(
f ∗ e

−r
l − e−r

)
, (14)

where f and l are the attraction intensity and the attraction length scale respectively.
Improvements have been made to formula (12) so that it can be used to solve

optimization problems, because grasshoppers quickly reach the comfort zone and
the swarm does not converge on the objective [16].

P d
i = c1

(
N∑

j=1,j ̸=i

c2
ubd − lbd

2
s(|Pj − Pi|)

Pj − Pi

dij

)
+ T̂d, (15)

where ubd and lbd respectively represent the upper and lower bounds in the dth

dimension (where d represents the objective number on the fitness function). T̂d

denotes the best solution found so far in the d-dimensional space.
c1 and c2 are considered as a single parameter called c which is expressed in the

following equation: [16].

c =

(
cmax − t

cmax − cmin

tmax

)
, (16)

where cmax and cmin represent the maximum and minimum values of c, respectively,
t is the current iteration, and tmax is the maximum number of iterations. The
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algorithm coefficients are initialized as follows [16]: cmax = 1, cmin = 0.00004,
f = 0.5 and l = 1.5.

The formulas (11), (12), (13), (14) and (15) are translated into pseudo Algo-
rithm 5 GrasshoppersAlgo.

Algorithm 5: Grasshopper Algorithm

Input: M1[s, n]
Output: M2[x− s, n]
Initialize parameters;
while not last position do

if i ̸= j then
M2← P d

i ;
end

end
while not last position do

M2[]← (M2[] ≈ CPUVM[]); /* Normalized matrix of positions */
end

4 CASE STUDY

In this part, we explain the steps to follow, of our approach, in order to achieve
the objective. For this, we assume that we have an environment containing a set
of 6 tasks T = {T1,T2,T3,T4,T5,T6}, and a set of 3 virtual machines VM =
{VM1,VM2,VM3}. The operation of the components of our approach is illustrated
through the following steps:

Step 1: In this step, the SGGA prepares Tables 4 and 5 with the necessary infor-
mation. Thus, Table 4, contains the characteristics of the tasks namely the size
(Size) and the worst execution time (WCET) [29]. The Table 5 contains virtual
machine information: CPU speed, and Storage capacity.

T T1 T2 T3 T4 T5 T6

Size (KB) 6 2 7 12 3 1.5
WCET 4 2 4.5 5.3 2.3 1.1

Table 4. Tasks characteristics

VM VM1 VM2 VM3

CPU (mips) 5 4 6
Storage 7 12 22

Table 5. VMs characteristics
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We also assume that the size of the population is equal to 20 (x = 20), the
maximum time for the execution of a given task is 100 (tmax = 100).

Once the two tables above are prepared, the SGGA randomly initializes the
matrix by M chromosomes [20, 6] as shown in Table 6.

M T1 T2 T3 T4 T5 T6 F

P1 4 6 5 5 5 6 12.80
P2 5 5 4 6 5 6 8.40
P3 5 4 5 6 6 6 9.14
P4 5 4 6 4 4 4 11.39
P5 6 4 5 6 4 6 4.89
P6 4 6 4 5 6 6 9.69
P7 4 4 5 4 5 6 12.07
P8 6 6 4 5 5 4 7.87
P9 6 6 4 4 4 5 13.05
P10 6 6 4 6 5 6 6.53
P11 5 6 5 4 6 5 10.07
P12 5 4 5 6 4 6 8.74
P13 4 5 6 4 5 6 9.96
P14 6 4 5 4 6 5 7.68
P15 6 6 5 4 5 5 8.20
P16 4 5 6 4 6 6 9.98
P17 5 4 5 5 6 4 14.20
P18 5 5 4 6 6 6 8.94
P19 6 5 6 4 6 6 12.44
P20 4 6 5 6 5 4 7.39

Table 6. The matrix M before sorting with Fitness

Then, it invokes the LoadBalancer component to create the fitness vector. The
latter contains the fitness of each Pi ∈ [1, . . . , 20]. Finally, the matrix M will
be sorted according to the values of the fitness vector (ascending order) as show
in Table 7.

Thus, the best solution (BS = (6, 4, 5, 6, 4, 6)), having as fitness the smallest
value, will be at the head of the matrix.

Step 2: In this step, the Selector component is invoked. It allows to create the
MSelect matrix.

This latter contains, at the beginning, the 7% best solutions. In this case
study, they are the four best chromosomes sectioned from the position matrix
(see Table 8). From the MSelect array, the Selector component creates the
ArraySelect vector which contains the chromosomes indices that will participate
in the crossover step, as shown in Table 9.

Step 3: Once step 2 is completed, the SGGA, invokes the Crossover component.
The latter makes it possible to create the first half-population (matrix M1[10, 6])



380 S. Benabbes, S.M. Hemam

M T1 T2 T3 T4 T5 T6 F

P1 6 4 5 6 4 6 4.89
P2 6 6 4 6 5 6 6.53
P3 4 6 5 6 5 4 7.39
P4 6 4 5 4 6 5 7.68
P5 6 6 4 5 5 4 7.87
P6 6 6 5 4 5 5 8.20
P7 5 5 4 6 5 6 8.40
P8 5 4 5 6 4 6 8.74
P9 5 5 4 6 6 6 8.94
P10 5 4 5 6 6 6 9.14
P11 4 6 4 5 6 6 9.69
P12 4 5 6 4 5 6 9.96
P13 4 5 6 4 6 6 9.98
P14 5 6 5 4 6 5 10.07
P15 5 4 6 4 4 4 11.39
P16 4 4 5 4 5 6 12.07
P17 6 5 6 4 6 6 12.44
P18 4 6 5 5 5 6 12.80
P19 6 6 4 4 4 5 13.05
P20 5 4 5 5 6 4 14.20

Table 7. The matrix M after sorting with Fitness

T1 T2 T3 T4 T5 T6

P1 6 4 5 6 4 6
P2 6 6 4 6 5 6
P3 4 6 5 6 5 4
P4 6 4 5 4 6 5

Table 8. MSelect for the best chromosomes

as indicated in Table 10. The first half-population is obtained from the MSe-
lect matrix and the MSelect vector resulting from step 2. Thus, the M1 matrix
contains the 7% of the population of the M-Select array, and the rest of the
population is obtained by crossing chromosomes (Pi,Pj) of the ArraySelect vec-
tor.

Step 4: In this step, the Grasshoppers component uses the matrix M1 to create
the second half-population and stores it in M2[10, 6]. For example, according to
formula (15), the position P11 of M2 is calculated by taking into consideration

1 2 3 4 5 6

P1, P2 P1, P3 P1, P4 P2, P3 P2, P4 P3, P4

Table 9. ArraySelect for all positions chromosomes
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T1 T2 T3 T4 T5 T6

P1 6 4 5 6 4 6
P2 6 6 4 6 5 6
P3 4 6 5 6 5 4
P4 6 4 5 4 6 5
P5 6 4 4 6 5 6
P6 6 4 5 6 5 4
P7 6 4 5 4 6 5
P8 6 6 5 6 5 4
P9 6 6 4 6 6 5
P10 4 6 5 4 6 5

Table 10. The matrix of the first half population M1

the position P1 with all the positions Pi where i ∈ [1, . . . , 10] and the best
position.

And so on for positions from P12 to P20. The obtained values from the M2
matrix, presented in Table 11, do not correspond to the values of the CPU
speeds of the VMs as indicated in Table 5. The normalization operation makes
it possible to bring the values of the M2 matrix closer to values of Table 5, as
shown in Table 12.

M2 T1 T2 T3 T4 T5 T6

P11 6.36 3.74 5.10 5.80 3.80 5.79
P12 6.05 4.05 4.49 5.57 3.80 5.79
P13 6.05 4.26 5.10 5.57 4.41 5.79
P14 6.05 4.26 5.51 6.42 3.59 6.22
P15 5.64 4.26 5.10 5.57 3.59 5.79
P16 6.36 3.74 4.49 5.80 4.41 5.79
P17 6.36 4.26 5.10 6.42 3.80 5.79
P18 5.64 3.74 4.49 5.80 3.80 6.22
P19 5.64 3.74 4.59 6.42 3.59 6.40
P20 5.64 3.74 4.49 5.57 3.80 5.79

Table 11. The matrix of the second half population M2

Step 5: In the last step, the SGGA merges the two half-populations in the M
matrix. The latter represents a new generation of the solutions for the first
iteration (t = 1) as show in Table 13.

Then, it invokes the LoadBalancer component for the next iteration, as shown
in Table 14, until reaching the maximum number of iterations (t = 100) as
proposed at the beginning.

At the end of the last iteration (t = 100), the optimal solution is at the top of
the M2 matrix, and it is indicated by the position P1: BS = (6, 4, 5, 6, 4, 6).
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M2 T1 T2 T3 T4 T5 T6

P11 6 4 5 6 4 6
P12 6 4 5 6 4 6
P13 6 4 6 6 4 6
P14 6 4 5 6 4 6
P15 6 4 5 6 4 6
P16 6 4 6 6 4 6
P17 6 4 5 6 4 6
P18 6 4 4 6 4 6
P19 6 4 6 6 4 6
P20 6 4 5 6 4 6

Table 12. The M2 normalized

M2 T1 T2 T3 T4 T5 T6 F

P1 6 4 5 6 4 6 19.89
P2 6 6 4 6 5 6 19.93
P3 4 6 5 6 5 4 28.33
P4 6 4 5 4 6 5 19.97
P5 6 4 4 6 5 6 21.09
P6 6 4 5 6 5 4 21.07
P7 6 4 5 4 6 5 22.01
P8 6 6 5 6 5 4 21.59
P9 6 6 4 6 6 5 20.16
P10 4 6 5 4 6 5 27.34
P11 6 4 5 6 4 6 19.89
P12 6 4 5 6 4 6 19.89
P13 6 4 6 6 4 6 20.22
P14 6 4 5 6 4 6 19.89
P15 6 4 5 6 4 6 19.89
P16 6 4 6 6 4 6 20.22
P17 6 4 5 6 4 6 19.89
P18 6 4 4 6 4 6 21.12
P19 6 4 6 6 4 6 20.22
P20 6 4 5 6 4 6 19.89

Table 13. The new matrix of positions M and vector of Fitness (t = 1)

5 EXPERIMENTAL RESULTS AND DISCUSSION

The purpose of this section is to verify the effectiveness of our approach. In order
to validate our proposal, we used the CloudSim 3.0.3 simulator [6]. The latter is
a framework used to model and simulate the Cloud Computing environment and
services. It is developed by the CLOUDS Lab organization and is written entirely
in Java.
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M2 T1 T2 T3 T4 T5 T6 F

P1 6 4 5 6 4 6 19.89
P2 6 4 5 6 4 6 19.89
P3 6 4 5 6 4 6 19.89
P4 6 4 5 6 4 6 19.89
P5 6 4 5 6 4 6 19.89
P6 6 4 5 6 4 6 19.89
P7 6 4 5 6 4 6 19.89
P8 6 6 4 6 5 6 19.93
P9 6 4 5 4 6 5 19.97
P10 6 6 4 6 6 5 20.16
P11 6 4 6 6 4 6 20.22
P12 6 4 6 6 4 6 20.22
P13 6 4 6 6 4 6 20.22
P14 6 4 5 6 5 4 21.07
P15 6 4 4 6 5 6 21.09
P16 6 4 4 6 4 6 21.12
P17 6 6 5 6 5 4 21.59
P18 6 4 5 4 6 5 22.01
P19 4 6 5 4 6 5 27.34
P20 4 6 5 6 5 4 28.33

Table 14. The new matrix of positions M and vector of Fitness (t = 1)

The simulation environment is a “Dell inspiron” PC, equipped with an Intel(R)
Core (TM) i7-3632QM CPU 2.20GHz, 6GB RAM, 1TB hard drive, and it uses
a Windows 10 operating system.

The experiment environment is as follows: we set the number of iterations to
1 000 (tmax = 1000), a single data center containing 30 hots machines, and 50 virtual
machines. The overall memory of the host machine is 16.384MB.

To evaluate the performance of our proposed approach, the experiments below
are based on the following metrics:

1. the waiting time of the optimal solution (WTOS),

2. the maximum time required for the execution of a batch of tasks (makespan),

3. the throughput (AVGThroughput) which represents the average number of tasks
executed per second and per iteration,

4. the average utilization resource ratio (AVGUR), and

5. the hypervolume indicator (HV).

The experimental results obtained are compared with the works closest to our
approach, namely: BGA, HGWO-ABC, GWO and ACO. In the following experi-
ments, we assume that we have a maximum set of 1 000 tasks.
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Experiment 1: In this experiment, we will evaluate the waiting time of the optimal
solution of our approach. Then compare the results obtained with the four
approaches: BGA, HGWO-ABC, GWO and ACO.

In this experiment, we vary the number of iterations from 100 to 1 000 with a step
of 100, and we set the number of tasks to 500. Then we observe the waiting time
necessary to obtain the best solution. Through Figure 5, we can notice that our
approach approximates the optimal solution at the end of iteration 670, while
the two approaches BGA and HGWO-ABC stabilize respectively from iteration
780 and 900. The optimal solution of two last approaches namely ACO and
GWO is reached during the last iteration (1 000).

From the above, we can see that our approach gives better results in terms of
waiting time to reach the optimal solution as well as in terms of the number of
iterations. This offers a very considerable economic gain.
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Figure 5. The results of the time to reach the optimal solution

Experiment 2: In this experiment, we will evaluate the makespan of our approach,
then the obtained results are compared with those of the other approaches.

In this experimentation, we vary the number of tasks from 100 to 1 000 with
a packet of 100, and we set the number of iterations to 1 000. Then we observe
the maximum time required for the execution of a batch of tasks.

Figure 6 shows that in the first two packages, all the approaches give almost close
values in terms of the makespan. However, from the 7th package the difference
between the different approach is clearly visible.

Experiment 3: After evaluating the first metric of the fitness function in the pre-
vious experiment, we evaluate its second metric which is the average resource
utilization ratio (AVGUR). This metric is between 0 and 1. This metric will
be analyzed regarding to the number of tasks, then will compare the obtained
results with the other approaches.
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Figure 6. The results of the makespan compared to the number of tasks

In this experimentation, we vary the number of tasks from 100 to 1 000 with
a packet of 100, and we set the number of iterations to 1 000. Then we observe
the average rate of resource utilization regarding to the number of tasks. Figure 7
shows that, for the first packet of 100 tasks, our approach and the BGA approach
give a higher average resource utilization (AVGUR) than the other approaches.
From the 8th packet, the HGOW-ABC approach exceeds that of BGA with a rate
of 2.86%.

Our approach exceeds BGA, HGWO-ABC, ACO and GWO in terms of resource
utilization by the order of 3.13%, 0.46%, 6.54% and 7.12%, respectively. This
explains that SGGA gives better performance in terms of average resource uti-
lization compared to other approaches.
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Experiment 4: The fourth metric is evaluated in this experiment. It is the average
number of tasks executed in a unit of time (AVG-Throughput). This parameter
automatically depends on the makespan. This evaluation is also compared with
the same four approaches.

In this experimentation, we set the number of iterations and the number of tasks
to 1 000. At the end of the experiment, we calculate the average number of tasks
executed per second which is the number of tasks divided by the global execution
time. Figure 8 shows that our approach gives a gain of 6.46%, 16.11%, 18.81%
and 25.09% compared to the BGA, HGWO-ABC, ACO and GWO approaches,
respectively, which confirms our theoretical assumptions.
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Experiment 5: In this experiment, the SGGA is compared with the other ap-
proaches according to the hypervolume indicator, which is the most used metric
to compare the performance of scalable multi-objective algorithms [8].

HV is a unary metric that calculates the volume of the area bounded by the
set of solutions and a reference point, where a higher value indicates a better
result [5].

Figure 9 shows that our approach SGGA and BGA have the best HV indicator
with a slight superiority of our approach of around 1.70%. Compared to other
techniques, we find that our approach outperforms other approaches whose gain
rate is 13.64%, 22.87% and 17.84% compared to HGWO-ABC, ACO and GWO
approaches, respectively.

The HV values confirm that our SGGA approach gives a much more efficient
set of solutions than the other approaches.

As a conclusion of the realized experiments, our SGGA approach based on the
combination of genetic algorithm and grasshopper optimization algorithm, gives
an optimal solution for dynamic load balancing in the CloudIoT.
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6 CONCLUSION

The CloudIoT paradigm enables intelligent resource utilization in an equitable man-
ner. In this paradigm, IoTs send their tasks to Cloud Computing for processing or
storage, mapping them to the various hardware and software resources represented
by virtual machines. When distributing the data to be processed to the virtual
machines (VMs), some will be loaded while others will be less loaded or inactive.
Load balancing is a mechanism that manages the allocation of VMs to tasks sent
by IoTs. It thus allows the optimization of makespan, throughput and the rentable
use of resources.

To achieve dynamic load balancing in the CloudIoT, a task scheduler (SGGA)
based on the combination between genetic algorithm and grasshopper optimization
algorithm has been proposed. The two operators of GA (selection and crossover),
are developed to avoid redundancy in the choice of a chromosome several times.
Then the mutation operator is replaced by a component based on the grasshop-
per optimization algorithm. Careful experiments are carried out on CloudSim, to
demonstrate that SGGA is more efficient compared to more recent works (BGA,
HGOW-ABC, GWO and ACO) in terms of time to reach the optimal solution,
makespan, throughput, the average resource utilization ratio and the hypervolume
indicator.

In future work, we aim to expand the parameters of load balancing so that
SGGA can improve energy consumption and cost, and we implement our approach
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on a real system such as a smart city. We aim, also, to evaluate it with the new
CEC functions such as Ackley, Rosenbrock, Michalewicz, Dixon and Price function.
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Abstract. The Transformer has been widely used for many tasks in NLP before,
but there is still much room to explore the application of the Transformer to the
image domain. In this paper, we propose a simple and efficient hybrid Transformer
framework, CTransNet, which combines self-attention and CNN to improve medi-
cal image segmentation performance. Capturing long-range dependencies at differ-
ent scales. To this end, this paper proposes an effective self-attention mechanism
incorporating relative position information encoding, which can reduce the time
complexity of self-attention from O(n2) to O(n), and a new self-attention decoder
that can recover fine-grained features in encoder from skip connection. This paper
aims to address the current dilemma of Transformer applications: i.e., the need
to learn induction bias from large amounts of training data. The hybrid layer in
CTransNet allows the Transformer to be initialized as a CNN without pre-training.
We have evaluated the performance of CTransNet on several medical segmentation
datasets. CTransNet shows superior segmentation performance, robustness, and
great promise for generalization to other medical image segmentation tasks.
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1 INTRODUCTION

With the development and widespread use of medical imaging equipment, X-rays,
CT examinations, magnetic resonance imaging (MRI), and ultrasound scans have
become four necessary medical aids used to assist doctors in disease diagnosis, prog-
nosis assessment, and surgery planning. To help doctors make accurate diagnoses,
medical image segmentation is required to identify some critical targets in medical
images and extract features from them for subsequent lesion diagnosis. In general,
there are two main types of image segmentation tasks: semantic segmentation and
instance segmentation. Image semantic segmentation is a pixel-level classification
task that requires predicting each pixel point of an image. Image instance seg-
mentation requires not only pixel-level classification but also the differentiation of
instances based on specific categories. Medical image segmentation is unique in that
there are significant differences between each organ or tissue, making instance seg-
mentation of medical images less meaningful. Medical image segmentation usually
refers to the semantic segmentation of medical images. Currently, the main med-
ical image segmentation tasks include liver and liver tumour segmentation, brain
and brain tumour segmentation, optic disc segmentation, cell segmentation, lung
segmentation, and lung nodule segmentation. Many recent medical semantic seg-
mentation approaches have adopted the U-Net framework with a codec structure.
However, U-Net using a simple jump-join scheme is still challenging for modelling
global multi-scale problems:

1. Not every jump-join setting is valid due to incompatible codec stage feature sets,
and even some jump-join can negatively affect segmentation performance;

2. The original U-Net is worse than U-Net without jump-join on some datasets.

CNNs are widely used in computer vision tasks because of their excellent feature
extraction capabilities; the encoder-decoder structure built on convolutional oper-
ations is currently well-suited for solving location-sensitive tasks such as semantic
segmentation. With the help of convolution operations, texture information and lo-
cal features between neighbouring pixels can be captured; then, by stacking the local
features extracted at different levels, the perceptual field can be gradually expanded
to obtain higher-level global features. However, this approach has two limitations:
firstly, convolution can only extract information between neighbouring pixels and
cannot model global associations effectively; secondly, the size and dimensions of
the convolution kernel are often fixed and cannot be adjusted according to the input
content.

The Transformer has been widely used for many tasks in NLP before [1, 2, 3],
but there is still much room to explore the application of the Transformer to the
image domain [4, 5, 6]. In this paper, we propose a simple and efficient hybrid Trans-
former framework, CTransNet, which combines self-attention and CNN to improve
medical image segmentation performance and capturing long-range dependencies at
different scales. To this end, this paper proposes an effective self-attention mech-
anism incorporating relative position information encoding, which can reduce the
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time complexity of self-attention from O(n2) to O(n), and a new self-attention de-
coder that can recover fine-grained features in encoder from skip connection. This
paper aims to address the current dilemma of Transformer applications: i.e., the
need to learn induction bias from large amounts of training data. The hybrid
layer in CTransNet allows the Transformer to be initialized as a CNN without
pre-training. We have evaluated the performance of CTransNet on several medi-
cal segmentation datasets. CTransNet shows superior segmentation performance,
robustness, and great promise for generalization to other medical image segmenta-
tion tasks.

Based on the above findings, we propose a new medical image segmentation
framework, CTransNet, which leverages channel attention mechanisms. Our ap-
proach utilizes a hierarchical cascaded self-attention module (MHSA) to address the
inefficiency of multi-headed self-attention in the visual Transformer model caused
by high computational and spatial complexity. We propose to split the image into
patches, with each patch representing a token to learn feature relationships within
a small grid. We group patches into each small grid and compute self-attention in
each group, capturing local feature relationships and producing different local fea-
ture representations. The smaller grids are then merged into the larger grid, with
the previous smaller grid treated as a new token for the next grid’s attention com-
putation. CTransNet combines self-attention [7] and convolutional neural network
(CNN) techniques to improve segmentation performance, with self-attention mod-
ules incorporated into both the encoder and decoder parts to capture long-range
dependencies at different scales with minimal overhead. Our approach uses an effec-
tive self-attention mechanism that includes relative position information encoding
to reduce self-attention’s time complexity from O(n2) to O(n). Additionally, our
self-attention decoder can recover fine-grained features in the encoder from skip
connection. Experimental results demonstrate that CTransNet outperforms tradi-
tional architectures, including transformer and U-Shape frameworks, across different
datasets, leading to more accurate and consistent improvements in semantic segmen-
tation.

2 RELATED WORK

2.1 CNN-Based Methods

Early methods for segmenting medical images primarily relied on contour and con-
ventional machine learning techniques [8, 9, 2, 10]. U-Net for medical picture seg-
mentation was proposed in [11] with the introduction of deep CNNs. Numerous
Unet-like techniques, like Res-UNet [12], have been developed as a result of the
U-shaped structure’s ease of use and high performance. U-Net++ [13], Dense-
UNet [10], and UNet3+ [14]. Additionally, it has been applied to the segmenta-
tion of 3D medical images using methods like 3D-Unet [15] and V-Net [16]. In
the field of medical picture segmentation right now, CNN-based techniques have
had remarkable success. Because of its potent representation, CNN-based tech-
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niques have now had tremendous success in the field of medical image segmenta-
tion.

2.2 Vision Transformers Methods

Transformer was initially put forth as a solution for machine translation tasks in [17].
In the field of NLP, techniques based on transformers have excelled in a range of
tasks, achieving state-of-the-art performance. Multiple tasks have been completed
with state-of-the-art performance [18]. Due to the popularity of Transformer, re-
searchers at [19] developed the ground-breaking Visual Transformer (ViT), which
demonstrated a remarkable speed-accuracy trade-off in picture recognition tasks.
Because ViT needs pre-training on its own sizable dataset, it is less advantageous
than CNN-based techniques. Deit et al. [20] outlines numerous training procedures
that make it possible for ViT to be effectively trained on ImageNet in order to over-
come the challenges associated with doing so. Recently, some outstanding papers
on ViT have been produced [21, 22, 23]. Notably, the Swin Transformer was pro-
posed as the visual backbone given in [23], and it is an effective hierarchical visual
transformer. The Swin Transformer, which is based on the shift window mechanism,
performs at the cutting edge on a range of vision tasks, including semantic segmen-
tation, object detection, and image classification. In this paper, we try by employing
the Swin Transformer block as the basis unit to create a U-shaped encoder-decoder
architecture with skip connections for medical picture segmentation, we want to
provide a benchmark for the advancement of transformers in the field of medical im-
ages. A benchmark comparison can be made using the Transformer’s advancement
in the realm of medical pictures.

2.3 Transformer to Complement CNNs

In recent years, researchers have attempted to increase network performance by in-
corporating self-attention mechanisms into CNNs [24, 25, 26, 27]. There are also
a number of vision tasks on which Transformer and CNN [28, 29] have been com-
bined, and significant improvements have been achieved. In [30], a U-shaped struc-
ture was integrated with skip connections and additive attention gates to analyse
medical images. However, this strategy is still CNN-based. Efforts are currently
being made to combine CNN with Transformer to challenge CNNs dominance in
medical image segmentation. CNNs have advantages for medical picture segmenta-
tion [25, 31, 32]. The authors of [25, 33] have developed a potent encoder for the
segmentation of two-dimensional medical images. Similar to [25, 31] and [34] use
the complementary nature of the Transformer and CNN to enhance the segmenta-
tion capabilities of the model. Various combinations of Transformer and CNN are
currently employed for the multimodal segmentation of brain tumors [35] and 3D
medical picture segmentation [32, 2]. In contrast to the methodologies described
above, we investigated the possibility of pure transformers for medical image seg-
mentation applications. We redesigned the multi-headed attention mechanism of
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the Transformer and perfectly fused the local information extraction of the convolu-
tional neural network and the global context of the Transformer to make our method
more applicable to image segmentation tasks.

3 METHODOLOGY

3.1 Self-Attention

The Transformer model is founded on a multi-head attention module (MHSA, Multi-
head self-attention) that enables the model to incorporate attention learned from
different subspaces. The output of the multi-heads is concatenated and supplied
to the feedforward network (FFN) layer. Given the small sample size of medi-
cal datasets, we conducted several experiments and found that a large number of
parameter calculations could have an adverse impact on model segmentation per-
formance. Therefore, we determined that the head parameter setting of 6 achieved
the best performance for our method. In this study, we applied head = 6 to the
input X (C × W × H) to obtain the mapping Q, K, V after a 1 × 1 convolution,
which is then divided into various heads. The following equation outlines the specific
attention calculation:

Att(Q,K, V ) = softmax

(
QKT

√
d

)
V. (1)

The computed attention is then processed by softmax and called: a contextual ag-
gregation matrix, or similarity matrix, indicating how well each q matches is similar
to all the keys; this similarity is then used as a weight and multiplied by the value,
so that attention is computed, and is based on a global perceptual field that takes
all the inputs into account. This self-attention-based contextual aggregation matrix
dynamically adjusts with the input content, allowing for better feature aggregation;
however, the dot product operation for n × d has a time complexity of O(n2), as
n as a sequence length is generally much larger than the dimension d. Where

√
d

denotes approximate normalization, applying the Softmax function to each row of
the matrix. Note that we have omitted the computation of multiple headers here
for simplicity. The matrix product QKT is done specifically by first computing
the similarity between each pair of tokens. Then, each new token is obtained by
derivative acquisition on top of the combination of all tokens. after the MHSA cal-
culation, further residual joins can be added to facilitate optimization. We assume
that the height of the input X feature map is H0 and the width is W0. We have
N = H0 ×W0. Then, we can divide the feature map into small grids, each of size
G0 ×G0. Therefore, we reconstruct the input feature map to obtain the new X ′:

X ∈ RC×H0×W0 → X ∈ R
C×

(
H0
G0

×G0

)
×
(

W
G0

×G0

)
→ X ′ ∈ R

C×
(

H0
G0

)
×
(

W0
G0

)
×(G0×G0). (2)
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To simplify the network optimization, we also perform the following transformation
for the generated local self-attentive Att :

Att0 ∈ RC×H0×W0 → Att0 ∈ R
C×

(
H0
G0

×G0

)
×
(

W
G0

×G0

)
→ Att ′0 ∈ R

C×
(

H0
G0

)
×
(

W0
G0

)
×(G0×G0).

(3)
This computational complexity is significantly reduced because the Att0 computes
each small G × G network faster. For the ith step, we can consider the smaller
network block obtained at the i− 1st step as a new token, which can be achieved
simply by downsampling the attentional features:

Att0 = X + Att0, (4)

Att ′i−1 = MaxPool(Att i−1) + AvgPool(Att i−1), (5)

where Att ′i−1 ∈ RC×Hi×Wi , Hi = H0/(G0G1 . . . Gi−1), Wi = W0/(G0G1 . . . Gi−1),
MaxPool and AvgPool denote maximum pooling and average pooling, respectively.
We then similarly divide Att ′i−1 into a grid of size Gi×Gi and re-obtain the following
equation:

Att ′i−1 ∈ RC×Hi×Wi → Att ′i−1 ∈ R
C×

(
Hi
Gi

×Gi

)
×
(

W
Gi

×Gi

)

→ Att ′i−1 ∈ R
C×

(
Hi
Gi

)
×
(

Wi
Gi

)
×(G2

i ), (6)

Q = X ′
i−1W

q, K = X ′
i−1W

k, V = X ′
i−1W

v, (7)

finally, we obtain the mathematical representation of Ai as follows:

Att ′i ∈ RC×Hi×Wi → Att ′i ∈ R
C×

(
Hi
Gi

×Gi

)
×
(

W
Gi

×Gi

)
→ Att ′i ∈ R

C×
(

Hi
Gi

)
×
(

Wi
Gi

)
×(G2

i ).
(8)

We connect through the residuals and will keep iterating until it is small enough.
Then we stop slicing the grid blocks. the final output of MHSA is:

MHSA(X) = (Att0 + . . .+ Upsample(AttM))W p +X, (9)

where UPsample(.) denotes upsampling the attentional features to their original size
and W p is the weight matrix of the feature projection. m is the maximum number of
iteration steps. In this way, our method can establish global feature dependencies. It
is easy to prove that, under the assumption that all Gi are equal, the computational
complexity of MHSA is:

Ttime(MHSA) = 3NC2 + 2NG2
0C. (10)

Thus, we reduce the computational complexity significantly from O(N2) to O(N),
and here G0 is much smaller than N . Likewise, the space complexity is greatly
reduced.
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In terms of network time complexity computation, our approach differs from
some state-of-the-art not-transformer-based approaches in that we first divide the
image into multiple patches, each of which can be considered as a token, and
instead of computing attention across all patches, we further group the patches
into each small grid and compute self-attention in instead of computing atten-
tion across all patches, we further group patches into each small grid and com-
pute self-attention in each grid, thus capturing local feature relationships and pro-
ducing distinguishable local feature representations. Then, the smaller grids are
merged into the larger grid, and the attention in the next grid is recomputed by
treating the smaller grid in the previous step as a new token. This process is re-
peated iteratively to gradually reduce the number of tokens. Throughout the pro-
cess, our MHSA module progressively computes self-attention in increasing regional
network sizes and naturally models the global feature relationships in a hierarchi-
cal manner. Since each grid has only a small number of tokens at each step, we
can significantly reduce the computational/spatial complexity of the vision Trans-
former.
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Figure 1. Illustration of the proposed CTransNet. GAP: global average pooling; DW
Conv: deepthwise separable convolution; RB: Residual Bottleneck; GCE: global context
extraction.

3.2 Network Architecture

Figure 1 illustrates the network structure of CTransNet. The purpose of this study
is to combine the benefits of convolution with self-attention so that, on the one
hand, convolution can be used to learn inductive bias and avoid pre-training the



Transformer and CNN for Medical Segmentation 399

Transformer on big datasets, and on the other hand, the Transformer can be used
to capture global characteristics. The effective self-attention and relative location
coding suggested in this research enable the Transformer to accumulate global con-
textual data at various scales efficiently. Since miss segmentation frequently hap-
pens at the edges of the ROI region, high-resolution contextual information is re-
quired for precise segmentation. Instead of only computing self-attention on the
CNN-extract feature map, this research employs a transformer at each level of
the encoder-decoder to collect long-range dependencies at various scales. How-
ever, the raw input was not processed using the Transformer, as employing the
Transformer at a superficial level would be of limited benefit and raise the com-
puting cost. One possible explanation for this is that the shallow feature map is
more concerned with fine-grained textures than global information. Since the Eu-
clidean distance possesses symmetry, the disease-centric learning strategy, in this
case, can be substituted by r. Figure 3 depicts a symmetric metric learning ap-
proach centred on drugs and diseases under the explicit treatment relationship.
In summary, the disease-centric metric is symmetric with the drug-centric met-
ric, and the objective of symmetric metric learning is to push drugs or diseases
that are not associated out of the ball, pull drugs or diseases that are associ-
ated or potential associations into the ball, and guarantee that the distance of
known drug-disease pairs is smaller than the distance between unknown associa-
tions.

3.3 Loss Fuction

Our proposed approach employs the widely-used cross-entropy as the loss func-
tion, which serves as a metric to evaluate the degree of agreement between the
predicted and ground-truth outputs. In the context of classification training, for
a given sample belonging to the Kth class, the corresponding output node should
have a value of 1 while the remaining nodes have values of 0, forming the target
label. By calculating the cross-entropy loss function, we quantify the discrepancy
between the predicted output and the target label, and use this difference to update
the network parameters through backpropagation. The cross-entropy loss function
measures the divergence between the predicted probability distribution and the true
probability distribution, where lower cross-entropy implies greater similarity be-
tween the two distributions. Formally, assuming p and q as the target and predicted
probability distributions, respectively, the cross-entropy loss function is defined as
follows:

LCE = −
∑
x

(p(x) log q(x) + (1− p(x) log(1− q(x))), (11)

where p(x) is the expected output and the probability distribution q(x) is the actual
output.
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4 EXPERIMENTS AND DISCUSSION

In this section we will focus on some of the details and steps in the experimental
process, and the comparative results of some of the most advanced methods and the
visualisation of the experimental results on the graphs.

4.1 Datasets and Evaluation

4.1.1 Kvasir-SEG Datasets

Kvasir-SEG is an open-access collection of gastrointestinal polyp pictures and related
segmentation masks that were manually annotated by a medical practitioner and
subsequently validated by a seasoned gastroenterologist. The Kvasir-SEG dataset
includes one thousand polyp pictures and their related ground truth from the Kvasir
Dataset v2. The resolution of the photos contained in Kvasir-SEG ranges from
332 × 487 to 1 920 × 1 072 pixels. The photos and their respective masks are
saved in two distinct folders with the same name. The image files are compressed
using the JPEG format, which facilitates online viewing. The publicly available
dataset is freely downloadable for research and teaching purposes. The bounding
box (coordinate points) for the respective photos is saved in a JSON file. This
data collection is intended to further the current best method for polyp identifica-
tion.

4.1.2 DRIVE Datasets

The DRIVE database was designed to facilitate comparative research on the seg-
mentation of blood vessels in retinal pictures. Retinal vessel segmentation and
delineation of morphological attributes of retinal vessels, such as length, width,
tortuosity, branching patterns, and angles, are utilized for the diagnosis, screening,
treatment, and evaluation of numerous cardiovascular and ophthalmic diseases, such
as diabetes, hypertension, atherosclerosis, and choroidal neovascularisation. Auto-
mated detection and analysis of blood vessels can help create screening programs
for diabetic retinopathy, research the association between vascular tortuosity and
hypertensive retinopathy, and aid in computer-assisted laser surgery. For tempo-
ral or multimodal image registration and retinal image mosaic synthesis, automatic
retinogram generation and branch point extraction have been employed. In addi-
tion, it was discovered that the retinal vascular tree is unique to each individual and
can be utilized for biometric purposes.

4.1.3 Evaluation

In Equation (12), the accuracy, sensitivity, IoU, and Dice are shown as a criterion
group to completely evaluate the experimental outcomes.
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
Accuracy = TP+TN

TP+FP+FN+TN
,

Sensitivity = TP
TP+FN

,

IoU = TP
TP+FN+FP

,

Dice = 2×TP
(TP+FN)+(TP+FP )

.

(12)

In this study, the performance of the predictive model is evaluated using sev-
eral metrics, including true positive (TP ), true negative (TN), false positive (FP ),
and false negative (FN). These metrics represent the number of correctly pre-
dicted positive and negative samples, the number of negative samples that were
incorrectly predicted as positive, and the number of positive samples that were in-
correctly predicted as negative, respectively. Additionally, the sensitivity against
specificity is assessed using the Area Under the ROC Curve (AUC) metric. This
measure is commonly used to evaluate the performance of binary classification mod-
els, where sensitivity is the true positive rate and specificity is the true negative
rate.

4.2 Implementation Details

Our CTransNet was implemented using the Pytorch deep learning framework, and
we conducted a range of hyperparameter tuning experiments, such as adjusting the
learning rate, batch size, weight decay rate, and resize parameters. Both training
and testing were carried out on Ubuntu 18.04, using two RTX 2080Ti graphics cards
with 12GB of video memory each. The small batch stochastic gradient descent
(SGD) method was employed for training, with a batch size of 8 and a learning
rate of 0.0001 on the DRIVE dataset, and a batch size of 8 and a learning rate
of 0.001 on the Kvasir-SEG dataset. We compared Adam optimization with SGD
and found that SGD typically outperforms Adam, albeit at a slower convergence
rate. Despite Adam converging faster, we prioritized performance in both time and
accuracy. To validate the effectiveness of our approach, we conducted experiments
on multiple datasets, as shown in the figure below, and demonstrated that our
approach consistently achieved favourable results.

4.3 Experimental Results

4.3.1 Result on DRIVE Dataset

DRIVE is a dataset that permits the segmentation of retinal blood vessels. It consists
of forty color retinal images, twenty of which are used for training and twenty of
which are used for evaluation. Originally, the dimensions of the images were 565×584
pixels. A dataset sample of this size is insufficient for training a deep neural network.
Consequently, we apply the following strategy to overcome this issue: Beginning
with the provided images, random blocks are generated. The remaining photos
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Original Probability Binary Groundtruth

Figure 2. The segmentation results of CTransNet on DRIVE dataset

Methods Accuracy Specificity Sensitivity AUC

Backbone 0.9477 – 0.7781 0.9705
UNet [11] 0.9531 0.9820 0.7537 0.9680
R2-Uet [36] 0.9652 0.8303 0.7792 0.9245
Deep Model [37] 0.9495 0.9768 0.7763 0.9720
RU-net [38] 0.9553 0.9820 0.7726 0.9779
Attention-Unet [39] 0.9629 0.9725 0.7884 0.9740
Unet++ [13] 0.9656 0.9867 0.8234 0.9628
BCD-Unet [40] 0.9560 0.9786 0.8007 0.9789
CENet [41] 0.9545 0.9851 0.8309 0.9779
Fusion Mechanism [42] 0.8247 0.9847 0.8140 0.9782
CTtansNet(Ours) 0.9660 0.9870 0.8433 0.9785

Table 1. Performance comparison of the proposed network and the State-of-the-Art meth-
ods on DRIVE dataset

were utilized to validate 19,000 segmentation findings using DRIVE. The batch size
used as input data for the network was 64× 64.

The Figure 2 illustrates some precise of CTransNet and promising segmentation
results. In the four columns are listed the original RGB image, the anticipated
probability image, the predicted binary image, and the ground truth. Table 1 of-
fers further state-of-the-art research and quantitative findings produced by the pro-
posed network CTransNet on the DRIVE dataset. Our studies were assessed using
five unique measures. CTransNet performs brilliantly in terms of accuracy, speci-
ficity, sensitivity, and AUC, with respective values of 0.9660, 0.9870, 0.8433, and
0.9785.
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Input PredictMask Input PredictMask

Figure 3. The segmentation results of CTransNet on Kvasir-SEG dataset datasets

4.3.2 Result on Kvasir-SEG Dataset

The results of our CTransNet visualization test on the Kvasir-SEG dataset are shown
in Figure 3, from left to right, Input, Mask and Predict. It can be seen that our
algorithm has a low error value with Mask. In addition, we also compared it with
some classical methods, as shown in Table 2, where our method achieves state-of-the-
art performance in several metrics. the values of Precision, Recall, mIOU, and Dice
for UNet on the Kvasir-SEG dataset are 92.22, 63.06, 43.43, and 81.80, respectively.
resUNet The values of Precision, Recall, mIOU, and Dice on the Kvasir-SEG dataset
are 72.92, 50.41, 43.64, and 51.44, respectively. The values of Precision, Recall,
mIOU, and Dice on the Kvasir-SEG dataset for MSRF-Net are 96.66, 91.88, 89.14,
92.17. The values of Precision, Recall, mIOU, and Dice for CTransNet on the Kvasir-
SEG dataset are 96.75, 90.15, 89.32, and 93.21, respectively. MSRF-Net exceeds
our Recall metric by 1.83%, and their different perceptual fields and multi-scale
residual fusion network have significant advantages for the image segmentation task.
Experimental results show that our method outperforms the existing state-of-the-
art methods in several evaluation metrics, and we analyze some specific reasons why
our method efficiently combines visual local attention and contextual information,
which is crucial for our semantic segmentation task. Experimental results show
that our method outperforms existing state-of-the-art methods in several evaluation
metrics, and we analyze some specific reasons why our method effectively combines
visual local attention and contextual information, which is crucial for our semantic
segmentation task, especially for small dataset tasks where global information is
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more important. However, MSRF-Net is currently 1.83% ahead of us in the Recall
metric, which may be an advantage for the Recall metric as MSRF-Net is able to
use dual-scale dense fusion to exchange multi-scale features from different perceptual
fields.

Methods Precision Recall mIoU Dice

Unet [11] 92.22 63.06 43.34 81.80
ResUNet [43] 72.92 50.41 43.64 51.44
ResUnet-mod [44] 87.13 69.09 42.87 79.09
ResUnet++ [45] 70.64 70.64 79.27 81.33
DeeplabV3+ [46] 94.96 89.84 85.75 89.65
DDANet [47] 86.43 88.80 78.00 85.76
MSRF-Net [48] 96.66 91.98 89.14 92.17
CTransNet (Ours) 96.75 90.15 89.32 93.21

Table 2. Performance comparison of the proposed network and the State-of-the-Art meth-
ods on n Kvasir-SEG dataset

5 SENSITIVITY ANALYSIS

In this section, in order to verify the effective performance of our method, we con-
ducted a series of ablation experiments aimed at verifying the role of each component
on the whole network, and we chose the dataset Kvasir-SEG for this purpose, and
the results of the experiments are shown in Table 3. We obtained an mIoU metric
of 0.782 on the original CNN-based network, which then increased to 0.792 after
embedding the RB module in it. We obtained an mIoU of 0.821 on Kvasir-SEG
after using the vision transformer as the backbone, which proves that transformer
added as a CNN has a more significant effect than the original CNN. The final mIoU
metric of our method on the Kvasir-SEG dataset is 0.893.

Method mIoU

Encoder + Decoder 0.782
Encoder + RB +Decoder 0.792
Trans + Decoder 0.821
Trans + RB +Decoder 0.834

Trans + GCE +Decoder 0.842
Trans + GCE + RB+Decoder 0.867
Trans+GCE+MHSA+RB+Decoder (CTransNet) 0.893

“Trans” represents vision transformer.

Table 3. mIoU with different setting on Kvasir-SEG dataset
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6 CONCLUSION

In this paper, the proposed CTransNet effectively combines CNN with the self-
attention mechanism in Transformer to improve the performance of medical image
segmentation. This hybrid framework does not require Transformer to be pre-trained
on large-scale datasets, where self-attention can effectively capture different levels
of long-range information. We believe that this design will help design richer Trans-
former models that are more suitable for medical image segmentation tasks; in addi-
tion, the excellent ability to handle long-range sequences in CTransNet opens up the
possibility of migration to other downstream tasks. In the future, we will be work-
ing on the task of analysing medical image segmentation from a semi-supervised or
weakly supervised perspective. This will give us access to fewer datasets and a more
scientific approach to deep learning, and we will also be working on the segmentation
of small medical targets.

Acknowledgements

The authors express their gratitude to the reviewers for their valuable feedback and
recommendations, which have significantly contributed to improving the quality
of the manuscript. The authors would also like to acknowledge the support and
assistance provided by their colleagues and students in the laboratory during the
course of this research.

REFERENCES

[1] Beltagy, I.—Peters, M. E.—Cohan, A.: Longformer: The Long-Document
Transformer. 2020, arXiv: 2004.05150.

[2] Xie, Y.—Zhang, J.—Shen, C.—Xia, Y.: CoTr: Efficiently Bridging CNN
and Transformer for 3D Medical Image Segmentation. International Conference on
Medical Image Computing and Computer-Assisted Intervention, Springer, 2021,
pp. 171–180, doi: 10.1007/978-3-030-87199-4 16.

[3] Wolf, T.—Debut, L.—Sanh, V.—Chaumond, J.—Delangue, C.—
Moi, A.—Cistac, P.—Rault, T.—Louf, R.—Funtowicz, M. et al.:
Transformers: State-of-the-Art Natural Language Processing. Proceedings of
the 2020 Conference on Empirical Methods in Natural Language Processing: System
Demonstrations, 2020, pp. 38–45.

[4] Yu, S.—Ma, K.—Bi, Q.—Bian, C.—Ning, M.—He, N.—Li, Y.—Liu, H.—
Zheng, Y.: Mil-Vt: Multiple Instance Learning Enhanced Vision Transformer for
Fundus Image Classification. International Conference on Medical Image Computing
and Computer-Assisted Intervention, Springer, 2021, pp. 45–54, doi: 10.1007/978-3-
030-87237-3 5.

[5] Zhang, Z.—Sun, B.—Zhang, W.: Pyramid Medical Transformer for Medical Im-
age Segmentation. 2021, doi: 10.48550/arXiv.2104.14702.

http://arxiv.org/abs/2004.05150
https://doi.org/10.1007/978-3-030-87199-4_16
https://doi.org/10.1007/978-3-030-87237-3_5
https://doi.org/10.1007/978-3-030-87237-3_5
https://doi.org/10.48550/arXiv.2104.14702


406 Z. Zhang, S. Jiang, X. Pan

[6] Dai, Y.—Gao, Y.—Liu, F.: Transmed: Transformers Advance Multi-Modal Med-
ical Image Classification. Diagnostics, Vol. 11, 2021, No. 8, Art. No. 1384.

[7] Shaw, P.—Uszkoreit, J.—Vaswani, A.: Self-Attention with Relative Position
Representations. 2018, arXiv: 1803.02155.

[8] Tsai, A.—Yezzi, A.—Wells, W.—Tempany, C.—Tucker, D.—Fan, A.—
Grimson, W. E.—Willsky, A.: A Shape-Based Approach to the Segmentation of
Medical Imagery Using Level Sets. IEEE Transactions on Medical Imaging, Vol. 22,
2003, No. 2, pp. 137–154, doi: 10.1109/TMI.2002.808355.

[9] Held, K.—Kops, E. R.—Krause, B. J.—Wells, W. M.—Kikinis, R.—
Muller-Gartner, H. W.: Markov Random Field Segmentation of Brain MR Im-
ages. IEEE Transactions on Medical Imaging, Vol. 16, 1997, No. 6, pp. 878–886, doi:
0.1016/j.eswa.2019.05.038.

[10] Li, X.—Chen, H.—Qi, X.—Dou, Q.—Fu, C. W.—Heng, P. A.: H-DenseUNet:
Hybrid Densely Connected UNet for Liver and Tumor Segmentation from CT Vol-
umes. IEEE Transactions on Medical Imaging, Vol. 37, 2018, No. 12, pp. 2663–2674,
doi: 10.1109/TMI.2018.2845918.

[11] Ronneberger, O.—Fischer, P.—Brox, T.: U-Net: Convolutional Networks
for Biomedical Image Segmentation. International Conference on Medical Image
Computing and Computer-Assisted Intervention, Springer, 2015, pp. 234–241, doi:
10.1007/978-3-319-24574-4 28.

[12] Xiao, X.—Lian, S.—Luo, Z.—Li, S.: Weighted Res-Unet for High-Quality
Retina Vessel Segmentation. 2018 9th International Conference on Information
Technology in Medicine and Education (ITME), IEEE, 2018, pp. 327–331, doi:
10.1109/ITME.2018.00080.

[13] Zhou, Z.—Rahman Siddiquee, M. M.—Tajbakhsh, N.—Liang, J.: Unet++:
A Nested U-Net Architecture for Medical Image Segmentation. Deep Learning in
Medical Image Analysis and Multimodal Learning for Clinical Decision Support,
Springer, 2018, pp. 3–11, doi: 10.1007/978-3-030-00889-5 1.

[14] Huang, H.—Lin, L.—Tong, R.—Hu, H.—Zhang, Q.—Iwamoto, Y.—
Han, X.—Chen, Y. W.—Wu, J.: Unet 3+: A Full-Scale Connected Unet for
Medical Image Segmentation. ICASSP 2020-2020 IEEE International Conference on
Acoustics, Speech and Signal Processing (ICASSP), IEEE, 2020, pp. 1055–1059.
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prediction work in the medical field has high requirements on the interpretabil-
ity of the method, but the relationship between medical entities is complex, and
the existing methods are difficult to meet the requirements. This paper proposes
a novel medical information relation extraction method MGCN, which combines
contextual information to provide global interpretability for relation prediction of
medical entities. The method uses Co-occurrence Graph and Graph Convolutional
Network to build up a network of relations between entities, uses the Open-world
Assumption to construct potential relations between associated entities, and goes
through the Knowledge-aware Attention mechanism to give relation prediction for
the entity pair of interest. Experiments were conducted on a public medical dataset
CTF, MGCN achieved the score of 0.831, demonstrating its effectiveness in medical
relation extraction.
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1 INTRODUCTION

Relation Extraction (RE) is the key task of information extraction, mainly extracting
semantic relations between entities from natural language texts, and the results are
usually expressed in the form of a triad (subject, relation, object), i.e. (s, r, o).
Relation prediction is complementary to this narrow relation extraction, which can
combine natural language text information and existing relation triads to reason
about the relation between two named entities of interest. It is a complement to
the relational network and is also expressed in the form of relational triads. The
relation extraction mentioned in this paper is a broad concept, including narrow
relation extraction and relation prediction. This type of work is now widely used in
knowledge graphs, diagnostic systems, intelligent question and answer, information
retrieval, and other related fields.

So far researchers have done a lot of work on relation extraction [1, 2, 3, 4]. At
the beginning, people adopted the method based on template matching, using prede-
fined rules or constraints to achieve relationship extraction, the most representative
of which is the FASTUS system [5]. With the advancement of technology, traditional
machine learning based relation extraction methods have emerged, such as the fea-
ture vector based relation extraction method proposed by Miller et al. [6] and the
kernel function based relation extraction method proposed by Zelenko et al. [7]. In
recent years, deep learning-based relation extraction methods have been proposed
by scholars, which have greatly improved the performance of relation extraction.
The most classic is LSTM+CRF [8], which is an end-to-end discriminative method.
LSTM utilizes past input features, and CRF utilizes sentence-level annotation infor-
mation, which can effectively utilize past and future annotations to predict current
annotations. However, most of the decisions of such neural network methods are
black-box operations performed internally, which are difficult to meet the neces-
sary interpretability in the medical field and cannot be directly applied to medical
relation extraction tasks.

This paper proposes a medical information relation extraction method MGCN,
which can be used in a wide range of medical texts, such as electronic medical
records, test reports, medical papers, etc. MGCN uses the co-occurrence graph
for modeling to remove sensitive information, which is beneficial to protect patient
privacy. The method also utilizes graph convolutional network, which fully incor-
porate contextual information from medical texts. The open-world assumption is
used for relation construction, and the Knowledge-aware Attention mechanism is
used to give the final prediction, which provides a reliable basis for the final result.
After experiments on dataset, MGCN achieves the F1 score of 0.831, which proves
its effectiveness.

The main contributions of this paper are as follows:

1. Aiming at the rigor of the medical field, a highly interpretable method is pro-
posed, which transforms the traditional black-box network computation into
relational reasoning.
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2. GCN is introduced to compute the relationship between entities, and the infor-
mation of graph structure data is further utilized while paying attention to the
context text information, and the utilization rate of information is improved.

3. The knowledge-aware attention instance encoder is introduced to supervise the
reasoning process of the method and it further improves the performance of the
method.

2 RELATED WORK

Relation Extraction (RE): RE is to find out the relation between entities in un-
structured or semi-structured data, which is part of information extraction and
a key step in building a knowledge graph. The existing mainstream relational ex-
traction techniques are classified into three types: supervised learning methods,
semi-supervised learning methods, and unsupervised learning methods. The su-
pervised learning methods treat the relation extraction task as a classification
problem, design effective features to learn various classification methods based
on the training data, and then use the trained classifiers to predict relations.
Such methods include many classical methods, such as the DNN [9] proposed by
Daojian Zeng, which for the first time equates the relation extraction problem to
a relation classification problem and uses deep convolutional neural networks to
solve the relation extraction task. The BLSTM [10] proposed by Shu Zhang uses
the classical BiLSTM as the main module of the method, reconsiders the lexical
feature, and proves its effectiveness. The problem with this type of method is
that it requires a large amount of manual annotation of the training corpus, and
the corpus annotation work is usually very time-consuming and labor-intensive.
The semi-supervised learning methods mainly use bootstrapping for relation
extraction. For the relations to be extracted, several seed instances are first
set manually, and then the relation template corresponding to the relation and
more instances are iteratively extracted from the data. Some representative sys-
tems of this type are DIPRE (Dual Iterative Pattern Relation Expansion) [11]
proposed by Brin et al. in 1998, NELL (Never-Ending Language Learner) [12]
developed by a team led by Professor Tom Mitchell at CMU in 2010, and so
on. The semi-supervised learning method of entity relation extraction can par-
tially solve the problem of insufficient number of annotations, but the problem
of low accuracy will remain its main challenge for a long time in the future.
The unsupervised learning methods assume that pairs of entities with the same
semantic relations have similar contextual information. Therefore, we can use
the corresponding contextual information of each entity pair to represent the
semantic relation of that entity pair, and cluster the semantic relation of all
entity pairs. Rozenfeld et al. in 2007 proposed an unsupervised relation identifi-
cation and extraction system URIES [13], which uses a schema-based contextual
representation instead of the context of entity pairs. Yao et al. [14] proposed
an unsupervised relation discovery method based on semantic digestion in 2013.
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This method uses topic methods to assign entity pairs and their correspond-
ing relation templates to different semantic categories, and then uses clustering
methods to map these semantic categories to semantic relations. The effective-
ness of such methods depends heavily on how well constraints and heuristics
are constructed, and relationships are not as prescriptive as pre-specified rela-
tionship types. In comparison, supervised learning methods can extract more
effective features with higher accuracy and recall. Therefore, supervised learning
methods have received more and more attention from scholars.

In addition, some interesting methods have emerged in the field of relation ex-
traction in the past two years. Xiang Chen proposed an optimization method
KnowPrompt [15] based on knowledge co-optimization for text relation extrac-
tion (knowledge retrieval, dialogue, question answering) in few-shot scenarios.
By learning template words and answer words, knowledge of entities and re-
lations is injected into the methods and their representation is collaboratively
optimized under knowledge constraints. Zexuan Zhong proposed a simple and
effective end-to-end relation extraction method PURE [16]. The method learns
two independent encoders for entity recognition and relation extraction and pro-
poses a new efficient approximation method that achieves large runtime improve-
ments with a small drop in accuracy. Deming Ye proposes a new span representa-
tion method PL-Marker [17] that considers the interrelationships between spans
(pairs) by strategically wrapping tokens in the encoder. And a neighborhood-
oriented packing strategy is proposed to pack the spans with the same starting
token into a training instance as much as possible to better distinguish entity
boundaries.

Graph Convolutional Network (GCN): Since CNN [18], deep learning meth-
ods have achieved high performance for all types of tensors on Euclidean space.
However, in addition to the regular data on Euclidean space, there is a large
amount of data in the form of topological graphs on non-Euclidean space.
A graph data form is shown in Figure 1, which consists of nodes and edges, and
nodes connected by edges are neighbors of each other, the number of neighbors
of each node is not specified, and there are corresponding signals(information)
on each node. Many domain data are represented in this form, such as traffic
networks, molecular structures, joint nodes, etc. Traditional convolutional net-
works are unable to learn such graph-structured data. Based on the need to deal
with this topology, the graph convolution method was created. In 2014, Joan
Bruna [19] first proposed two different graph convolution construction methods
in spatial domain and spectral domain, which laid the foundation for the devel-
opment of GCN. But its excessive computational complexity and overly large
computational parameters limited practical application. Thomas N. Kipf [20]
proposed the algorithmic idea of GCN in 2016, and after publishing a related
article in 2017, GCN really started to be applied and developed. Then, Michaël
Defferrard [21] proposed a second-generation version of the GCN. He has cleverly
designed the convolution kernel formula to reduce the number of parameters, re-
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Figure 1. Example of graph data structure

duce the matrix computation, and greatly reduce the computational cost. The
rise of GCN has also provided new ideas for solving many natural language pro-
cessing (NLP) problems. Currently, the way of constructing graph structures
by syntactic dependency trees and applying GCN for NLP downstream tasks
based on this has been widely used. In addition, there is also work on building
graph structures in text through TF-IDF (Term Frequency-Inverse Document
Frequency), PMI (Point-wise Mutual Information), sequence relations, lexicon
and other information to solve problems using GCN [22, 23, 24, 25]. AGGCN [26]
develops a “soft pruning” strategy for the entire dependency tree, transforming
the original dependency tree into a fully connected weighted graph. The weights
of these graphs are regarded as the correlation strength between nodes and are
learned in an end-to-end manner using a self-attention mechanism. At present,
there is still a lot of room for GCN to develop in the field of RE.

Open World Assumption (OWA): When making formal descriptions of real-
world problems, inevitably the information available is incomplete. For example,
we don’t know if ibuprofen can cure toothache, but again, this information is
indeed useful. A common approach is to use Closed World Assumption (CWA),
i.e., if we cannot deduce P or the negation of P in the knowledge base, we add
the negation of P to the knowledge base. Another way to deal with incomplete
knowledge is to use the Open World Assumption (OWA), which is the opposite
of the CWA. OWA is honest about the fact that it does not know the correctness
of a proposition that it cannot deduce, with the consequence that the number
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of conclusions that can be deduced from the knowledge base is greatly reduced.
However, in the semantic Web environment, because of the openness of the Web,
the relevant knowledge is likely to be distributed in different places on the Web,
so it is inappropriate to use CWA for reasoning on the semantic Web. So, if
we want to gather knowledge from different sources in the Semantic Web, we
should use OWA. The reasoning in description logic happens to use OWA, so
it is indeed suitable as a logical basis for the Semantic Web. In 2016 Ismail
Ilkan Ceylan et al. [27] proposed open-world probabilistic databases, as a new
probabilistic data method. For unknown facts, this data method assigns any
probability value to them from a default probability interval. In 2020 Zhen
Wang [28] performed medical entity relation prediction based on corpus-level
data and OWA with good results.

3 METHODS

Predicting the relation between entities from a natural language is a very critical
task, which can help construct structured knowledge to support a series of down-
stream tasks such as question answering systems, dialogue systems, inference sys-
tems, knowledge graphs, etc. Most of the existing medical information relation
extraction methods build deep methods through source texts, and use the attention
mechanism to provide local interpretability, which lacks overall global understanding
and interpretation. The method MGCN proposed in this paper, for the two medical
entities concerned, combines the context information in the medical text and the
globality of the medical co-occurrence graph to find their associated entities. Then,
the potential relation is constructed using OWA, and finally the final relation pre-
diction is given through the decision module. The overall structure of the method
is shown in Figure 2.

3.1 Associated Entity

The first step of the method is to find the associated entities of the entity pair
(s, o) of interest. The text information is input into the Bi-LSTM network for word
embedding, and then the weights of the relations between nodes are obtained by
GCN, as shown in Figure 3. Finally, the top-N nodes that are most closely related
to s and o respectively (N is a variable hyperparameter) are found to obtain the set
of associated entities.

First, the text information from the library is fed into the Bi-LSTM network to
generate word vectors with context, which are then used as the h(0) in the original
model. This Bi-LSTM layer is trained jointly with other parts of the network.
This has the advantage that the resulting word vector contains both contextual
information about word order or disambiguation and provides the correct parse tree
on which GCN relies heavily, allowing for more efficient extraction of key information
from the sentence. In an L-layer GCN, the input vector of the ith node in the lth layer
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Figure 2. MGCN model overall architecture diagram

is denoted as h
(l−1)
i and the output vector is denoted as h

(l)
i . The graph convolution

formula is as follows.

h
(l)
i = σ

(
n∑

j=1

AijW
(l)h

(l−1)
j + b(l)

)
, (1)

whereW (l) is a linear transformation, b(l) is a bias term, and σ is a nonlinear function
(e.g., Relu).

Briefly, during graph convolution, each node collects and aggregates information
from neighboring nodes. Convert each dependency tree into an adjacency matrix
A and model it uses the graph convolution operation, where Aij = 1 if there is
dependency edge between nodes i and j. However, because the degree of nodes varies
greatly, a direct graph convolution operation in Equation (1) above may lead to very
different results for node representation. This may bias the sentence representation
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Figure 3. GCN network architecture diagram. The overall architecture is shown on the
left, and the detailed calculation method of one-layer graph convolution is shown on the
right.

towards nodes with multiple degrees and ignore the information carried by the nodes.
In addition, because the nodes in the adjacency matrix have no edge connected to

themselves, the information in h
(l−1)
i is never passed to h

(l)
i . To solve these problems,

a normalization operation is performed before the data is passed into the nonlinear
layer and a self-loop is added to each node in the graph with the following equation:

h
(l)
i = σ

(
n∑

j=1

ÃijW
(l)h

(l−1)
j /di + b(l)

)
, (2)

where Ã = A + I, I is the unit matrix of n × n and di =
∑n

j=1 Ãij is the degree of
node i in the graph.

This operation is superimposed on the L-layer to obtain a deep GCN network,

where h
(0)
1 , . . . , h

(0)
n is used to represent the input word vectors and h

(L)
1 , . . . , h

(L)
n

to represent the output word vectors. The information transfer between nodes is
parallel, and the operations in the network can all be done efficiently by matrix
multiplication. After calculating the proximity T of all predicted frames, the confi-
dence of the optimal class of predicted frames is introduced, and the calculation of
proximity and confidence is done to describe LT and defined as J. The formula is
shown below.

Next, define the model tasks. Let X = [x1, . . . , xn] denote the sentence, where xi

is the ith word. Identify the subject entity s and the object entity o and correspond
them to the two intervals in the sentence: Xs = [xs1 , . . . , xsn ] and Xo = [xo1 , . . . , xon ].
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Given X , Xs and Xo, the goal of model is to predict the relation r ∈ R (R is
a predefined set of relations) or “no relation” between entities. After applying
the L-layer GCN to the word vectors, the implicit representation of each word is
obtained, and these representations are directly influenced by their neighbors. In
order to use these word representations for relation extraction, the following sentence
representations were first obtained (as shown on the left in Figure 3):

hrela = f
(
h(L)
)
= f

(
GCN

(
h(0)
))

, (3)

where h(L) denotes the implicit representation of the overall GCN layer, and
f : Rd×n → Rd is the maximum pooling function that maps from the n output
vectors to the sentence vectors.

The information close to the entity is usually the core of the relation extraction,
and the representation hs of entity s can be obtained from h(L), and similarly the
representation ho of entity o can be obtained:

hs = f
(
h(L)s1:s2

)
. (4)

The final representation for classification is obtained by concatenating the sen-
tence representation and the entity representation and feeding them into a feedfor-
ward neural network (FFNN):

hfinal = FFNN ([hrela;hs;ho]) . (5)

Then hfinal is input to the linear layer for Softmax operation to obtain the prob-
ability distribution over the relation. The top-N entities are finally selected as
associative entities of s/o for subsequent assumption representation.

3.2 Assumption Representation

With associated entities, it is possible to represent assumptions. This method de-
fines the model assumptions as relational interactions between associated entities,
as shown in Figure 4. The model can identify (caffeine, may treat, migraine) as
a hypothesis, which can help predict that aspirin can treat headache (caffeine and
migraine are associated entities of aspirin and headache, respectively). This rela-
tional rationale is more specific and easier to understand than the local attention-
based explanation strategies widely adopted in NLP. A direct way to obtain this
presence relation is to consult the existing medical Knowledge Base (KB), for ex-
ample (caffeine, may treat, migraine) may be present in SNOMED CT5. This way
of obtaining theorems is known as CWA, but in the medical field, the problems of
sparsity and incompleteness of KB are serious. Therefore, this method uses OWA
to discover more diverse theorems by constructing all potential relations between
associated entities.

In OWA, given a pair of entities es, eo ∈ V , the set of associated entities is defined
as A (es) = {ais}

Ns

i=1 and A (eo) = {ajo}
No

j=1, where Ns, No denotes the total number
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Figure 4. Schematic diagram of potential relation construction

of associated entities. After the previous step, each entity is assigned an embedding
vector, which can then be used to measure the probability of maintaining the relation
between pairs of associated entities. Given ais ∈ A (es) , a

i
o ∈ A (eo) and relation

rk ∈ R, define a scoring function to assign a score to the triplet:

cijk = f
(
ais, rk, a

j
o

)
= −

∥∥∥hais
+ ξk − hajo

∥∥∥
1
, (6)

where hais
and hajo

are embedding vectors, the relations are parameterized by a re-

lation matrix R ∈ RNr×d, and ξk is a k-level row vector.

Higher scores are obtained when entity pairs and relations are correctly matched.
To avoid extremely unreasonable assumptions, the NA relation is defined to repre-
sent other irrelevant relations or no relations, and the score is cijNA = f (ais,NA, a

j
o).

The OWA principle is expressed by calculating the conditional probability of a re-
lation between a pair of associated entities, the formula is as follows:

p
(
rk|ais, ajo

)
=


exp(ck)∑

sk⩾sNA
exp(ck)

, ck > cNA,

0, ck ⩽ cNA.
(7)

For each associated entity pair (ais, a
j
o), when the highest value of the relation r is

calculated through Equation (7), only the assumption related to r is finally formed.
To represent the assumptions, information about all relations for each association
pair is integrated into a vector representation, while p (rk|ais, ajo) is used as the weight
of all relations to calculate the assumption representation:

aij = ρ
(
ais, a

j
o,R

)
=

Nr∑
k′=1

p
(
rk′|ais, ajo

)
· ξk′ . (8)
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Combining the entity vector and the relation vector, the final representation of
the associated entity’s assumption about

(
aih, a

j
t

)
is obtained:

eij = tanh
([

hais
;hajo

; aij
]
Wp + bp

)
, (9)

where [·; ·] denotes the vector connection and Wp ∈ R3d×dp , bp ∈ Rdp are the weight
matrix and bias terms of the fully connected network, respectively.

3.3 Relation Prediction

Next comes the relation prediction module which collects all the assumptions, and
uses the weighted assumptions information of the target pair to calculate the pre-
dicted probability of the relation r. The traditional relation extraction methods
only perform relation extraction based on a closed knowledge base, that is, use
known factual knowledge for knowledge reasoning. MGCN adopts OWA for rela-
tion extraction and uses the calculated probability relation as a given fact to as-
sist the relational reasoning process. Such assumption-based reasoning may lead
to certain results that are based entirely on assumptions and are too far from
reality. Therefore, we introduce Knowledge-aware Attention to supervise the in-
ference process. The vector v of each instance x of the concerned entity pair is
computed using the instance encoder, resulting in a context-based instance repre-
sentation, which is completely based on known facts. Knowledge-aware Attention
will perform attention calculation on assumptions representation and instance rep-
resentation, to obtain textual relation representation that pays attention to both
hypothesis and fact. The introduction of Knowledge-aware Attention will impose
certain constraints on assumptions, avoid prediction results that are very inconsis-
tent with facts, and play a supervisory role in the process of assumption reason-
ing.

This paper designs a new scoring method to measure the confidence of the
relation between target entity pairs. Given an entity pair (s, o) and its instance
pocket Xs,o = {x1, x2, . . . , xm}, use the sentence encoder for instance embedding
to get Vs,o = {v1, v2, . . . , vm}. The instance representation thus obtained by the
instance encoder is the sentence encoding of each occurrence of the entity of interest
in the text. Then use the Knowledge-aware Attention mechanism to get the textual
relation representation, which is then used to calculate the relation probability, as
shown in Figure 5.

First, the attention weights (similarity or association) between each instance
feature vector vk and assumption representation eij are calculated:

ek = Ws (tanh [vk : eij]) + bsA
i
k =

exp (ck)∑m
j=1 exp (cj)

, (10)
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Figure 5. Schematic diagram of the relation prediction stage

where [x1 : x2] denotes the vertical connection of x1 and x2, Ws is the weight matrix,
and bs is the bias. Then the attention operation is performed on the target entity
pair to obtain the corresponding textual relation representation:

ris,o = ATT (eij, {v1, v2, . . . , vm}) gi = Wg tanh (rs,o) βi =
exp (gi)∑L−1
j=0 exp (gj)

, (11)

where Wg is a weight matrix and rs,o is referred to as a query-based function that
scores the degree of match between the input textual relation representation and
the predicted relation r. The textual relation representation is calculated by:

ris,o = βir
i
s,o. (12)
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The textual relation representations of different GCN layers are simply concate-
nated as the final representation and used to compute the conditional probability
P (r|s, o).

rs,o = Concat
(
r0s,o, . . . , r

L−1
s,o

)
, (13)

P (r|s, o) = exp (cr)∑
r̃∈R exp (c̃r)

. (14)

At this point, the complete prediction of the relation of the entity pair and their
confidence scores are obtained. In addition, to reflect the interpretability of the
model, we designed a contribution function O to measure the contribution of all
assumptions’ representation in the relational inference process:

O
(
ais, rk, a

j
o

)
= βi × p

(
rk|ais, ajo

)
, (15)

where βi is the textual relation representation in Equation (11) and p (rk|ais, ajo) is
the relation probability of the associated entity pair in Equation (7).

4 EXPERIMENTS AND RESULTS

This section describes the configuration of the experiments in detail. First, the
dataset and evaluation metrics are introduced, and the parameter settings of the
experiment and the code running environment are described. Then, MGCN is exper-
imented with a set of comprehensively competitive baseline method on the dataset,
and the experimental results are compared and analyzed. Furthermore, to verify
the validity of the method rationale, an ablation study was performed.

4.1 Dataset and Evaluation Metrics

Dataset: In order to make full use of the rich resources in the medical field, Fin-
layson [29] proposed the clinical text frequency (CTF) dataset based on elec-
tronic health records (EHR) in 2014. It quantifies pairwise mentions of 3 million
terms mapped to 1 million clinical concepts, calculated from the raw text of
20 million clinical records spanning 19 years. The dataset quantifies the correla-
tion between medical entities and eliminates patient privacy information, and its
database-level knowledge reserve also provides a reasoning basis for the predic-
tion of medical entity relations. The co-occurrence graph contains 52 804 nodes
and 16 197 319 edges, which provides a more concise data form for information
researchers in the medical field and greatly promotes the development and uti-
lization of EMR (Electronic Medical Record) resources. After a study of distant
supervision of medical texts [30], five medical relations that are more impor-
tant for clinical decision making were selected. An equal number of negative
pairs were extracted by randomly pairing the head and tail entities with the
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correct parameter types [31] to help method training. Using the mapping be-
tween medical terms and concepts provided by Finlayson et al., relation labels
are automatically collected from UMLS (Unified Medical Language System) for
training relation prediction. To validate the effectiveness of the method, the
dataset was randomly divided into 70% training, 20% validation, and 10%
testing in a single experiment.

Med Rela. Train Dev Test

Symptom 14 326 3 001 3 087
May treat 12 924 2 664 2 735
Contraindicates 10 593 2 237 2 197
May prevent 2 113 440 460
Causes 1 389 305 354

Total 41.3 k 8.6 k 8.8 k

Table 1. Dataset statistics

Evaluation Metrics: The evaluation metrics often used for relational extraction
tasks are Precision, Recall, and F-Measure. Precision is for the extraction result,
which means how many of the samples whose extraction result is the relation R
are correct. The TP (True Positive) is the number of correct samples, and the
FP (False Positive) is the number of incorrect samples. The formula is:

Precision =
TP

TP + FP
. (16)

Recall is for the original sample, which indicates how many samples with relation
R are correctly extracted. The correct extraction from the sample set with
relation R is recorded as TP, and the wrong extraction is recorded as FN (False
Negative). Its calculation formula is:

Recall =
TP

TP + FN
. (17)

For relational extraction, the two metrics, accuracy, and recall, are sometimes
contradictory and complementary. In this way, they need to be considered com-
prehensively. The most common method is the F value, also known as Fscore.
Its calculation formula is:

Fscore =
(β2 + 1)× Pr× Re

Pr + Re
, (18)

where Pr denotes the precision and Re denotes the recall score, β is used to
balance the weight of precision and recall in the calculation of F value.
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In relation extraction tasks, β is generally taken as 1, and the two metrics are
considered equally important. Therefore, the calculation formula of F1 value is:

F1 = 2× Pr× Re

Pr + Re
(19)

The models were all evaluated using F1 as the metrics, and the experimental
results were averaged over three replicate experiments.

Rela. UMLS Relations

Symptom of disease has finding; disease may have found; has
associated finding; has manifestation; associated
condition of; defining characteristic of

May treat May treat
Contraindicates has contraindicated drug
May prevent may prevent
Causes cause of; induces; causative agent of

Total 41.3 k

Table 2. Relations correspond to the mapping UMLS semantic relation

4.2 Implementation Details

Experiments adopt the Adam [32] optimization strategies in our method training
and use Binary Cross-Entropy (BCE) [33] loss to improve our network performance.
For the method to be used on dataset, the initial parameters are set to learning,
the rate is 1e−3, batch size is 128. The number of epochs is 200. All training and
testing of the methods are implemented on PyTorch 1.7. Repeat the experiment
three times and take the average value as the results.

4.3 Comparison Experiments

In this section, we compare MGCN with a comprehensive set of relation extraction
methods. For predicting the relation between two nodes in a graph, the framework of
a neural method usually includes an entity encoder and a relation scoring function.
Therefore, different encoders are used to learn entity embeddings and to make a com-
prehensive comparison. The relation scoring function is unified with RESCAL [34].
The encoders select one word embedding method, Word2vec [35], two graph embed-
ding methods, random-walk based DeepWalk [36], edge-sampling based LINE [37],
and one distributional approach REPEL-D [38] for weakly-supervised relation ex-
traction. For graph structure-based relation extraction algorithms, the extended
LSTM methods Graph LSTM [39] and bidirectional DAG LSTM [40], attention
guided graph convolutional networks (AGGCNs) [26], two newer methods Know-
Prompt [15] and PURE [16], and co-occurrence graph-based X-MEDRELA [28]
were chosen.
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Method May treat Symptom Contrain. May prevent Causes Avg.

Word2vec + RESCAL 0.753 0.764 0.799 0.638 0.650 0.720
DeepWalk + RESCAL 0.701 0.772 0.793 0.623 0.705 0.718
LINE + RESCAL 0.725 0.765 0.800 0.601 0.689 0.716
REPEL-D + RESCAL 0.726 0.769 0.776 0.680 0.707 0.731
Graph LSTM 0.746 0.806 0.743 0.717 0.703 0.743
Bidir DAG LSTM 0.756 0.773 0.769 0.722 0.707 0.745
AGGCN 0.831 0.833 0.801 0.803 0.774 0.828
KnowPrompt 0.836 0.835 0.829 0.814 0.762 0.815
PURE 0.820 0.862 0.833 0.805 0.724 0.809
X-MedRELA 0.805 0.811 0.816 0.676 0.684 0.758

Ours 0.851 0.850 0.832 0.823 0.803 0.831

Table 3. Comparison of model predictive performance

Table 3 shows the prediction performance of different methods for F1 scores un-
der each relation prediction task. MGCN obtained a very competitive performance
compared to the integrated baseline approach. Specifically, our method achieves
substantial improvements in the prediction tasks of “May treat” and “Contraindi-
cates” and performs very competitively in the “Symptom of” and “May prevent”
tasks. The poor performance on the “Causes” task may be due to too little training
data. This shows that relation extraction based on associations and interactions
between entities is effective. Furthermore, compared to those baseline methods that
encode graph structures into latent vector representations, MGCN makes full use
of co-occurrence graphs, associating context to generate human-understandable ra-
tionales. Each stage of our method is interpretable, which can substantially help
medical experts.

To demonstrate the effectiveness and convergence of the methods, the F1 and
loss curves of X-Med, AGGCN and MGCN at 200 epochs were plotted. As shown
in Figure 6 a), the prediction accuracy of all three methods increases rapidly within
40 epochs, and then increases slowly until the best result is achieved at 200 epochs.
Among them, the highest F1 value achieved by X-Med is the lowest, and the best
result of MGCN is slightly better than that of AGGCN. it can be seen from Fig-
ure 6 b) that X-Med and MGCN basically finish converging at 80 epochs, while our
method converges approximately at 200 epochs. Comparing the final convergence
results, X-Med has the highest loss value at around 0.45; AGGCN also has a poor
loss value at around 0.2; while MGCN’s loss value has dropped to around 0.04, in-
dicating that the method fits the data well. For deep learning methods, 200 epochs
to complete convergence are also a reasonable range. For the performance improve-
ment, the time overhead is worth it. In terms of overall trend, MGCN outperforms
X-Med and AGGCN.
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a) F1 curve

b) Loss Curve

Figure 6. a) is the FI curve of X-Med vs. MGCN vs. AGGCN and b) is the loss curve of
X-Med vs. MGCN vs. AGGCN

4.4 Ablation Study

This section examines the contributions of two main components, namely GCN
and Knowledge-aware attention instance encoder. Experiments were conducted on
the dataset using the best performing MGCN (w/OWA) method, and the results
are shown in Table 4. It can be observed that the introduction of GCN can help
the method learn better information aggregation and produce better graph rep-
resentation, significantly improving the performance of the method. At the same
time, adding an attention instance encoder to supervise the inference process of the
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method can also further improve the performance. In addition, an ablation study
was also carried out for the feedforward layer in the associated entity stage, which
confirmed the importance of the feedforward layer in the deep learning method.
Without the feedforward layer, the F1 value would drop significantly.

Method F1

MGCN 0.831
– GCN 0.778
– Attention Instance Encoder (AIE) 0.805
– GCN, AIE 0.758
– Feed-Forward layer(FF) 0.770

Table 4. An ablation study for MGCN model

Performance against Training Data Size. To further test the method perfor-
mance and explore the effect of different scales of data on the method, a set of
experiments were designed. Five training settings (20%, 40%, 60%, 80%, and
100% of the training data) were considered in the experiments, and the results
are shown in Figure 7. We investigate the performance of MGCN, AGGCN and
X-MED on the CTF dataset under different training settings. We investigate
the performance of MGCN, AGGCN and X-MED on the CTF dataset under
different training settings. At 20% and 40% of the training settings, all three
methods perform poorly, with MGCN only having a slight advantage, because
the performance of deep learning methods relies on large-scale datasets. At 60%
of the training setting, MGCN significantly outperforms AGGCN and X-MED.
This means that MGCN has better learning ability when the training data size is
average. Under the same amount of training data, MGCN and AGGCN consis-
tently outperform X-MED, and the performance gap becomes more pronounced
as the amount of training data increases. When using 100% training data, the
F1 score of MGCN reaches 83.1, which is higher than that of AGGCN of 82.8.
These results show that under different scales of data, our method is able to
utilize training resources more efficiently and achieve better results.

4.5 Case Studies

This section provides two concrete examples to demonstrate the prediction princi-
ples of MGCN to help the reader understand the construction of the method more
intuitively.

As shown in Table 5, in order to predict that “cephalosporin” may treat “bac-
terial infection”, our method will obtain the associated entity “cefuroxime” and
“sulbactam” for “cephalosporin”, and the associated entity “viral syndrome’ for “in-
fectious disease” “low grade fever”, “infectious diseases”, and relationships between
associated entities. After that, the method will use these five hypothetical princi-
ples to predict the relationship between “cephalosporin” and “bacterial infection”,
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Figure 7. Comparison of MGCN, AGGCN and X-MED against different training data
sizes

Subject Relation Object

cefuroxime may treat viral syndrome
cefuroxime may treat low grade fever
cefuroxime may treat infectious diseases
cefuroxime may prevent low grade fever
sulbactam may treat low grade fever

cephalosporins may treat bacterial infection

Table 5. Case 1

among which “cefuroxime” may treat “infectious disease” is important to make the
final prediction of “possible treatment” theoretical basis. Under the premise of the
open-ended hypothesis, doctors may therefore discover new effects of the drug.

Subject Relation Object

astepro may treat perennial allergic rhinitis
pseudoephedrine may treat perennial allergic rhinitis
ciclesonide may treat perennial allergic rhinitis
overbite may treat perennial allergic rhinitis
diclofenac may treat perennial allergic rhinitis

azelastine may treat perennial allergic rhinitis

Table 6. Case 2

As shown in Table 6, similarly, the same condition can be treated with differ-
ent drugs. For the treatment of “perennial allergic rhinitis”, the MGCN can give
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different medicines (head entities). When one or more of these drugs are known
to be effective, doctors can try other drugs to see if they work. Once proven, new
drugs can be developed to complement existing drugs. MGCN can make correct pre-
dictions based on reasonable principles, providing a theoretical basis to help users
understand how the method predictions are performed, and it has an important
medical significance.

5 DISCUSSION AND CONCLUSION

Traditional relation extraction methods are all black-box operations, input data
sets, output prediction results, and the reasoning process of the method is difficult
to visualize. The interpretability of such methods is low and cannot meet the needs
of the medical field. For deep learning methods with black-box properties, most of
the existing interpretability research use interpretability methods to explain after
modeling, such as hidden layer analysis methods, simulation/surrogate methods,
sensitivity analysis methods, etc. Different from this kind of research, MGCN itself
is an interpretable method. The establishment of the method is based on certain
rules, and the decision-making of the method is carried out according to this rule.
MGCN performs relation prediction on a given framework, which is set based on the
logic of human thinking. For concerned entities, the relevant knowledge is recalled
in the first stage, the second stage uses the relevant knowledge to perform relational
reasoning, and the third stage gives the prediction result according to the relational
reasoning. Under this framework, we can easily understand what each part of the
method does and what knowledge is used to make relational predictions. Predicted
outcomes for the entity pairs of interest can be traced back to the identified set of
associated entities and relational assumptions, as well as the contribution of each
assumption to the outcome. In addition to the interpretability of the method itself,
each stage of the method can provide a reasoning basis for the results, and has
stage interpretability, so MGCN is a method high interpretability. In addition, the
method can achieve more accurate and efficient network method tuning and has
strong practicability.

This work realizes the relationship extraction of medical information entities
and completes the relationship prediction and confidence score of entity pairs in
three stages according to different tasks. Unlike existing techniques that rely on
multiple different machine learning or deep learning network methods to predict
medical entity relationships, MGCN also focuses on the semantic information of the
entire corpus while considering OWA. Fully consider the context and spatial struc-
ture relationship of the text database, better fit the medical text data characteristics
and task characteristics, and finally generate the global optimal prediction theorem.
Compared with similar techniques, MGCN is more rational and open in relation
prediction, and each stage is interpretable. We believe that MGCN can better assist
physicians or practitioners in new medical discoveries and structuring downstream
tasks. In the future, this research mainly has the following three exploration direc-
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tions. First, consider combining MGCN with state-of-the-art denoising methods to
further improve the performance. Secondly, the method is refined on the basis of
a small amount of data, so that the method can still achieve better results in the
case of scarce data. Finally, MGCN is improved for downstream tasks, enabling
it to extract relationships from massive multi-source heterogeneous data and build
a medical knowledge graph.
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1 INTRODUCTION

FS Fuzzy sets
FG Fuzzy graph
IFS Intuitionistic fuzzy set
IFG Intuitionistic fuzzy graph
IFPR Intuitionistic fuzzy preference relation
IFAM Intuitionistic fuzzy adjacency matrix
IFLM Intuitionistic fuzzy Laplacian matrix
LE Laplacian energy
CC Correlation coefficient
GDMP Group decision making problem
FMF Fuzzy membership function
FNMF Fuzzy non-membership function
MVs Membership values
NMVs Non-membership values

Table 1. Nomenclature

Zadeh [1] proposed the notion of fuzzy sets. The range of truth value of the
membership relation is the interval [0, 1], which is a property of FS. To address
the ambivalence and doubt regarding the membership degree, Atanassov [2] added
a new degree, termed as degree of non-membership, to the FS concept in 1986.
In a fuzzy set, one excluding the degree of membership functions is known as the
indecision degree or non-membership degree of a particular component, and it is
thus totally stable. However, in authentic or many instances, there is a degree
of ambivalence seen between membership functions, and thus they are independent.
Zadeh [3] presented the idea of a fuzzy graph relation, which has been used to analyse
cluster patterns. Kaufmann [4], created the concept of FG based on Zadeh’s hazy
relations. Rosenfeld [5] proposed the notion and construction of the FG. Gutman [6]
and Balakrishnan [7] defined graph energy in chemistry, as well as its importance
to the total π-electron energy of specific compounds, and identified superior and
inferior graph energy limits. In [8] Anjali and Mathew investigated the energy of a
FG. The LE of a FG was presented by Sharbaf and Fayazi [9]. The idea of a FG was
expanded by Parvathi and Karunambigai [10] to include an IFG. The familiarity
with the LE of a FG was applied to the LE of an IFG by Basha and Kartheek
in [11]. IFG is one of the most popular and unrivalled extensions of IFS perception.
Recently, Falehi [12, 13, 14] has successfully performed IFPRs and their executions
using a variety of methodologies. Many novel notions about extended architectures
of fuzzy graphs were proposed by Akram et al. [15, 16, 17, 18, 19, 20, 21], and
their related implications in decision-making. Also, to choose the optimum alliance
partner, Ramesh et al. [22] used a GDM procedure that connected the TOPSIS
method with IFG.
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In an intuitionistic ambiguous scenario, focusing on the variance and covariance
of the IFS, Xuan [23] devised a method for determining the correlation coefficient,
the value of which is in [−1, 1]. Ye [24] proposed a technique in GDMP based on
weighted correlation coefficients using LE is presented for particular situations when
the knowledge about criterion weights for alternatives is totally unknown. Also,
several statistical methods have been executed by Akula and Sharief Basha [25],
Zeng and Li [26], Mitchell [27], Huang ad Guo [28], Szmidt and Kacprzyk [29].
Garg and Rani [30], Khaleie and Fasanghari [31], etc. offered several statistical
methods for handling decision-making circumstances by using intuitionistic fuzzy
sets to represent the quality of the substitutes and fuzzy values to express the weight
of each criterion.

According to intuitionistic fuzzy set research, it is crucial to consider this exten-
sion concept. It motivates us to think about IFGs and their applications. In this
paper, we provide a strategy for solving GDM issues when the weights (loads) of the
criteria are completely unknown and the alternatives are solely determined by the
IFG. To address ambiguous information criteria, we use the LE measure to calcu-
late the relative weights based on each decision matrix. To satisfy the total weight
vector requirement, we combine each LE weight that was received. The correlation
coefficient metric is used to evaluate IFG alternatives, and the best ones are then
chosen by calculating the correlation degree for each ranking of the alternatives.

The remainder of this article is structured as follows: The essential principles,
covariance, and correlation coefficient measures of IFG are presented in Section 2.
Group decision-making is presented in Section 3, utilising IFG’s Laplacian energy
and correlation coefficient technique. The appropriate application is found in Sec-
tion 4. Ultimately, the conclusion of the article is presented in Section 5.

2 PRELIMINARIES

Definition 1. An IFG Gi = (V,E, µ, ν) is defined as a FG with the nodes set V
and the paths set E, where µ is a FMF specified on V × V and ν is a FNMF, then
we specify µ(vi, vj) by µij and ν(vi, vj) by νij so as that

• 0 ≤ µij + νij ≤ 1,

• 0 ≤ µij, νij, πij ≤ 1,

where πij = 1− (µij + νij).

Definition 2. An IFAM is well-defined for an IFG G = (V,E, µ, ν) by A(Gi) =
[aij], where aij = (µij, νij). It is worth noting that µij denotes the strength of
the membership bond between vi and vj and νij denotes the strength of the non-
membership bond among both vi and vj.

Definition 3. An IFAM can be represented by two matrices, one carrying MVs as
well as the other carrying NMVs. So that we represent this matrix as

A(Gi) = [(Aµ(Gi)), (Aν(Gi))],
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where Aµ(Gi) is the intuitionistic fuzzy membership matrix and Aν(Gi) is the intu-
itionistic fuzzy non-membership matrix.

Definition 4. The Eigen roots of an IFAM are described as (Y, Z), where Y rep-
resents the set of latent roots of Aµ(Gi) and Z represents the set of latent roots of
Aν(Gi).

Definition 5. Permit A(Gi) as an IFAM and D(Gi) specified by [dij] as the degree
matrix of an IFG. Then IFLM of IFG is defined as

L(Gi) = D(Gi)− A(Gi).

An IFG’s Laplacian matrix can be represented as two matrices, one with MV ele-
ments and the other with NMV elements i.e.

L(Gi) = [(L(µij)), (L(νij))].

Definition 6. Consider an IFG Gi = (V,E, µ, ν) and λi, θi are the latent roots of
Intuitionistic fuzzy adjacency matrix A(Gi). Then the LE of IFG is described as
follows:

LE(Gi) = [LE(Aµ(Gi)), LE(Aν(Gi))],

where Aµ(Gi) and Aν(Gi) are the membership matrix and non-membership ma-
trix of A(Gi) of an IFG, and λi, θi are the latent roots of Aµ(Gi) and Aν(Gi).
Also, LE(Aµ(Gi)) and LE(Aν(Gi)) gives the Laplacian energies of membership ma-
trix Aµ(Gi) and non-membership matrix Aν(Gi) of IFG. The LE of (Aµ(Gi)) and
(Aν(Gi)) of an IFG is given by the euations:

LE(Aµ(Gi)) =
n∑

i=1

∣∣∣∣λi −
2
∑

1≤i≤j≤n µ(vi, vj)

n

∣∣∣∣ ,
LE(Aν(Gi)) =

n∑
i=1

∣∣∣∣θi − 2
∑

1≤i≤j≤n ν(vi, vj)

n

∣∣∣∣ .
Definition 7. [Correlation coefficient of IFGs] The Intuitionistic energies of two
Intuitionistic Fuzzy Graphs G1 and G2 are described as

EIFG(G1) =
n∑

i=1

[
µ2
G1
(xi) + ν2

G1
(xi)

]
=

n∑
j=1

λ2
j(G1)

and

EIFG(G2) =
n∑

i=1

[
µ2
G2
(xi) + ν2

G2
(xi)

]
=

n∑
j=1

λ2
j(G2).

The covariance of the IFGs G1 and G2 is defined as

CIFG(G1, G2) =
n∑

i=1

[µG1(xi)µG2(xi) + νG1(xi)νG2(xi)] .
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Therefore, the correlation coefficient measure of IFGs G1 and G2 are given by the
equation

KIFG(G1, G2) =
CIFG(G1, G2)√

EIFG(G1)EIFG(G2)

=

∑n
i=1 [µG1(xi)µG2(xi) + νG1(xi)νG2(xi)]√∑n

i=1

[
µ2
G1
(xi) + ν2

G1
(xi)

]√∑n
i=1

[
µ2
G2
(xi) + ν2

G2
(xi)

]
Alternately, Xu et al., developed an alternate version of the CC of IFGs C and D,
so the same form can be converted on IFGs G1 and G2 as follows.

KIFG(G1, G2) =

∑n
i=1 [µG1(xi)µG2(xi) + νG1(xi)νG2(xi)]

Max
{[∑n

i=1

[
µ2
G1
(xi) + νG1(xi)

]] 1
2 ,
[∑n

i=1

[
µ2
G2
(xi) + ν2

G2
(xi)

]] 1
2

}
or

KIFG(G1, G2) =

∑n
i=1 [µG1(xi)µG2(xi) + νG1(xi)νG2(xi) + πG1(xi)πG2(xi)]

Max


[

n∑
i=1

[
u2
G1
(xi) + ν2

G1
(xi) + π2

G1
(xi)

]] 1
2

,

[
n∑

i=1

[
µ2
G2
(xi) + ν2

G2
(xi) + π2

G2
(xi)

]] 1
2


or

KIFG(G1, G2) =

∑n
i=1 [µG1(xi)µG1(xi) + νG1(xi)νG2(xi) + πG1(xi)πG2(xi)]

√√√√ n∑
i=1

[
µ2
G1
(xi) + ν2

G1
(xi) + π2

G1
(xi)

]
√√√√ n∑

i=1

[
µ2
G2
(xi) + ν2

G2
(xi) + π2

G2
(xi)

]

.

The function KIFG satisfies the following conditions

• (P1): 0 ≤ KIFG(G1, G2) ≤ 1,

• (P2): KIFG(G1, G2) = KIFG(G1, G2),

• (P3): KIFG(G1, G2) = 1, if G1 = G2.
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3 GROUP DECISION-MAKING BASED ON INTUITIONISTIC
FUZZY GRAPHS LAPLACIAN ENERGY
AND CORRELATION COEFFICIENT

3.1 Algorithm

For the purpose of finding GDMP based on IFPR, let ω = (ω1, ω2, . . . , ωm) be a sub-
jective loading vector of authorities, where ωk > 0, k = 1, 2, . . . ,m with

∑m
i=1 ωi =

1.

Step (i). Calculate the LE(Gi) using the following equations.

LE(Gi) =
n∑

i=1

∣∣∣∣λi −
2
∑

1≤i≤j≤n µ(vi, vj)

n

∣∣∣∣ ,
LE(Gi) =

n∑
i=1

∣∣∣∣θi − 2
∑

1≤i≤j≤n ν(vi, vj)

n

∣∣∣∣ .
(1)

Step (ii). Calculate the weight ωa
k by using Laplacian energy of the authorities ek

using the equation

ωa
k = ((ωµ)k, (ων)k) =

[
LE((Gµ)k)∑m
i=1 LE((Gµ)i)

,
LE((Gν)k)∑m
i=1 LE((Gν)i)

]
. (2)

Step (iii). Calculate the Karl Pearson’s correlation coefficient K(Gs, Gl) between
Gs and Gl for s ̸= l, using the equation

KIFG(Gs, Gl) =

∑n
i=1 [µGs(xi)µGl

(xi) + νGs(xi)νGl
(xi)]√∑n

i=1

[
µ2
Gs
(xi) + ν2

Gs
(xi)

]√∑n
i=1

[
µ2
Gl
(xi) + ν2

Gl
(xi)

] . (3)

Compute the average correlation coefficient degree K(Gs) to the others by using
the equation

K(Gs) =
1

m− 1

m∑
l=1,s ̸=l

K(Gs, Gl), s = 1, 2, . . . ,m. (4)

Step (iv). Compute the weight ωb
s determined by K(Gs) of the authority ek, using

the equation

ωb
s =

K(Gs)∑m
i=1K(Gi)

, s = 1, 2, . . . ,m. (5)

Step (v). Calculate the authority e′ks objective weight ω
2
s using the following equa-

tion
ω2
s = η ωa

s + (1− η)ωb
s, η ∈ [0, 1], s = 1, 2, . . . ,m. (6)
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Step (vi). Incorporate the weight ωs with authority ek subjective weight ωa
s and

objective weight ω2
s using the equation

ωs = γω1
s + (1− γ)ω2

s , γ ∈ [0, 1], s = 1, 2, . . . ,m. (7)

3.2 Procedure – I

Step (vii). Use the equation

τ
(s)
i =

1

n

n∑
j=1

τ
(s)
ij , (8)

where i = 1, 2, . . . ,m, to obtain the aggregate intuitionistic ambiguity value of

the option τ
(s)
i across all alternatives.

Step (viii). Use the equation

τi =
m∑
i=1

ωsτ
(s)
i , ∀i = 1, 2, . . . ,m (9)

to make a total intuitionistic ambiguity value of the alternative τi over other

choices by summing all τ
(s)
i (s = 1, 2, . . . , n), corresponding to n-authorities.

Step (ix). Calculate the rank function from the equation

K(τi) = µi − νi (10)

of τi if the better value of K(τi) is the finer alternate τi, then the alternates must
be ranked in groups.

3.3 Procedure – II

Step (i). Determine the supportive IFPR as M = (τij)n×n by the equation

τij = (µij, νij) =

(
m∑
l=1

ωlµ
(l)
ij ,

m∑
l=1

ωlν
(l)
ij

)
, i, j = 1, 2, . . . , n. (11)

Step (ii). For every choice xi, decide the correlation coefficient value K(M i,M+)
between M i and M+ and the correlation coefficient value K(M i,M−) between
M i and M− using the equations

K(M i,M+) =
1

n

n∑
j=1

µij(1) + νij(0)√
µ2
ij + ν2

ij

√
12 + 02

=
1

n

n∑
j=1

µij√
µ2
ij + ν2

ij

(12)

and

K(M i,M−) =
1

n

n∑
j=1

µij(0) + νij(1)√
µ2
ij + ν2

ij

√
02 + 12

=
1

n

n∑
j=1

νij√
µ2
ij + ν2

ij

. (13)
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Step (iii). For each choice xi, ascertain its estimate value by the equation

h(xi) =
K(M i,M+)

K(M i,M+) +K(M i,M−)
. (14)

The two procedures (I and II) listed above are intended for acquiring the included
loads and ranking the substitutes. When the value of h(xi) is greater, the alternative
xi is preferred. The finest ranking of the substitutes is then available for decision-
makers.

4 FLOW CHART

The flowchart below illustrates how the suggested technique would work to get the
alternate rankings.

5 APPLICATION: FINEST SELECTION
OF MONEY-INVESTING SCHEMES

Suppose a man who wants to invest his money in any of the four categories such
as Fixed deposit (FD, x1), Govt bonds (GB, x2), Postal savings (PS, x3), and Shares
(SH , x4) (Wang et al. 2005) [32]. He can only pick one based on three criteria
such as Tax benefits (e1), Risk coverage (e2) and Rate of interest (e3). Due to his
inadequate expertise, he wanted to seek advice from experts who could offer the
finest investment strategy. As a result, the experts will apply IFGs to express their
preference ratings in order to find the original ranking information, which is provided
in the intuitionistic fuzzy decision matrices. It should be noted that the criteria are
classified into two types:

1. Benefit type and

2. Price type.

This should be considered by the experts and client when selecting preference values.

To determine one of the most desired categories, the recommended experts use
the appropriate aggregate decision information. In order to choose the best category,
they use the correlation coefficient and LE of IGFs based on GDMP as follows.

From Figure 2, the IFAM is defined as

A(G1) =


(0, 0) (0.2, 0.4) (0.5, 0.4) (0.7, 0.1)

(0.4, 0.2) (0, 0) (0.3, 0.5) (0.4, 0.5)
(0.4, 0.5) (0.5, 0.3) (0, 0) (0.8, 0.2)
(0.1, 0.7) (0.5, 0.4) (0.2, 0.8) (0, 0)

 .
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Figure 1. The procedure of ranking the alternatives (substitutes) for GDM assessment
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Figure 2. IFG (G1) related to tax benefits

Figure 3. IFG (G2) related to risk coverage

From Figure 3, the IFAM is defined as

A(G2) =


(0, 0) (0.3, 0.4) (0.4, 0.5) (0.6, 0.3)

(0.4, 0.3) (0, 0) (0.4, 0.4) (0.5, 0.3)
(0.5, 0.4) (0.4, 0.4) (0, 0) (0.7, 0.2)
(0.3, 0.6) (0.3, 0.5) (0.2, 0.7) (0, 0)

 .

From Figure 4, the IFAM is defined as

A(G3) =


(0, 0) (0.8, 0.1) (0.3, 0.4) (0.6, 0.4)

(0.1, 0.8) (0, 0) (0.5, 0.3) (0.4, 0.5)
(0.4, 0.3) (0.3, 0.5) (0, 0) (0.3, 0.7)
(0.4, 0.6) (0.5, 0.4) (0.7, 0.3) (0, 0)

 .
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Figure 4. IFG (G3) related to rate of interest

The Laplacian IFAM A(G1) of G1 is given by

L(A(G1)) = D(G1)− A(G1),

L(A(G1)) =


(1.4, 0.9) (0, 0) (0, 0) (0, 0)
(0, 0) (1.1, 1.2) (0, 0) (0, 0)
(0, 0) (0, 0) (1.7, 1.0) (0, 0)
(0, 0) (0, 0) (0, 0) (0.8, 1.9)



−


(0, 0) (0.2, 0.4) (0.5, 0.4) (0.7, 0.1)

(0.4, 0.2) (0, 0) (0.3, 0.5) (0.4, 0.5)
(0.4, 0.5) (0.5, 0.3) (0, 0) (0.8, 0.2)
(0.1, 0.7) (0.5, 0.4) (0.2, 0.8) (0, 0)

 .

The Laplacian IFAM A(G2) of G2 is

L(A(G2)) = D(G2)− A(G2),

L(A(G2)) =


(1.3, 1.2) (0, 0) (0, 0) (0, 0)
(0, 0) (1.3, 1.0) (0, 0) (0, 0)
(0, 0) (0, 0) (1.6, 1.0) (0, 0)
(0, 0) (0, 0) (0, 0) (0.8, 1.8)



−


(0, 0) (0.3, 0.4) (0.4, 0.5) (0.6, 0.3)

(0.4, 0.3) (0, 0) (0.4, 0.4) (0.5, 0.3)
(0.5, 0.4) (0.4, 0.4) (0, 0) (0.7, 0.2)
(0.3, 0.6) (0.3, 0.5) (0.2, 0.7) (0, 0)

 .
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The Laplacian IFAM A(G3) of G3 is

L(A(G3)) = D(G3)− A(G3),

L(A(G3)) =


(1.7, 0.9) (0, 0) (0, 0) (0, 0)
(0, 0) (1.0, 1.6) (0, 0) (0, 0)
(0, 0) (0, 0) (1.0, 1.5) (0, 0)
(0, 0) (0, 0) (0, 0) (1.6, 1.3)



−


(0, 0) (0.8, 0.1) (0.3, 0.4) (0.6, 0.4)

(0.1, 0.8) (0, 0) (0.5, 0.3) (0.4, 0.5)
(0.4, 0.3) (0.3, 0.5) (0, 0) (0.3, 0.7)
(0.4, 0.6) (0.5, 0.4) (0.7, 0.3) (0, 0)

 .

5.1 Algorithm

Step (i). By formula 1, we calculate the LEs of Gi, i = 1, 2, 3.

From Figure 2 and A(G1) we get

LE(G1) = (2.5796, 2.7298).

From Figure 3 and A(G2) we get

LE(G2) = (2.5000, 2.5000).

From Figure 4 and A(G3) we get

LE(G3) = (2.7425, 2.7047).

Step (ii). Using formula 2, we get the weights of Gi determined with LEs as follows:

ωa
1 = (0.3298, 0.3440),

ωa
2 = (0.3196, 0.3151)

and
ωa
3 = (0.3506, 0.3409).

Step (iii). Using 3 formula, we have

K(G1, G2) = 0.9681,

K(G1, G3) = 0.7794

and
K(G2, G3) = 0.8350.
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By Equation (4), we get

K(G1) = 0.8738,

K(G2) = 0.9016

and
K(G3) = 0.8072.

Step (iv). By Equation (5), we have ωb
s =

K(Gs)∑m
i=1 K(Gi)

, s = 1, 2, . . . ,m. then we get

ωb
1 = 0.3383,

ωb
2 = 0.3491

and
ωb
3 = 0.3126.

Step (v). By Equation (6), we have ω2
s = ηωa

s + (1− η)ωb
s, and taking η = 0.5 we

get

ω2
1,µ = 0.3341,

ω2
2,µ = 0.3344,

ω2
3,µ = 0.3316

and

ω2
1,ν = 0.3412,

ω2
2,ν = 0.3321,

ω2
3,ν = 0.3268.

So, weights of authorities are

ω2
1 = (0.3341, 0.3412),

ω2
2 = (0.3344, 0.3321)

and
ω2
3 = (0.3316, 0.3268).

Step (vi). By Equation (7), we have ωs = γωa
s+(1−γ)ω2

s and taking γ = 0.5 we get

ω1,µ = 0.3320,

ω2,µ = 0.3270,

ω3,µ = 0.3411
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and

ω1,ν = 0.3426,

ω2,ν = 0.3236,

ω3,ν = 0.3339.

So, the impartial weights are

ω1 = (0.3320, 0.3426),

ω2 = (0.3270, 0.3236)

and
ω3 = (0.3411, 0.3339).

5.2 Procedure I

Step (vii). By Equation (8), we have τ
(s)
i = 1

n

∑n
j=1 τ

(s)
ij , i = 1, 2, . . . ,m.

Then from Figure 2 and A(G1) we get

τ
(1)
1 = (0.4667, 0.3000),

τ
(1)
2 = (0.3667, 0.4000),

τ
(1)
3 = (0.5667, 0.3334),

τ
(1)
4 = (0.2667, 0.6334).

From Figure 3 and A(G2) we get

τ
(2)
1 = (0.4334, 0.4000),

τ
(2)
2 = (0.4334, 0.3334),

τ
(2)
3 = (0.5334, 0.3334),

τ
(2)
4 = (0.2667, 0.6000).

From Figure 4 and A(G3) we get

τ
(3)
1 = (0.5667, 0.3000),

τ
(3)
2 = (0.3334, 0.5334),

τ
(3)
3 = (0.3334, 0.5000),

τ
(3)
4 = (0.5334, 0.4334).
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Step (viii). By Equation (9), we have τi =
∑m

s=1 ωsτ
(s)
i , i = 1, 2, . . . , n., we get

τ1,µ = 0.4900, τ1,ν = 0.3324,

τ2,µ = 0.3772, τ2,ν = 0.4230,

τ3,µ = 0.4763, τ3,ν = 0.3891

and

τ4,µ = 0.3577, τ4,ν = 0.5559.

Therefore

τ1 = (0.4900, 0.3324),

τ2 = (0.3772, 0.4230),

τ3 = (0.4763, 0.3891)

and
τ4 = (0.3577, 0.5559).

Step (ix). By Equation (10), we have K(τi) = µi − νi, we get

K(τ1) = 0.1576,

K(τ2) = −0.0450,

K(τ3) = 0.0872,

K(τ4) = −0.1982.

Therefore K(τ1) > K(τ3) > K(τ2) > K(τ4), as a result τ1 > τ3 > τ2 > τ4.

The resulting ranking order is the same for all the values of γ (γ ∈ [0, 1]), not
only the one (γ = 0.5) used in Equation (7).

5.3 Procedure II

Step (i). In this part, we present the position outcome potential using our compa-
rable correlation coefficient approach. By Equation (11) in method II, we form
the group IFPR as follows.

From the matrices A(G1), A(G2) and A(G3) we get

M =


(0, 0) (0.4376, 0.2999) (0.3994, 0.4324) (0.6333, 0.2649)

(0.2977, 0.4327) (0, 0) (0.4010, 0.4009) (0.4327, 0.4353)
(0.4327, 0.4009) (0.3991, 0.3992) (0, 0) (0.6309, 0.3670)
(0.2677, 0.6343) (0.4347, 0.4324) (0.3706, 0.6008) (0, 0)

 .
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Step (ii). By using the Equations (12) and (13), we achieve

K(M1,M+) = 0.6065,

K(M2,M+) = 0.4947,

K(M3,M+) = 0.5762,

K(M4,M+) = 0.4057

and

K(M1,M−) = 0.4215,

K(M2,M−) = 0.5601,

K(M3,M−) = 0.4724,

K(M4,M−) = 0.6194.

Step (iii). Next, for each choice xi, (i = 1, 2, 3, 4), Equation (14) provides the
computation standards as

h(x1) = 0.5900,

h(x2) = 0.4690,

h(x3) = 0.5494,

h(x4) = 0.3958.

Since h(x1) > h(x3) > h(x2) > h(x4), as a result x1 > x3 > x2 > x4.

The resulting ranking order is the same for all the values γ, where γ ∈ [0, 1].

According to Xu′s algorithm [33] with Procedures I and II, rank wise Fixed
deposit (x1) is at the top position, Shares (x4) are at the last, and Govt bonds (x2)
and Postal savingas (x3) are in the middle position. Also,the position ordering of
alternatives is the same for both procedures and are shown in the following tables.

After the assessment, the decision-maker concludes that a fixed deposit is the
best option for a person looking to invest money among the four categories men-
tioned. The overall analysis revealed that the two working methods produced the
same ranking order. Furthermore, when compared to the method (see [22]), this
approach yields slightly faster results.
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γ ω τ

0.3

ω1 = (0.3328, 0.3420) τ1 = (0.4894, 0.3327)
ω2 = (0.3298, 0.3270) τ2 = (0.3774, 0.4662)
ω3 = (0.3373, 0.3310) τ3 = (0.4770, 0.3885)

τ4 = (0.3566, 0.5568)

0.5

ω1 = (0.3320, 0.3426) τ1 = (0.4900, 0.3324)
ω2 = (0.3270, 0.3236) τ2 = (0.3772, 0.4230)
ω3 = (0.3411, 0.3339) τ3 = (0.4763, 0.3891)

τ4 = (0.3577, 0.5559)

0.7

ω1 = (0.3311, 0.3432) τ1 = (0.4904, 0.3321)
ω2 = (0.3240, 0.3202) τ2 = (0.3768, 0.4450)
ω3 = (0.3449, 0.3367) τ3 = (0.4754, 0.3895)

τ4 = (0.3587, 0.5554)

Table 2. The table values of the alternatives for distinct values of γ using Xu’s technique
and working procedure I

γ K(τ1) K(τ2) K(τ3) K(τ4) Ranking

0.3 0.1567 −0.0888 0.0885 −0.2002 τ1 > τ3 > τ2 > τ4
0.5 0.1576 −0.0450 0.0872 −0.1982 τ1 > τ3 > τ2 > τ4
0.7 0.1583 −0.0682 0.0859 −0.1967 τ1 > τ3 > τ2 > τ4

Table 3. The ranking order of the alternatices by using Xu’s technique and working pro-
cedure I

γ ω K(Mi,M+) K(Mi,M−)

0.3

(0.3328, 0.3420) K(M1,M+) = 0.6060 K(M1,M−) = 0.4222
(0.3298, 0.3270) K(M2,M+) = 0.4954 K(M2,M−) = 0.5596
(0.3373, 0.3310) K(M3,M+) = 0.5736 K(M3,M−) = 0.4769

K(M4,M+) = 0.4047 K(M4,M−) = 0.6201

0.5

(0.3320, 0.3426) K(M1,M+) = 0.6065 K(M1,M−) = 0.4215
(0.3270, 0.3236) K(M2,M+) = 0.4947 K(M2,M−) = 0.5601
(0.3411, 0.3339) K(M3,M+) = 0.5762 K(M3,M−) = 0.4724

K(M4,M+) = 0.4057 K(M4,M−) = 0.6194

0.7

(0.3311, 0.3432) K(M1,M+) = 0.6068 K(M1,M−) = 0.4210
(0.3240, 0.3202) K(M2,M+) = 0.4940 K(M2,M−) = 0.5606
(0.3449, 0.3367) K(M3,M+) = 0.5593 K(M3,M−) = 0.4785

K(M4,M+) = 0.4067 K(M4,M−) = 0.6188

Table 4. The table values of the replacements for distinct values of γ using Xu’s technique
and working procedure II

γ K(τ1) K(τ2) K(τ3) K(τ4) Ranking Order

0.3 0.5894 0.4696 0.5460 0.3949 x1 > x3 > x2 > x4
0.5 0.5900 0.4690 0.5494 0.3958 x1 > x3 > x2 > x4
0.7 0.5904 0.4684 0.5389 0.3966 x1 > x3 > x2 > x4

Table 5. The ranking order of the replacements for distinct values of γ using Xu’s tech-
nique and working procedure II
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6 CONCLUSION

In general, the opinions of the authorities on alternatives might be unclear and
divergent when there is a lack of information or expertise concerning an ambiguous
situation. The ideal solution to this issue is the intuitionistic fuzzy concept. In
this paper, we illustrated how correlation coefficient measures and Laplacian energy
can be used to solve GDM problems when the weight of the criterion is completely
unknown and the IFG is the main factor that affects the alternatives. The proposed
statistical measure has been successfully implemented for money-investing schemes,
and its use will aid in ranking the substitutes. This analogous approach can be used
to investigate other aspects of various fuzzy graphs and is also applicable to many
IFG types, including Hesitancy fuzzy graphs, Complex fuzzy graphs, etc.
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Abstract. It is very difficult to accomplish the 3D reconstruction of the clothed
human body from a single RGB image, because the 2D image lacks the represen-
tation information of the 3D human body, especially for the clothed human body.
In order to solve this problem, we introduced a priority scheme of different body
parts spatial information and proposed PointHuman network. PointHuman com-
bines the spatial feature of the parametric model of the human body with the
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implicit functions without expressive restrictions. In PointHuman reconstruction
framework, we use Point Transformer to extract the semantic spatial feature of
the parametric model of the human body to regularize the implicit function of
the neural network, which extends the generalization ability of the neural network
to complex human poses and various styles of clothing. Moreover, considering
the ambiguity of depth information, we estimate the depth of the parameterized
model after point cloudization, and obtain an offset depth value. The offset depth
value improves the consistency between the parameterized model and the neural
implicit function, and accuracy of human reconstruction models. Finally, we opti-
mize the restoration of the parametric model from a single image, and propose
a depth perception method. This method further improves the estimation ac-
curacy of the parametric model and finally improves the effectiveness of human
reconstruction. Our method achieves competitive performance on the THuman
dataset.

Keywords: 3D reconstruction, clothed human reconstruction, SMPL estimation

1 INTRODUCTION

By using intelligent devices to describe and represent the real world has always been
a hot and difficult research direction in computer vision and computer graphics areas.
The research field of 3D vision has also fast developed in recent years. Lots of 3D
human reconstruction research results have been applied in real life. Such as virtual
fitting, AR, VR, film, television and 3D games, etc. Creating value for the society
while it also brings economic effects. For computer to understand human behavior,
participate in human life, realize interaction with humans, it is very important for
us to obtain the 3D pose and shape of the human body.

Deep learning is a branch of machine learning. Many traditional machine learn-
ing algorithms have a limited learning capacity, and therefore cannot learn the total
amount of knowledge with increasing amounts of data. However, deep learning
systems can improve performance by accessing more data, a machine surrogate for
“more experience”. Once a machine has gained enough experience through deep
learning, it can be used for specific tasks such as driving a car, face recognition, di-
agnosing a disease, detecting machine malfunctions, etc. Deep learning can provide
a variety of solutions in computer vision, natural language processing, and many
other applications. In the future metaverse era, deep learning can play an impor-
tant role, for example in 3D reconstruction, where deep learning can perform such
functions.

The current 3D human body reconstruction methods can be classified into
three categories. The first category is to use the existing parametric human body
model, such as human parametric model [1], which can directly restore the three-
dimensional human body model from a single RGB image or video. The diffi-
culty of recovering 3D model directly from RGB image or video lies in the com-
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plexity of the human body, clarity, occlusion, clothing, lighting and the inherent
ambiguity of 2D inferring 3D poses. This method does not need specific depth
sensor and has a low dependence on external. It is widely used. However, the
accuracy of the currently constructed model is far from enough, especially for de-
tailed feature with a hand and face are obviously missing, and no clothing de-
tails.

Figure 1. The pipeline of human reconstruction. Given an input image, 2D Pixel Encoder
performs pixel feature extraction on the image (a). SMPL estimation is performed on the
image to obtain the parametric model, and the parametric model is transformed into
a point cloud. 3D Spatial Encoder performs spatial feature extraction on these point
clouds (b). Depth Estimation Encoder estimates the offset depth value for these point
clouds. The features of a, b and c are fused, and sent to the multi-layer perceptron to
predict the distance symbol function value (d), and finally the human body mesh model
is obtained.

The second category is the parametric model’s deformation. Adding offsets
(SMPL + D) to the vertices of the human parametric model to represent a clothed
human body is a simple model that is widely used and easy to parameterize. The
body geometry of the target pose is obtained by adding the offsets of the vertices
under the standard pose of the human parametric model, and then using the skin
deformation. There are several previous study [2, 3, 4, 5] to implement. It is
difficult to represent SMPL + D for clothes that are not consistent with the SMPL
mesh topology, such as open jackets and skirts. Moreover, the binding of clothing to
SMPL vertices, especially the binding of mask weights, leads to loose clothing that
may be distorted in the mask deformation. And the SMPL + D approach is poorly
robust in reconstructing clothing away from the body. It would be better not to
adopt a parametric model, such as [6, 7, 8, 9, 10].
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The third category is implicit function without using the parameterized model.
The pixel alignment implicit function first introduced by PIFu [6] uses MLP to de-
termine the volume occupancy value for a given 3D location. In order to obtain both
global and local feature, PIFu [6] uses a deep network to extract the feature of each
pixel, and combine this feature together with the depth information of the corre-
sponding 3D point as the input of the MLP to obtain high-fidelity 3D clothed human
body reconstruction. Based on PIFu [6], PIFuHD [11] utilizes higher-precision fea-
ture and predictes normal information to obtain clothed human reconstructions with
more geometric details. Hong et al. [12] use the stereoscopic sense of binocular cam-
era to introduce voxel features to the human body reconstruction and get better
results. Summary, the 3D reconstruction of the clothed human body reconstructed
from a single RGB image still has the following problems. First, the complexity of
the action pose of the person, the ever-changing and different actions of the same
person. Second, the self-occlusion of the person, whether the occluded part or the
occluded part will lose the integrity Information. Last, RGB images taken by ordi-
nary cameras lack depth information, resulting in depth ambiguity.

Figure 2. SMPL estimation frame diagram. Inputting an RGB image, HRNet obtains
three feature maps: center heat map, position offset map and SMPL map, center heat
map and position offset map past depth perception information, and then carry out with
the SMPL map Fusion, the SMPL parameters are regressed by the multilayer perceptron

Our three technical contributions are:

• We extract spatial information from the parameterized model, and give the
reconstruction network prior knowledge, constrain its spatial expression, mean-
while, impose restrictions on the estimated shape of the human reconstruction.
It improves the generalization ability of the neural network to complex human
poses and various styles of clothing.

• In order to solve the problem of depth ambiguity, the parametric model con-
tains the relevant coordinate information of each limb of the human body after
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Figure 3. Depth perception Net Frame

point cloud, and the depth can be estimated by the depth network to generate
the offset depth value. The offset depth value can use the human body prior
information of the predicts depth to guide the occupied space.

• We propose a depth perception method for parameterized model estimation,
which reduces the problem of depth ambiguity and restores a more accurate
parameterized model.

2 RELATED WORK

2.1 Human Reconstruction Based on Parametric Model

Parametric model capable of changing its parameters to represent the shape of the
human body. When human changing its action, the parametric model of the human
body will change its parameters to describe the height, short, fat and thin of the
human body. Lassner et al. [13] extract 72 joint points of the human body and use
random forests to regress SMPL pose and shape parameters. Pavlakos et al. [14]
regress SMPL parameters by relying on a smaller number of key points and body
contours, further adopt a similar method, then use a segmentation map of human
body parts as an intermediate representation. HMR [15] tries to use a weakly su-
pervised method, relying on two-dimensional joint point reprojection penalty and
a pre-learned human pose discrimination network, directly using neural network
for singe image. Kolotour et al. [5] propose a self-supervised method to solve the
same problem. Güler et al. [16] rely on weaker body contour supervision. Rock-
well et al. [17] Consider showing only severe occlusion of hand or torso images, to
predict the matching SMPL human body. In order to recover more geometric infor-
mation beyond the body from individual images, such as hand movement and facial
expression, Choutas et al. [7] use a body-driven attention technique for extracting
high-resolution hand and face from image. A close-up of the part that helps the
network predict matching SMPL parameters. Zhang et al. [18] considered how to
predict a SMPL human body that matches a 3D scene. For video stream, there are
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Figure 4. Our results on a single RGB image. From left to right: the first column is the
input image, the second (front), third (side) and fourth (back) columns are the reconstruc-
tion results, and the fifth column is the texture inference results, the results show that our
method is able to reconstruct high-quality models with robust performance for handling
various human poses.

also methods that introduce temporal information to predict SMPL. Among them,
Arnab et al. [19] shows that Internet video annotated with SMPLify incorporating
temporal continuity can be used to fine-tune HMR results to achieve better results.
Kanazaw et al. [20] learn human motion by predicting past and future frames. Sun
et al. [15] proposed a temporal model based on a transform network can be used
to further improve the effectiveness. VIBE [21] guides action prediction based on
priors learned from human sequence motion data. These works focus on using the
SMPL parameter space as a homotropic objective. Although the human body re-
construction based on parametric model can capture the movement of the human
body and reconstruct the general shape of the human body, it lacks clothing details
and is not vivid enough.
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2.2 Human Reconstruction Based on Parametric Model Deformation

Adding offsets (SMPL + D) to the vertices of a parametric model of the human
body to represent a clothed human body is a simple approach that is widely used
and easy to parameterize. By adding the offset of the vertices under the standard
pose of the parametric model of the human body, and then using the skin deforma-
tion, we obtain the clothing body geometry of the target pose. ClothCap [8] use
this representation to separate and reconstruct human clothing for 4D high-quality
scan sequences. Zhang et al. [22] use this representation to optimize the shape of
naked body that best fit the scan sequences of people. Loop Reg [23] create a self-
supervised loop, through end-to-end training, register the scan data of the clothed
human body on the SMPL + D representation. Alldieck et al. [2] extract the con-
tour of a rotation sequence of a person roughly in the A pose, and optimize the
clothing based on this The SMPL + D representation of the human body. They
propose a neural network that uses a few color images and some semantic informa-
tion to directly return the target SMPL + D representation, greatly increasing the
computational speed [24]. Move the texture map space defined in SMP to achieve
a higher-resolution SMPL + D representation, which can represent small clothing
wrinkles. MGN [4] segmentes the SMPL vertex for different clothing types, so that
the reconstructed SMPL + D representation can better express the boundary of
the clothing. Bhatnag et al. [25] parameterize the clothing vertex offset as SMPL
parameters with the graph convolution representation of clothing parameters, and
a generative model of SMPL+D is learned, which supports a small number of cloth-
ing types. Inspired by the SMPL+D representation, Sun et al. [28] use hierarchical
free-form 3D deformation techniques to improve the predicted body geometry and
capture image-compliant details. Weng et al. [26] deform the SMPL model from
the normal estimated from a single image to obtain a drivable clothed human body.
SMPL + D is simple and compact, but has some limitions. First, there are limited
types of clothing that can be expressed.

For clothing that is inconsistent with the SMPL mesh topology, such as open
coats, skirts, etc, SMPL+D is difficult to represent. Secondly, due to the binding of
the garment to the top of the SMPL, especially the binding of skin weight, resulting
in loose clothing and possible skin deformation distortion. SMPL+D method is less
robust to garment reconstruction away from the body.

2.3 Human Reconstruction Based on Non-Parametric Model

In order to get rid of the constraints of parametric representation on the complex
geometry of the clothed human body, some implicit representations are used for
geometric reconstruction. By implicit representation, we mean that a continuous
three-dimensional spatial scalar-valued function is defined, and some of its equiva-
lent surfaces are defined as geometric surfaces. The most common implicit repre-
sentations are the occupancy field (OF) and the signed distance field (SDF). The
scalar value of OF is usually a binary value of whether the spatial point is inside
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the represented object, while the scalar value of SDF represents the signed distance
of the spatial point relative to the represented surface. In the computer, in order
to regularize the representation, the spatial implicit function is often discretized
with three-dimensional lattice points. More recently, more compact neural repre-
sentations, capable of efficiently modeling continuous functions, have also become
popular in geometric reconstruction. The discrete occupancy field is a lattice dis-
crete representation of a spatially continuous occupancy field. And BodyNet [16] is
one of the early works that introduced this representation to human reconstruction.
Voxel regression network (VPN) [27] uses an end-to-end convolutional neural net-
work to directly perform voxel regression on 3D human geometry based on various
inputs. DeepHuman [9] integrates multi-scale image features into 3D voxel features,
solving the problem of poor voxel regression details. Based on the voxel field repre-
sentation, since voxels reflect occupancy information unlike SDF fields, which have
richer geometric information.

The triple memory consumption limits the improvement of resolution and the
results are often coarse. The truncated signed distance field is a discretized rep-
resentation of the SDF field based on three-dimensional lattice points, and at the
same time, truncation is performed for larger distance values. This representation
is widely used in fusion-based methods using RGB-D inputs.

The pixel-aligned implicit function first introduced by PIFu [6] uses MLP to
determine the volume occupancy value for a given 3D location. In order to obtain
global and local feature at the same time, PIFu uses a deep network to extract the
feature of each pixel, and uses the feature together with the depth information of
the corresponding 3D point as the input of MLP, thus obtaining a high-fidelity 3D
clothed human body reconstruction. Stereo-PIFu [12] adds voxel-aligned features
to pixel-aligned PIFu features to binocular images. And using the predicted voxel
for guiding MLP predictions to high accuracy depths that can effectively combat
depth blurring, with the recovered geometry details has richer information. Based
on PIFu [6], PIFuHD [11] obtained a clothed human body reconstruction with more
geometric details by utilizing higher-precision features and predicted normal infor-
mation. Huang et al. [28] propose a novel multi-scale surface localization algorithm
and a direct rendering method without explicit extraction of surface meshes, and
for the first time demonstrated real-time reconstruction of the occupancy field of
a clothed human body from monocular video and rendering a new perspective.
ARCH [28] and ARCH++ [29] try to solve the problem by converting the problem
from the pose space to the normative space, but this conversion depends firstly on
the pose estimation (HPS) accuracy. Moreover, since the conversion depends on
the mask weight attached to SMPL, this weight is hard-coded and defined on the
bare body. And forced application it to a clothed person, driven by the action less
natural details of the clothes. ICON [30] Predicts SMPL body from image, render-
ing front and back body normal, and merging it with the original image. Through
a normal prediction network, get the positive and negative through normals, apply
the normal map to the SMPL. For particularly complex poses, ICON rebuilds as
well, but can’t do much with looser clothes.
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Figure 5. Qualitative comparison against current methods for single-image human model
reconstruction: (a) input images, (b) results by PIFu and (c) results by ours

3 METHOD

Our reconstruction of a human body with clothing from a single RGB image is
shown in Figure 1. Given a 2D RGB image containing a person, we first estimate
its parametric model. The hourglass network performs feature extraction on the
image to obtain pixel feature. The parametric model is a grid structure, which
consists of vertices and faces. The parametric model is converted into point cloud
from mesh. Every point cloud has x, y, and z coordinates. Point Transformer
performs 3D spatial feature extraction on every point cloud. After obtaining the
spatial information, ResNet extracts the depth information from the point cloud to
obtain the depth offset value. The three features are fused as input of the multi-
layer perceptron to predict the SDF value. In Figure 1, PointHuman takes a color
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Algorithm 1 Training for PointHuman

Input: set of data D. number of optimization steps K and batch size B.
Initialization: randomly initialize g, h, z and fv.

x← 1
while x ≤ K do
B ← {si ∈ D}Ni=1

for xi ∈ B do
F (x) = g(I(x))
S(x) = h(I(x))
z(X) = d(I(x))
fv = f((F (x), S(x), z(X))
LV = 1

n

∑n
i=1 |fv (FV (xi) , S (xi) , z (Xi))− f ∗

v (Xi)|2
end for
update g, h, z and fv by back-propagation

end while

Output: s ∈ {0, 1}

image:

f(F (x), S(x), z(X)) = s : s ∈ R, (1)

where for a 3D point X, x = ϖ(X) is its 2D projection, S(x) = h(I(x)) is spatial
feature of its parametric model at x. z(X) = d(I(x)) is the offset depth value in the
camera coordinate space, F (x) = g(I(x)) is the image feature at x. For surface re-
construction, we represent the ground truth surface as a 0.5 level-set of a continuous
3D occupancy field:

f ∗
v (X) =

{
1, if X is inside mesh surface,

0, otherwise.
(2)

The total loss function of our network can be formulated as:

LV =
1

n

n∑
i=1

|fv (FV (xi) , S (xi) , z (Xi))− f ∗
v (Xi)|2 , (3)

where Xi ∈ R3, FV (x) = g(I(x)) is the image feature from the image encoder g
at x = ϖ(X) and n is the number of sampled points. Given the input image, the
corresponding parameterized model and the corresponding mesh, the parameters of
the image encoder, 3D spatial encoder, depth estimation encoder and fv are up-
dated jointly by minimization so that they are consistent with the input image. The
parameters of the image encoder, 3D spatial encoder, depth estimation encoder and
fv are updated jointly by minimizing Equation (3). The Algorithm 1 provides the
training procedure of our proposed framework.
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3.1 Spatial Information Extraction

Spatial shape information is one of the characteristics of a 3D object, which con-
tains the representation information of the object and it is an important input for
3D reconstruction. The mesh structure is one of the manifestations of a 3D ob-
ject, which reflects the size and shape of the object itself. The mesh consists of
multiple triangles on one side and multiple discrete points are used to represent
continuous faces in the real world. The point cloud of the mesh is ignore the lines
between the vertices, take only the vertices, and use all points on the grid, preserv-
ing their spatial shape information. Combining them together is the point cloud
of the mesh. The point cloud is a collection of three-dimensional data. The point
cloud of the grid still retains its size and shape structure, i.e. spatial information.
In order to obtain the spatial geometric information of the parametric model, we
perform feature extraction on its point cloud. Transformer has achieved impres-
sive results in the NLP domain and 2D image analysis. Compared with language
or image processing, transformer may be more suitable for point cloud processing,
because the point cloud is essentially a collection of embedded metric spaces, and
the core self-attention of Transformer is a collection operator. In addition to this
conceptual matching, Transformer has actually achieved good results in the field of
point cloud data processing. Therefore, in this paper, we use Point Transformer [31]
to extract geometric information from the point cloud of the parametrized model.
Point Transformer adopts a network structure similar to U-net [32]. The first half
is down-sampling, The second half has the application of trilinear interpolation to
obtain the surface information. The first half and the second half are connected
to the information, and the network can then extract the deep spatial informa-
tion of the parameterized model. Point Transformer uses the subtraction relation
and add a position encoding δ to both the attention vector γ and the transformed
features α:

yi =
∑

xj∈X (i)

ρ (γ (φ (xi)− ψ (xj) + δ))⊙ (α (xj) + δ) , (4)

where X (i) ⊆ X is a set of points in a local neighborhood (specifically, k nearest
neighbors) of xi.

3.2 Estimation of Depth Information

Point cloud of the parametric model has 6 890 vertices, i.e. 6 890 3D coordinates,
which contain the relevant depth information of the body. To solve the depth
ambiguity problem, point cloud of the parametric model contains relative coor-
dinate information of each human limb, which can be used by the network to
estimate depth and generate offset depth values. In addition, the offset depth
value can be used to guide occupancy prediction using priority information of
the predicted depth. Specifically, the offset depth value makes the network eas-
ier to train and allows us to produce good surface detail, reducing the occur-
rence of limb breakage and breakage. Thus, the offset depth value actually acts
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as a bridge between predicted depth and occupancy prediction. For some cases,
such as the hand in front of the torso, there will be some discontinuous areas in
the predicted depth map. In these cases, the back side of the obscured query
point will change discontinuously, leading to unnaturally distorted reconstruction
results.

We use ResNet [33] for depth estimation, the z-coordinate values of 6 890 vertices
are used as input to obtain the offset depth difference of the body torso of the
parameterized model. So the input information is vector of size

R ∈ R6 890×1.

That is the coordinates of the point cloud. The last layer of output is vector of size

R ∈ R256×5 000.

The offset depth value and the depth value of the camera are stitched together to get
fused depth value. Fused depth value are added together and fed into the multilayer
perceptron.

3.3 Estimating Parametric Model

ROMP [34] aims to recover 3D human body from a single image, but due to the lack
of depth information, the correct human body cannot be recovered for self-occlusion.
Based on this, we propose a depth perception method to solve this problem. We
use the HRnet [35] network to process the image, output the center heat map, the
position offset map and the SMPL feature map.

The center heat map and the position offset map are fused and fed into the
depth perception network to obtain a 3D feature map. 3D feature map and SMPL
feature map get parameters of parametric model through multilayer perceptron re-
gression.

The flow chart is shown in Figure 2. The layout of the depth perception network
is convolutional layer–pooling layer–convolutional layer–activation function–output
layer, the output is the feature vector of size

R ∈ R72×1.

Depth perception network structure is shown in Figure 3. And the SMPL feature
map is the feature vector of size

R ∈ R82×1.

Center heatmap: The front view center heatmap of size

MF ∈ R1×H×W .
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It is aligned in pixel space and uses a Gaussian kernel to represent the likelihood
of an object being in 2D. We are adding a second 2D heatmap of size

M t ∈ R1×D×W ,

which represents an unseen top view. This heatmap represents the likelihood
that a person is at a certain depth point. However, this map does not repre-
sent metric depths. We synthesize and refine these two maps into a 3D center
heatmap

Mo ∈ R1×D×H×W ,

which uses a 3D Gaussian kernel to represent the 3D position of the detected
body center.

Position Offset Map: The discretized center heatmap roughly localizes the body,
but we expect the network to produce more precise estimates. Likewise, the posi-
tion offset map includes a front view and a top view. To improve the granularity
of 3D localization, we use additional feature map to refine coarse detections by
adding estimated offset vectors at each location. Front view offset feature maps
of size

Rf ∈ R1×H×W

contain 3D offset vectors. The top view offset map of size

Rt ∈ R1×D×W

contains a 1-dimensional offset vector for depth correction.

Ro ∈ R1×D×H×W

corresponds to a 3D center map and contains a 3D offset vector.

SMPL map:
R ∈ R128×H×W

contains a 128 grid feature vector at each 2D location. These features are aligned
with the input 2D image at the pixel level. After feature fusion with 3D feature
map, the SMPL parameters are regressed using a multilayer perceptron.

The front view and top view must work together to estimate the position and
depth of the person image. We take the concatenation of the front view map
and the backbone feature map as input. We unroll and synthesize 2D maps
from front view and top view to generate 3D feature map. The 3D feature map
and the SMPL feature map are fused, and the parameters of the parameterized
model are regressed through the multilayer perceptron.

4 EXPERIMENTS

In this section we evaluate our approach. Details about the implementation are
given in Section 4.1. Our ablation experiment in Section 4.3 and Section 4.4. In



470 Z. Mo, Q. Wang, H. Shi, B. Zhang, W. Sui

Section 4.2 we demonstrate that our method is able to reconstruct human mod-
els with challenging poses. We then compare our method to others methods in
Section 4.5. The quantitative evaluation results are given in Table 3.

4.1 Implementation Details

Network Architecture. For image feature extraction, we adapt the Hourglass
Stack same encoders in PIFu, take an image of 512× 512 as input and outputs
a 256-channel feature map with size of 128×128. For spatial feature extraction,
we use Point Transformer. Its input resolution is 6 890 × 3, and its output is
a 64-channel feature volume with a resolution of 64× 128× 128.

For depth formation extraction, we make use of ResNet, its input is the depth
value of point cloud of Parametric Model resolution is 6 890× 1, and its output
is a 1-channel vector with a resolution of 1× 5 000.

Training Data. We use THuman dataset, and it contains 6 795 human meshes
with various clothes, shape and poses. We split the dataset into a training set of
5 436 meshes and a testing of 1 359 meshes. THuman dataset is more challenging
to learn and less likely to cause over-fitting on upstanding human poses and
horizontal camera angles than the dataset used in PIFu. The downside of the
dataset is that it lacks high quality texture map for photo-realistic rendering,
which might hurt model generalization on in-the-wild natural images.

Network Training. We use Adam optimizer for network training with the learning
rate of 1× 10−3, the batch size is 8, the number of epochs is 45, and the number
of sampled points is 5 000 per subject. The learning rate is decayed by the factor
of 0.1 at every 10 000th iteration. It takes 204 hours for a 3 090 graphics card to
complete a training session.

Network Infering. A single RGB image as input, and the improved ROMP pre-
dicts its corresponding parametrized model. The parametric model is converted
into a point cloud through OPEN3D, which is input to the network together
with the image, and the final network outputs the parametric model and the
textured reconstructed surface.

4.2 Results

We present the results of our method for 3D human reconstruction from a single
RGB image in Figure 4. The input image in Figure 4 contains a variety of complex
body poses. The results demonstrate that the ability of our method to reconstruct
high-quality 3D human models, as well as its strong ability to handle a variety of
human poses. Figures 6, 7 and 8 show the training error, IOU and precision for
baseline and different fusing methods. In Figure 4, we can see that after we intro-
duce the parametric model, the reconstructed human body achieves good results,
the results show that our method is able to reconstruct high-quality models with ro-
bust performance for handling various human poses. Compared with PIFu with only
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Figure 6. Evaluation of training error. Green line represents PIFu, red line represent our
method without offset depth value, and blue line represents our method with offset depth
value.

Figure 7. Evaluation of IOU. Green line represents PIFu, red line represents our method
without offset depth value, and blue line represents our method with offset depth value.
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Figure 8. Evaluation of precision. Green line represents PIFu, red line represents our
method without offset depth value, and blue line represents our method with offset depth
value.

Figure 9. Visualization of the body optimization process. The leftmost column: the input
image. The 2nd to 3rd columns: the reconstruction results before reference body optimiza-
tion. The 4th to 5th columns: the reconstruction results after optimization.

pixel features, after we extract the spatial information of the parameterized model,
the Loss, IOU and Prec have made great progress. In addition, after the depth esti-
mation of the parameterized model, the surface details of the reconstructed human
body are richer. These indicator is further optimized.
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Figure 10. Offset depth values can reconstruct richer details. The leftmost column: the
input image. The 2nd to 3rd columns: the reconstruction results without offset depth value
and the results with offset depth value.

4.3 Offset Depth Value

We conduct ablation experiments to demonstrate the importance of the inputs in
our designed equations for occupancy inference and high-fidelity reconstruction. As
shown in Figure 10, PIFu [6] fails to reconstruct reasonable human body geometry
using pixel-aligned feature and absolute z-coordinates from a single image due to
the complexity and different spatial locations. In contrast, a variant of our PointHu-
man successfully learns human priors from the same dataset by taking pixel-aligned
features, space-aligned features, and the offset depth value as input. Experiments
show that our space-aligned feature indeed encode the depth-scale information of
query points and further enhance the expressive power of previous work. Table 1
also shows that by replacing absolute z-values with offset depth value, geometric
detail can be better recovered. The increase in PointHuman may come from the
reconstruction process of the occupancy field, which verifies that our offset depth
value indeed effectively utilizes human priors from predicted depth map to guide
occupancy inference.

PSD (cm) Chamfer (cm) Normal (cm)

w/o offset depth 2.197 2.312 0.292

w/ offset depth 2.100 2.288 0.281

Table 1. Numerical ablation study of offset depth

4.4 SMPL Estimation

To evaluate the effectiveness of the improved parametric model, we compare the
human fitting results before and after improvement using evaluation image. As
shown in Figure 9, the optimization step can further fit the SMPL model to the
actual human body, resulting in a more accurate body pose estimation. This is
also demonstrated in the quantitative evaluation in Table 2, we can also see that
the body mesh model reconstruction is also improved after the reference body is
optimized.
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PSD (cm) Chamfer (cm) Normal (cm)

w/o SMPL optimization 2.203 2.367 0.291

w/ SMPL optimization 2.175 2.301 0.285

Ours using ground-truth SMPL 2.100 2.288 0.281

Table 2. Numerical ablation study of SMPL optimization

4.5 Comparison

We compare our method with several current methods, DeepHuman and PIFu.
Among them, PIFu uses deep implicit functions as geometric representation, Deep-
Human combines volume representation with SMPL model. We compare with PIFu
in Figure 5, PIFu struggles to reconstruct model in challenging pose, while also suf-
fering from self-occlusion. Unlike these methods, our method is able to perform in
challenging body poses. Our method outperforms these methods in terms of surface
quality and pose generalization ability.

The results of the comparison are shown in Table 3, and the quantitative com-
parison shows that our method outperforms the methods of Deephuman and PIFu
in terms of surface reconstruction accuracy. Overall, our method is more general,
more robust and more accurate than DeepHuman and PIFu.

PSD (cm) Chamfer (cm) Normal (cm)

Deephuman [9] 11.246 11.928 0.464

PIFu [6] 4.026 2.604 0.300

Ours 2.100 2.288 0.281

Table 3. Numerical comparison results

5 CONCLUSION

Accurately and robustly reconstructing a 3D human body from a single RGB image
is a challenging problem due to the diversity of body movements, clothing types,
and other factors. We propose PointHuman to fuse feature of pixel feature, spatial
feature and offset depth values implements single-view human mesh reconstruction.
Our construction method addresses both spatial priors and deep blurring. The
key idea behind our approach to overcome these challenges is to decompose the
pose estimation from the surface reconstruction. To this end, we provide a deep-
learning based framework that combines the point cloud form of a parametric SMPL
model with a non-parametric deep implicit function for reconstructing a 3D human
body model from a single RGB image. Our method performs well in terms of
robustness and surface detail. For very complex poses and very loose clothing,
our method cannot generate reasonable human bodies. Therefore, although the
proposed method has taken a step forward in terms of generalization ability, it still
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fails in the case of extremely challenging poses. Point Transformer has limited ability
to extract spatial information from parametric models and cannot extract spatial
information from extremely complex poses. For the invisible area, our PointHuman
can only predict a plausible result while can not guarantee its accuracy. The network
for spatial feature extraction can be improved, or multi-view reconstruction can be
used, so that the reconstructed human body is better. An important future direction
is to alleviate the reliance on ground truth and save costs by exploring large-scale
image dataset and video dataset for unsupervised training. Additionally, we can
consider combining semantic segmentation for reconstruction to solve the problem
of not being able to reconstruct loose clothes.
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Dúbravská cesta 9
845 07 Bratislava, Slovakia
e-mail: {jeanrosemond.dora, Ladislav.Hluchy}@savba.sk

Karol Nemoga

Institute of Mathematics
Slovak Academy of Sciences
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Abstract. In cyberspace, there exists a prevalent problem that heavily occurs to
web application databases and that is the exploitation of websites by using SQL
injection attacks. This kind of attack becomes more difficult when it comes to
blind SQL vulnerabilities. In this paper, we will first make use of this vulnerability,
and subsequently, we will build an ontology (OBSQL) to address the detection of
the blind SQL weakness. Therefore, to achieve the exploitation, we reproduce the
attacks against a website in production mode. We primarily detect the presence of
the vulnerability, after we use our tools to abuse it. Last but not least, we prove the
importance of applying ontology in cybersecurity for this matter. The mitigation
techniques in our ontology will be addressed in our future work.
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1 INTRODUCTION

The significance of the website at present, and its constant use, make it a niche
for evildoers to obtain confidential data of users. According to recent research
from https://www.verizon.com/business/en-gb/resources/reports/dbir/

(2022), web application attacks are involved in 26% of all breaches, making the
second most common attack pattern. Knowing this information is extremely cru-
cial for both the attackers and the IT security engineers, as it involves security
concerns.

The detection of the blind SQL injection is a high-level scenario. It involves
advanced tools and techniques to be used by the attacker. First and foremost,
a web application developer does not mean to be a cyber security analyst; there-
fore, it may be hard for him to detect vulnerabilities. Moreover, during the pro-
gramming phase of the web application, the may use some common techniques
in PHP, Java, Python, etc. to mitigate SQL vulnerability. However, detecting
the blind SQL injection will require a deep analysis of the codes and the use of
penetration testing tools. Manually, it is very time-consuming to detect the vul-
nerability and attack its corresponding database. One of the reasons is that the
injection payloads that should be used differ from a database to a database. For
example, we need at least two (2) different payloads to abuse SQLite3 and MySQL
databases.

Regarding this web application vulnerability, an important factor that requires
great attention is when it accepts user input. For example, if it accepts users to be
registered, submit, log in, comment, etc. Publishing the website without submitting
it to a penetration testing phase, will be presented to attackers like a doorless house
for thieves. Additionally, it is also vital to expand the awareness of the need to
comprehensively evaluate what kinds of information the web application will reveal
as output when a request is made, and which mechanisms we use to break down the
request to keep up the whole security framework high.

To approach this idea, we resort to the methodology that necessitates knowing
the followings:

• what kind of response,

• who utilizes,

• for what purposes,

• if this, then that.

Hence, a question may be risen: “How can we use semantic languages, (semantic
axioms and rules) to help us understand the structure of a possible vulnerability?”
Thus, comes the importance of ontology.

Briefly, an ontology is a well-structured diagram consisting of a tree of classes
(sub-classes) or simply classes inheritance, attributes, and relationships. The con-
struction of an ontology relies on the establishment of rules.

https://www.verizon.com/business/en-gb/resources/reports/dbir/
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The rest of this paper is then organized as follows: Section 2 provides the defini-
tion and impact of the Blind SQL injection. It also summarizes some related works.
Sections 3 and 4 embrace the attack scenario, the detection, and the exploitation
of the vulnerability. Section 5 provides information on the usability of ontology
in cybersecurity, the semantic web, axioms, and rules implementation. Section 6
provides our future work and concludes the paper.

Note: For privacy reasons, we are obliged to hide some confidential data in the
figures (public address and more), since it is a live website.

2 DESCRIPTION AND IMPACT OF BLIND SQL INJECTION

Here, we will describe SQL injection from two angles:

1) SQL vulnerabilities – It is when a web page suffers from SQL weakness. This
kind of vulnerability cannot be detected by simply reading the website source
code only, most of the time it has to go through a testing phase.

SQL injection is a code injection method that may destroy the database of
a web application if wrongly used. Imagine a scenario where a bank stores
all its clients’ data in a specific database. Having access to that database
can help the attacker find relevant and sensitive information, such as clients’
names, hashed or plaintext passwords, telephone numbers, home addresses,
signed contracts, etc. We also have to note that such companies have a lot
of databases on their systems. Thus, manually exploiting this vulnerability
can be problematic, as the attacker may have no clues about the name of
the database management system (DBMS), databases name, tables name, and
columns name. Utilizing automatic tools is more appropriate for this partic-
ular detection and exploitation of the vulnerability. It helps us reduce the
time of the attack since all the requests will produce latency of the target
server.

Usually, this attack works by inserting malicious code in an SQL statement.
Wherever there are some parameters, then it is possible to inject any payload
for detection purposes. SQL injection is one of the most common web applica-
tion vulnerabilities on the OWASP checklist.

2) SQL attacks – commonly known as SQL injection, it is when the SQL vul-
nerability of a web page is being exploited by an attacker, or by a penetration
tester.

Therefore, blind SQL injection arises when a web application is vulnerable to
SQL injection, but its HTTP responses do not include the results of the relevant
SQL query or the information of any database errors.

With this type of vulnerability, many techniques such as UNION attacks are not
efficient, since they rely on being able to see the results of the injected query
within the website’s responses.
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However, it is still possible to exploit the blind SQL injection to access unau-
thorized data, but different techniques must be applied. From a boolean operation
case, it asks the database true or false questions and determines the answer based on
the response of the application. This attack scenario is often used when the website
is configured to show generic error messages but has not diminished the code that
is vulnerable to SQL injection.

From a latency viewpoint, the payload request aims to slow down the time the
server takes to respond to the query. That being said, an attacker can double-check
how the server reacts in time when a payload is injected.

The impact of exploiting the SQL vulnerabilities is greatly significant since the
attacker can steal confidential data from the database of the web application (user-
name, table name, user passwords, etc.). For more information, please the following
related works: [1, 2, 3, 4, 5, 6, 7, 8].

In the following section of the practical part (Detection&Exploitation), we had
to force the server response to slow down to detect the presence of the blind SQL
vulnerability from the target website.

3 DETECTION OF BLIND SQL VULNERABILITIES

Detecting the blind SQL weakness from a website can be difficult using the manual
inputs (payloads) method to a query field. Sometimes, it requires to the attacker
hundreds of payloads to inject into the user-input field of the web page. Saying so,
attempting to inject commands one by one by an individual is drastically not a good
practice. Therefore, hackers or penetration testers usually resort to manual tools or
some automated tools to achieve this goal.

By injecting some characters into the user input of the web page, we found a table
name “X”. And the text on the page provides more information about another
table name “Y” and its column “Y1”. However, some of this data was dummy,
fake. We had to find a way somehow to abuse what we have obtained from the
response. From the following source (please see https: // hackersonlineclub.

com/ sql-injection-cheatsheet/ ), We realized that the present blind SQL is a
“Generic Time-Based SQL Injection” by invoking the ASCII char. When we used
500000000/1 (please see below), the server response comes up automatically. But
using /2, it takes 2 seconds to pop up.

Next, by modifying the payload, we forced the server to give us a response at
the time of our choice.

We have seen clearly how we were able to detect the presence of this vulnerability.
The next section will demonstrate how we were able to exploit it.

4 EXPLOITATION OF BLIND SQL VULNERABILITIES

The attempt to exploit a system is usually the subsequent action after detecting
the presence of a vulnerability. To proceed with the exploitation, we first double-

https://hackersonlineclub.com/ sql-injection-cheatsheet/
https://hackersonlineclub.com/ sql-injection-cheatsheet/
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Figure 1. No latency has occurred from the server response

Figure 2. 2s of latency has been occurred from the server response

checked if the target web application is behind a firewall. We also made sure that
we had full right to do anything we want to exploit the vulnerability from that
target website. As we can see below, the command we used is very aggressive
and dangerous as the “–risk 3” and “–level 4” might disrupt or erase the target
database.

We realized that the target was behind a firewall, so we had to find a way
to bypass this type of protection. To do so, we used “–tamper=space2comment”
command.
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Figure 3. Bypassing firewall

When everything is set up properly (your full right to attack the target, your
tools), then it is time to launch the attack. The attack vigorously sends multiple
requests to the website server trying to obtain the exact database management sys-
tem (DBMS) it uses. As we can see in the following figure, we were able to extract
the database name, the tables name, and the rows and columns.

For demonstration purposes, we have chosen our target website for which we
already know the number of its databases and which do not contain hundreds of
tables. It helps avoid time-consuming attacks.

Figure 4. Successful blind SQL attack of the target website database

We have seen how we successfully hacked into a web application and gain infor-
mation from its database system. Now, let us use the ontology approach to see how
it can help when it comes to cybersecurity.

5 NOVEL APPROACH FOR THE DETECTION
OF SQL INJECTION ATTACKS (ONTOLOGY)

From the previous sections, we have demonstrated a few examples of how SQL
injection (blind) weaknesses can be detected by an attacker (or any individual,
penTester for example). We have also seen how he can make use of those vulner-
abilities by injecting some payloads to jeopardize the target system. Therefore, is
extremely important thus imperative to fight against the adversary by implementing



486 J.R. Dora, L. Hluchý, K. Nemoga

significant methodologies (approaches and steps) to strengthen security and miti-
gate the attacks. The term ontology approach is a powerful mechanism which we
can start with. For more information about other ontological approaches, please
see [9, 10].

Usually, the word ontology can be defined as a formal and explicit specification
of a set of concepts in a specific field of interest. The clear specification of those
concepts is usually presented in a shape of a well-structured scheme composed of
classes inheritance and sub-classes, relationships, and attributes.

5.1 Ontology and Semantic Web

Ontology can be designed to facilitate data to be shared and reused across multiple
applications, institutions, organizations, and so on. Based on the field of interest,
security experts can use ontology to enhance their systems. In medicine, for instance,
IT security engineers can use ontology for pregnancy, covid-19, diabetes, Alzheimer’s
etc. Please see [11, 12] for some related works.

To apply the concept of ontology in a field, some components should be put into
question. The typical ontology components are:

Categories: concepts, i.e., types of objects;

Individuals: situations or things (in this case, individuals are also known as “first-
order objects”);

Relationships: ways in which individuals and groups can communicate;

Limitations (Constraints): The formal and steady description of what must be
true until some inputs are accepted;

Features: classes, properties, aspects, parameters, or instances that objects and
categories can contain;

Axioms: assertions, or statements in a logical and understandable form that form
together with the perceivable theory that is illustrated and demonstrated by the
ontology in their domains.

Before we dive into the construction of our ontological approach, let us first define
its importance.

5.1.1 The Reasons of Implementing Ontological Approach in Cyberspace

Ontology is an exciting approach for linking up the description of a data model
and the related rules into one application. Ontologies developed in Web Ontology
Language (OWL) acquire many benefits afforded by the semantic web stack. The
goal of OWL is to represent complex knowledge of entities in a domain through
a logic-based language, via a computational, such that the knowledge encapsulated
can be ascertained for consistency or utilized as a basis for inferences on that specific
knowledge.
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• To share a comprehensive structure of data, and information between people.
The ontology also allows the reuse of domain knowledge.

• To split domain knowledge from operational knowledge.

• To make domain assumptions obvious.

• To carefully analyze domain knowledge.

It is good practice to install and configure or use proactive detection tools.
Many web-based detection tools are reactive, i.e., they function according to the
specific rules set by the administrator.

The attack can only be prevented if the exact signature of the attack is not only
recognized by the scanning tools but also present.

– It is easy for a malicious entity to launch an attack altering the signature
since the majority of the existing techniques are signature-based, which hold
the syntax of the attack.

– Additionally, statistical mechanisms used in Intrusion Detection Systems
(IDS) largely provide an attainable solution for the network layer. How-
ever, this solution is not efficient at the application layer since it focuses on
the character distribution of the input and does not take into account its
contextual nature.

5.1.2 Ontology Model – Communication Protocols

The communication protocols, as its name says, allow the transfer of messages
from one point to another. It is shaped as semantic networks. The essential part
of this activity relies on the “Protocol” concept, which can be classified as the
main class of the following sub-classes FTP, SMTP, HTTPS, HTTP. This clas-
sification subsequently involves three (3) other concepts: Message, Request, Re-
sponse.

One of the finest benefits of the ontology approach is that it comes up with
inference potentiality and the required constructs that enable software systems to
reason over the knowledge base.

The following example will produce a response latency of two (2) seconds from
the web server response in the attacker’s environment, (taken from Figure 2):

query=12’;SELECT LIKE(CHAR(22,23,. . . ,28,29),UPPER(HEX(RANDOM

BLOB(500000000/2))))–

To illustrate the inference activity and flexibility in semantic rules, the query
string carries the detection payloads which forces the web server to respect its re-
quest. Instead of inserting a single parameter in the user-input field, (12 for ex-
ample), we added a SELECT + LIKE of a RANDOMBLOB command there to
experience the latency.

The referrer is in line 13, the request does not involve any cookies. All the other
lines from the “Request” tab are irrelevant to us. The inference of the ontology
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yields all the numerous activities using a general semantic rule. Generally, the rules
give a focal point if the malicious payload infects the parameter values. Additionally,
the rules describe the inference structure through transitive features.

5.2 Implementation of Rules

By applying the semantic concept, we can use deductive inference rules to reason
on a piece of HTTP well-constructed diagram.

Let us describe to which class hierarchy each method and protocol are belonging:

• GET < Method,

• POST < Method,

• HTTP < Protocol,

• SQL injection attacks < Attack,

• Request Header ⊓ Response Header ≡⊥,

• POST ⊓GET ≡⊥.

In our proposed approach, all subsume (<) relations are transitive, irreflexive
and asymmetric. But the equivalence (≡) relations are reflexive, symmetric and
transitive. Likewise, no conceptually disjoint (⊓) relations contravene its properties
of symmetric, reflexive and transitive. We established these rules based on how
we were able to detect the SQL injection vulnerabilities, then applied them to our
ontology.

Rule 1: Person(?P) ⊓ hasTools(?P, ?Q → Attacker(?P)(Transitivity),

Rule 2: SubClassOf(?P, ?Q) ⊓ typeOf(?n,?P) → typeOf(?n, ?Q)(Transitivity),

Rule 3: hasPartOf(?P, ?Q) ⊓ hasPartOf(?Q, ?n) → hasPartOf(?P, ?n)(Transiti-
vity),

Rule 4: contains(?P, ?Q) ⊓ contains(?Q, ?n) → contains(?P, ?n)(Transitivity).

From rules 3 and 4, the 5th becomes:

Rule 5: hasPartOf(?P, ?Q) ⊓ contains(?Q, ?n) → contains(?P, ?n)(Transitivity),

Rule 6: Attacker(?P) ⊓ hasInput(?P, ?Q) ⊓ hasPartOf(?webAp, ?HTML) ⊓
contains(?query, ?method) ⊓ contains(?method, ?param) ⊓
∃Vulnerability(?webAp, ?v) ⊓ is sentBy(?P, ?a) → is detectedBy(?a, ?v)
(Drived),

Rule 7: IF Rule 6¬is detectedBy(?a, ?v) → continue(?Q, ?a2)(Drived).

Rule 7 becomes:
Attacker(?P)∧ hasInput(?P, ?Q)∧ hasPartOf(?webAp, ?HTML)∧ contains(?query,
?method) ∧ contains(?method, ?param) ∧ hasVulnerability(?webAp, ?v) ∧
is sentBy(?P, ?a) ∧ notFound(?response, ?v) ∧ Payload(?a2) → continue(?Q, ?a2)).
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Rule 8: IF Rule 6 is detectedBy(?a,?v) OR Rule 7 is detectedBy(?a2, ?v) ⊓
∃Vulnerability(?webAp, ?v) ⊓ infectedBy(?param, ?a) OR infectedBy(?param,
?a2) → exploitedBy(?P, ?v)(Drived).

Interpretation of the rules

• The first rule is a basic rule that states that if someone has some tools (Kali,
Metasploit, maliciousPayload, . . . ), and uses them illegally, then that person
is an attacker.

• Rule number 2, indicates that if class P is a sub-class of Q, then each in-
stance of class P also belongs to class Q. For example: if the “Tools” class
is a subclass of “Technology”, then every instance (browsers, Kali Linux,
Metasploit, . . . ) of the Tool class also belongs to the Technology class. The
similar paradigm for the rule 3.

• This Rule 4, basically indicates that if the request contains a malicious string,
and that, the malicious string contains a parameter value, then the request
also contains that parameter value.

• Rule 5: The HTTP Request has part Referer, and the Referer contains the
payload, then the HTTP Request also contains the payload.

• Rule 6: The HTML webpage allows user input. The attacker uses his method
built with a parameter of his choice to query the request. If the server
responds with a latency defined by the payload, then the vulnerability will
be detected by the attacker.

• Rule 7: If the server is not responding (the request does not produce any
latency), it does not mean that the web application is not vulnerable. There-
fore, continue the attack process.

• Rule 8: If the response produces latency (from rule 6), then through the
inference process the vulnerability will be possibly exploited by the attacker
using some attack vectors.

5.3 Transformation of SWRL Rules to OWL Axioms

We present a theoretical idea applied to our ontology. Let E, F, G and H be
some pairwise disjoint, infinite sets of classes, sub-classes, properties (Object and
Data), individuals and variables where ⊤, ⊥ ∈ E; the universal property U ∈ F
i.e., owl:topObjectProperty. A class expression is an element of the following
grammar I ::= (I ⊓ I | ∃F.I | ∃.Self | E | {a} where E ∈ E, F ∈ F and a ∈ G.

Let us now resort to the definition of what an axiom is: it is a formula of the
form E ⊑ K or F1 ◦ · · · ◦ Fn ⊑ F with E, K ∈ I and E(i) ∈ F. A rule is a first-order
logic formula ordinarily of the form ∀p(β(x) → η(q)) with β and η conjunctions
of atoms; and p, q are subsequently non-empty sets of terms where p ⊆ q. Rules
and Axioms expressions are very significant in building an ontology. Furthermore,
they are referred to as logical formulas. Axioms correspond to OWL2 whereas rules
correspond to SWRL.
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Consider some terms w and z and a conjunction of atoms β. We say these two
terms w and z are directly connected, or joined in β if they occur in the same atom
in β. We say w and z are connected in β if there is some sequence of terms w1,
. . . , wk with w1 = w, wk = z, and wi−1 and wi are directly linked in β for every
i = 2, . . . , k.

Additionally, for rules rules of the form β → η; there exists an interpretation
it which entails rules. Therefore, for every substitution subst, we have that it,
subst |= β implies it, rules |= η. That means, the semantics of rules here follows
analogous standard semantics of the first-order predicate logic. From the same
perspective, we say that two groupings of logical formulas S and S ′ are equivalent
if and only if each interpretation it that calls for S and S ′ are equivalent (S ≡ S ′)
and vice-versa.

On the same current of idea, S ′ is a conservative extension of S if and only if:
Every interpretation that calls for S ′ also calls for S.

Each interpretation that entails, calls for S ′ is only expressed for the symbols
in S can be extended to an interpretation calling for S ′ by adding appropriate
interpretations for further signature symbols. Normally, all the variables in the
body of a rule are connected. If two (2) variables for example (a, b) are not linked
with the body of a rule, then we could simply append the atom U(a, b) to the body
of the rule resulting in a semantically ≡ rule.

Using a fundamental example in the ontology can help us explain the transfor-
mation of rules into an axiom.

Example 1. Consider the rule Γ = Person(p) ∧ hasChild(c, c’) ∧ Female(c’) →
Daughter(c’). The following sequence of rules can be produced as follows:

(∃hasChild.Person)(c’) ∧ Female(c’) → Daughter(c’)
(∃hasChild.Person ⊓ Female)(c’) → Daughter(c’)

Rule ∆Γ from the above example can be now transformed into an axiom as
stated in the following lemma.

Lemma 1. Consider some rule Γ. If ∆Γ is of the form A(p) → B(p), then Γ is
equivalent to the axiom A ⊑ B.

Since the equivalence relation is transitive, the rule Γ is equivalent to the axiom
∃hasTools.Person ⊓ Attacks ⊑ Attacker.

Proof. Let r and r′ be some rules such that r′ results by using some of the transfor-
mations (as in the previous example) to r. By definition, we can conclude that there
is an equivalency between r and r′. We can also demonstrate through induction that
Γ is equivalent to ∆Γ. Additionally, if δ (α → γ) is of form E(p) → F(p), then by the
definition of the semantics of rules and axioms, E ⊑ F is ≡ to δ (α → γ). Therefore,
since the equivalence (≡) relation is transitive, then we can safely say that γ is ≡
to E ⊑ F. 2
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Lemma 2. Furthermore, let us consider some rule Gamma (Γ). If ∆Γ is of the
form

∧m
t=2(At(xt−1)) ∧Rt(xt−1, xt) ∧An(xn) → G(x1, xn), then the group of axioms

At ⊑ ∃RAt .Self | t = 1, . . . ,m} ∪ {RAt ◦ R1 ◦ · · · ◦ RAm−1 ◦ Rm ◦ RAm ⊑ G} where
all RAt are the properties unique for each class At is conservative extension of the
rule Γ.

Proof. As illustrated in Lemma 1, rules Γ and ∆Γ are equivalent. Thus, the lemma
which follows the set of rules presented in the statement of the lemma is a con-
servative extension of Γ. See the following figure to see the preprocessing axiom
generated in Protégé in the ROWLTAB plugin. 2

Figure 5. Rule is being converted to OWL axiom

Before implementing these rules, we had to create instances, data properties,
object properties, and individuals to cooperate with the classes, and sub-classes;
without that, the ontology will not understand your intention. The below listed the
main classes and sub-classes. However, there are a lot of sub-classes that are not
listed in the figure.

The figure 8 presents the individuals by class, where we can add “data properties
assertion, object properties assertion, description types, etc.”

For rational numbers xsd:decimal is of the best practice when using SWRL rules
because it is the default for SWRL (Figure 7). When SWRL sees a literal such as
2.0 it draws the inference that the datatype is xsd:decimal. For other data types,
you need to explicitly define the datatype as the literal. The property is functional
because a Process can only have one value for its slack.

After that, we use the Drools rule engine to apply the rules in Section 5.2 to our
ontology. If the rules are matched the properties you have established in the software
protégé, then running the program using Pellet or HermiT plugins will generate the
inferred classes along with their characteristics.

Note that, in the Protégé application, you can install several plugins to suit
your needs, and add them to your tabs. After installing, you can simply go to
“Window → Tabs” and select your desired one to add to your project. For more
information about the software, here is a practical guide to building OWL on-
tology https://www.researchgate.net/publication/351037551_A_Practical_

Guide_to_Building_OWL_Ontologies_Using_Protege_55_and_Plugins. The au-
thor very well described the concept of “Description Logic Reasoner to check the
consistency of the ontology, data properties”. He also introduces the Semantic Web
Rule Language (SWRL) and a walk-through of creating SWRL and SQWRL rules.

https://www.researchgate.net/publication/351037551_A_Practical_Guide_to_Building_OWL_Ontologies_Using_Protege_55_and_Plugins
https://www.researchgate.net/publication/351037551_A_Practical_Guide_to_Building_OWL_Ontologies_Using_Protege_55_and_Plugins
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Figure 6. The ROWLTab interface with integrated axioms

We subsequently used the ROWLTab, “ROWL” and “SWRL” tab options to
build the rules.

• Clicking on the “OWL + SWRL → Drools” button will transfer SWRL rules
and relevant OWL knowledge to the rule engine.

• Likewise, clicking on the “Run Drools” button will run the rule engine.

• Clicking on the “Drools→OWL” button will transfer the inferred rule engine
knowledge to OWL knowledge.

The SWRLAPI supports an OWL profile called OWL 2 RL and uses an OWL 2
RL-based reasoner to perform reasoning. An example is given in the following figure.

5.4 Ontology Design

In this section, we define the formalization of the core ontology concepts for SQL
injection attacks. First, we introduce the set of terms:

• Term extraction consists of gathering a list of terms together that are relevant
for a specific domain of knowledge. This can be done by defining a set of
concepts. The properties, relationships, and meaning of concepts should be
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Figure 7. Data properties

Figure 8. Individuals by class

evaluated before building the class hierarchy. To build our ontology, we make
use of the following terms: SQL injection, Blind SQLi, attacks, vulnerability,
weakness, attacker, web application, security layer, tools, technology, payloads,
victim, exploitation.

• Modules identification consists of defining the set of individuals that will comply
with the ontology scheme.

• The entities, data properties, object properties, and individuals of the ontology
modules are designed using the Description Logics (hence DL) notation.
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Figure 9. Running Reasoner to establish rules

Figure 10. Subclasses of the Attacker ontology

The Attacker is a class in our ontology that generates the malicious payload
using some technologies to launch the attack against a target victim. This class is
further subdivided into several classes.

The following description logic (DL) represents the formal definition of the class
Attacker.

Our ontology below describes briefly the security layers as a class, but we did not
emphasize the mitigation of the SQL attacks. The approach is more related to the
detection of the vulnerability. However, to encompass all the important concepts of
the attack scenario, we also addressed some mitigation techniques that can be used
to reduce these types of attacks.
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Figure 11. DL of the Attacker ontology

• The sub-class Security may include Firewall, IDS, IPS helps the administrator
of the website to log and block any malicious-looking activity in the website
in real-time such as SQL injections, XSS attacks, etc. The sub-classes valida-
tion Mechanism may also include Filters, Sanitization are meant to be imple-
mented most of the time by the web application developer during the coding
process.

• if Vulnerability exists, then a response from the target web server may alert
the client (hence, the attacker’s web browser). If the alert does not occur with
a string response, then mostly it may occur in a form of latency.

• The class SQLi Attacks contains several subclasses and sub-subclasses; it is the
main class for the penetration testing phase. This is where all the attempts
(SQL malicious payloads) occurred.

6 CONCLUSIONS

From now, our level of thinking about security risks and privacy – specifically about
how our confidential data is stored online, should be well-oriented more seriously.
In this paper, we briefly talked about the cybersecurity offensive. However, having
this kind of knowledge about how users’ data can be extracted by attackers abusing
SQL injection vulnerabilities leads us into digging into how we can prevent this
from happening. We briefly demonstrated through the establishment of semantic
rules how we can make use of the ontology to detect vulnerabilities. Due to the
required size of this paper, a deeper description will be elaborated on in our future
work. Therefore, in our next paper, we will dive into the work performance of our
ontology approach for the detection of SQL vulnerabilities and will be more oriented
to the mitigation techniques.

Abbreviations and Acronyms

SQLi: SQL injection,
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Figure 12. Description of the ontology, generated from OWLViz plugin
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DL: Description Logic,

ICS: Industrial Control System,

OWASP: Open Web Application Security Project,

OWL: Web Ontology Language.

Mathematical Symbols

Figure 13. OWL DL axioms and facts [13]
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Abstract. With the rapid spread of e-commerce and e-payment, the increasing
number of people choose online shopping instead of traditional buying way. How-
ever, the malicious user behaviors have a significant influence on the security of
users’ accounts and property. In order to guarantee the security of shopping envi-
ronment, a method based on Complex Event Process (CEP) and Colored Petri nets
(CPN) is proposed in this paper. CEP is a data-driven technology that can corre-
late and process a large amount of data according to Event Patterns, and CPN is
a formal model that can simulate and verify the specifications of the online shopping
processes. In this work, we first define the modeling scheme to depict the user be-
haviors and Event Patterns of online shopping processes based on CPN. The Event
Patterns can be constructed and verified by formal methods, which guarantees the
correctness of Event Patterns. After that, the Event Patterns are translated into
Event Pattern Language (EPL) according to the corresponding algorithms. Finally,
the EPLs can be inserted into the complex event processing engine to analyze the
users’ behavior flows in real-time. In this paper, we validate the effectiveness of the
proposed method through case studies.

Keywords: Petri net, data analysis, user behavior

1 INTRODUCTION

In recent years, with the rapid development of Internet, online shopping has become
a well-known way. As a novel mode, online shopping has a great impact on peoples’
lifestyle and economic development. However, due to the virtuality, dynamic and
open environment, the inherent defects of the software systems and network risks
pose a great threat to the security of consumers’ accounts and funds [1, 2, 3].

In order to improve the security of online shopping environment, some researches
focus on authentication as the core security method, among which digital certifi-
cate [4], authentication technology [5] and dynamic verification code [6] are the
most common method. Mining of user behavior data has been increasingly applied
to the construction and analysis of user behavior patterns. Gull and Pervaiz builds
user behavior patterns through data mining to analyze users’ actual purchasing be-
haviors [7]. Some identity authentication methods are proposed by monitoring the
behaviors of mobile devices [8]. As a distributed Web application, online shopping
systems are loosely coupled and interactively complex. Despite the third party ser-
vice providers bridging the gap of trustiness between merchants and users, their
involvement complicates the logic flow in the checkout process [9]. Logic flows
of online shopping systems allow malicious users to carry out malicious behaviors
under legal identities, e.g., purchase products using fabricated payments [10, 11].
A user can abuse legitimate application-specific functionality against developers’ in-
tentions [12]. As a result, vulnerable servers are exposed to malicious users who can
potentially implement the behaviors such as alternate the control and data flows
through concurrent interactions [13].
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With the development of data science, the use of machine learning to conduct
real-time analysis of user behaviors has gradually gained more attention. Jiang et al.
proposed the online detection methods for credit card fraud based on machine learn-
ing [14, 15, 16]. Credit card payment is an important component of the entire online
shopping process. The online shopping process includes not only the payment, but
also the place order, notification, confirmation, update information, and many other
operations [17]. Guaranteeing the real-time security of the entire online shopping
processes is the key of avoiding the frequent risks. Today’s e-commerce businesses
have become increasingly hybrid, with their program logic being distributed across
multi-participants, including the servers and their clients, along with various third
party API service providers [18]. Their respective business processes construct the
entire transaction process. This integration introduces new security challenges due
to complex interaction behaviors among multi-participants [19].

Therefore, the real-time identification of behavior risks in online shopping pro-
cesses is imminent. In the process of risk prevention and control, we should fully
consider the relationships among multiple events in the online shopping process,
and dynamically identify users’ risky behaviors in real-time. Real-time monitoring
of the users’ shopping data streams and intelligent identification of user behaviors
can effectively improve the security of online shopping processes.

Complex Event Processing (CEP) is an an emerging reference framework and
standard for building and managing event-driven information systems [20, 21]. The
goal is to get the meaningful complex events by reasoning and analyzing the event
data flow, and respond in real-time. The CEP framework includes Event Pattern
construction and recognition, event association and abstraction, event-driven pro-
cessing, etc. CEP does not depend on specific methods and technologies, and many
new theories, methods and technologies are needed to research and design specific
CEP systems in a certain field. At present, it is widely used in the fields of busi-
ness process analysis [22], financial analysis [23], RFID [24] and wireless sensor
network [25].

In addition, the Event Patterns of most current researches on CEP are based
on SQL-like statements and non-formal rules [26]. It is not enough to accurately
describe the online shopping process which is distributed, complex, concurrent and
loosely coupled. Specially, the correctness of Event Patterns and EPLs should be
validated and guaranteed. Petri nets are a formal model that is suitable for por-
traying distributed systems that can accurately describe the concurrency and event
relationships [27, 28], and widely used in Workflow [29], Web services [30], con-
trol systems [31, 32]. Compared with non-formal rules, Petri nets have a wealth of
analytical techniques and other derived advanced models (e.g., CPN), and can be
applied to validate and analyze the Event Patterns formally and effectively, thus
ensuring the correctness of the Event Patterns. CPN is a kind of high-level Petri
nets with powerful graphical modeling ability for depicting discrete events systems.
Meanwhile, it can effectively describe the complex structures in dynamic systems,
such as sequence, concurrency, and selection. On the other hand, CPN has a mature
visual modeling tool (CPN Tools). Ref. [33] has proposed a meaningful complex
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event processing model by Prioritized Colored Petri Net based on MEdit4CEP plat-
form. Thus, CPN is an ideal model for depicting the users’ risky behaviors of online
shopping processes.

Therefore, in this paper, we coalesce the formal model (CPN) and data-driven
framework (CEP) to construct the methodology for identifying user behavior risks
of online shopping processes in real-time. The contributions of this paper mainly
include:

• For accurately depicting and validating the Event Pattern of user behavior risks,
this paper defines the formal modeling and validating scheme based on CPN.

• This paper proposes the algorithms for transforming the formal Event Pattern
to EPL.

• This paper constructs the risk identification mechanism based on CPN and CEP
to cope with the user behavior risks in online shopping processes.

The remainder of this paper is organized as follows. Section 2 introduces the
related methods used in this paper. Section 3 illustrates the modeling principle and
analyzing process of Event Patterns based on CPN. Section 4 introduces the risk
identification mechanism based on CPN and CEP, and the demo system of above
methodology is implemented. Section 5 concludes the paper.

2 RELATED METHODS

This section mainly introduces the related concepts and methods involved in the
paper including CPN and CEP.

2.1 Colored Petri Nets (CPN)

A CPN is a directed graph that combines the Petri net and the StandML (functional
programming language). In CPN, a specific color set (data type) is provided for each
place, the data types of the colored set mainly include int, boolean, string, list and
record. We can also set the guard function and priority on the transition, and set
the expressions on the arc in the process of constructing a CPN model. When the
variables in the colored set satisfy the conditions of the input arc and the settings
of the transition, the corresponding transition can be fired. More details on CPN
can be seen in [27, 34].

Definition 1 ([34]). A Colored Petri Net is a nine-tuple CPN = (P, T,A,Σ, V, C,
G,E, I), where

1. P is a finite set of places.

2. T is a finite set of transitions such that P ∩ T = ∅ .

3. A ⊆ P × T ∪ T × P is a set of directed arcs.

4. Σ is a finite set of non-empty color sets.
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5. V is a finite set of typed variables such that Type[v] ∈ Σ for all variables v ∈ V .

6. C : P → Σ is a color set function that assigns a color set to each place.

7. G : T → EXPRV is a guard function that assigns a guard to each transition t
such that Type[G(t)] = Bool.

8. E : A → EXPRV is an arc expression function that assigns an arc expression
to each arc a such that Type[E(a)] = C(p)MS, where p is the place connected
to the arc a.

9. I : P → EXPR∅ is an initialization function that assigns an initialization
expression to each place p such that Type[I(p)] = C(p)MS.

Definition 2 ([34]). A binding element (t, b) ∈ BE is enabled in a marking M if
and only if the following two properties are satisfied:

1. G(t) ⟨b⟩.
2. ∀p ∈ P : E(p, t) ⟨b⟩ ≪= M(p).

3. When (t, b) is enabled in M , it may occur, leading to the marking M ′ defined
by: ∀p ∈ P : M ′(p) = (M(p)−−E(p, t) ⟨b⟩) + +E(t, p) ⟨b⟩.

2.2 Complex Event Process (CEP)

CEP is a real-time data processing framework, which is mainly used to research
on how to efficiently extract valuable events from a large number of simple event
streams, and can be abstracted and aggregated into complex events. It can quickly
find the abnormal situation from the real-time data streams, which is suitable for the
scene of abnormal detection [20, 23]. First, the acquired data flow (event stream)
is captured by using filtering, association and aggregation; second, based on the
temporal relation and aggregation relation among events, by developing the EPL,
the valuable events (complex events) are continuously excavated from the event
stream at different level, and then they can be abstracted and aggregated into
high-level complex events; final, the highest-level complex events are responded
by notifying the system, software, or device when a particular situation has been
detected [26].

The so-called event means the meaningful state change in actual systems, usu-
ally divided into atomic events and complex events. Atomic events refer to the
most basic information generated at a certain point-in-time in the process of system
execution, which contains limited information and cannot be separated. Complex
events means value ones those are generated by pattern matching of atomic events,
as shown in Figure 1. A complex event usually includes the time of occurrence,
event attribute value and the event name. The Event Pattern is a template that is
used to match the set of eligible event stream and accurately describes the causal,
time and logical relationships among events. Event Pattern is mainly implemented
by EPL, which is a SQL-like language with a rich set of advanced processing ex-
pressions. It provides a lot of times and pattern operators to define patterns of
interest.
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Atomic event 1 Atomic event 2 Atomic event 3

Complex event 1 Complex event 2

Complex event 3

Simple event

Complex event

Abstract processing

Abstract processing

The valuable events

The highest-level

complex event

Figure 1. The abstract process of complex events

3 THE EVENT PATTERN MODELS OF BEHAVIOR
RISK IDENTIFICATION

E-commerce business interaction is a typical distributed and concurrent system in
the open Internet, the recent developments of which has opened a range of security
challenges. A major reason is that the distributed system possesses concurrency
and the execution may proceed in many different ways. A typical online distributed
system handles process concurrency in a number of fashion. It is easy for a mali-
cious user to implement behavior interactions during this process concurrency, which
might lead to logical vulnerabilities in the system execution.

The identification models are the basis of analyzing the user behavior risks in
online shopping processes. In this paper, a formal modeling method based on CPN
is established to depict the risk behaviors of online shopping users, and the models
can be validated to guarantee the correctness. In this section, the behavior risk iden-
tification models focus on the single-user and multi-user scenes. The risky behaviors
includes but it is not limited to: the user’s account address or payment method is
abnormal in a short time; The abnormality of the payment amount is mainly re-
flected in two aspects: on the one hand, the user continuously places orders and
the purchase amount continues to increase; on the other hand, the user’s payment
amount is greater than the average payment amount of the user over a period of
time. The main colored sets and the variable declarations in Event Pattern models
are shown in Table 1.

3.1 Modeling Principles

In general, the operations of identifying user behavior risks mainly include input,
filtering, aggregation, and analysis. However, the order of transition executions has
a great influence on the result. In order to reduce the adverse effects, it is necessary
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Colored Sets Variable Declarations Implications

colset Num = int var n The number of user behavior stream

colset Usern = string var usern The user name

colset Order = int var order The order number

colset Gross = int var gross The payment amount

colset Address = string var place, address User account address

colset Way = string var way The payment method

colset State = bool var state The payment result

colset Timee = int var timee, timee1 The payment time

Table 1. Main type definitions of the models

to set the transition priority in the process of modeling. According to the structure
that can trigger transitions under a certain identification state and the region where
it is located, the relevant principles are settled for the priority of transitions.

The meaning of the transition in CPN is usually a executable action, and the
priority of the transition should meet the scenario setting of the online shopping
process. Meanwhile, the transition structures in a certain marking of Event Pattern
models are generally divided into the sequential, selection and concurrent structures,
as shown in Figure 2. The transition, which is marked red, indicates that it can be
triggered in the current state.

Selective structure Concurrent structureSequential structure

t1

t2 t1
t2

t2

t1

Figure 2. The transition structures

When we depict the model, if there is a sequence structure between two tran-
sitions that can be fired under a certain marking, setting different priorities for
transitions will not affect the final result. If there is a selection structure between
two transitions, the priority setting of the transitions has different effects on the
final result. Therefore, in this scene, we should set the priority according to actual
scene. If there is a concurrence structure between two transitions, the priority of the
transitions does not affect the final result. The modeling scheme of Event Pattern
models based on CPN is listed as follows:
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• Online shopping user behaviors should be numbered in order, and ensure that
transitions are triggered in order;

• The priority should be set according to the structure and region of the transition
under a certain state;

• The setting of the guard function and arc expression need to satisfy the identi-
fication conditions of user behavior risks on the corresponding transition;

• When using the sliding or fixed window to analyze user behaviors, it is needed
to ensure the size of the window in real-time;

• When analyzing the user behavior risks, it is necessary to discharge the risk-free
event streams (tokens) in real-time.

Case 1 – The Event Pattern model for the anomaly detection of the user’s
account address or the way of payment

This section illustrates the formal model of Event Pattern for abnormal detection
of user account addresses, which mainly includes the filtering and identifying
operations of online shopping behaviors. The model is shown in Figure 3.

data flows1
TRAN1

data flows2
TRAN1

data flows3

TRAN1

risk

WRONG

safe

RIGHT

seq1

INT

data flows TRAN

seq

Seq

control

Control

inter

[nn=i]

inter2

[n=i]

detect

[place<>place1,timee-timee1<time_value]

P_HIGH

print

P_LOW

filter

[n=i]

P_HIGH

(nn,usern,place,timee)

(nn,usern,place,timee)

(n,usern,place,timee)

(n,usern,place,timee)

(n,usern,place,timee)

(n1,usern1,place1,timee1)

(usern1,place)

(usern,place)

(n,usern,place,timee)

i

i+1

(n,usern,order,gross,place,way,state,timee)

if state=true then 1`(nn,usern,place,timee) else empty

i

i+1nn

if state=true 
then nn+1 else nn

Figure 3. The Event Pattern model for the anomaly detection of user’s account address

The filtering operation is mainly used to obtain the behavior streams whose
statuses are paid in the entire online shopping behaviors. In the model, the
behavior streams are represented by colset TRAN1 = product INT ∗ STRING ∗
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STRING ∗ INT. The filtering conditions are represented by the output arc func-
tions of “filter” and the transition’s guard function n = i. The tokens of “data
flows1” are used to identify the users’ abnormal account addresses. The analysis
operation of the next user behavior stream is controlled by the arc function i+1
of the place “seq”.

In the identification phase, we define risky behaviors as colset WRONG =
product Usern ∗ Address, and risk-free behaviors as colset RIGHT = product
Usern ∗Address. The guard function place <> place1, timee-timee1 < time va-
lue of the transition “detect” indicates that the user account address is abnormal
in a short time. Since the priority of “detect” is higher than “inter2”, if the to-
kens of “data flow2” and “data flow3” satisfy the guard function, “detect” can
be fired, and the tokens of the place “risk” are risky behaviors. Otherwise, the
transition “print” is fired, the tokens of the place “safe” are risk-free behaviors,
indicating that the user’s account is safe.

The anomaly detection of the user’s account address mainly focuses on the
address and time in the user’s shopping data. If the user’s physical address
changes in a short time, we define the captured data stream as a risk behavior.
The model structure of abnormal detection of user’s payment way is the same
as that of abnormal detection of user’s account address, and it only needs to
change the variables of the colored set and arc variable in the specific process,
so it is not necessary to be introduced in detail in this paper.

Case 2 – The Event Pattern model for the anomaly detection of the user’s
payment amount

In this case, the abnormal payment amount means that the user places orders
continuously and the purchase amount continues to increase. The model is
shown in Figure 4. The model is divided into three parts: the behavior filtering,
the behavior anomaly judgment, and the judgment of payment amount contin-
uously increasing. The blue area represents the behavior filtering phase, which
is the same as Figure 3. The only difference is that variable m is added to the
color set of the place “data flow”. The number of identification of user behav-
iors is determined by m, whose default value is 1. The red area represents the
abnormal judgment of behaviors. The purple area is used to determine whether
the payment amount continues to increase. In the model, we set the default
number of identifications as 4.

The tokens in the place “data flow” is used to simulate the data of user behaviors.
The guard functions on the transitions (“filter”, “inter”, and “inter1”) are used
to control the firing sequence. When all the prepositive places of “filter” have
tokens, it is enabled. The arc function if state = true then nn+1 else nn is used
for renaming the behavior flow of whose payment state is already paid, so as to
avoid the confusion of the identification order of the behavior flows, guarantee
the accuracy of the identification result, and complete the filtering operation.
Since the priority of transition “detect” is higher than that of “inter2”, once the
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Figure 4. The Event Pattern model for the anomaly detection of the continuous increase
of user payment amount
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places “data flow” and “data flow2” have token, which satisfies the conditions
of the identification operation, the transition “detect” can be fired. At this
point, the place “mark” will increase the number of times of identifications
by 1. Once the identification is completed, the lowest-numbered token in “data
flow” will enter in “data flow2” by firing the transition, and then a new round
of identification will start. If the identification times of one user satisfy the
marking of “control1”, “inter3” can be fired, and the token in “risk” indicates
that the user account is at risk.

Case 3 – The Event Pattern model for the anomaly detection of the
multi-accounts

The risky behaviors of the multi-account user refer to that the user has two or
more accounts to place orders. Order characteristics include: the time interval
among different orders are very short, and the order numbers are very similar, the
payment statuses are different. Once the above characteristics are satisfied, the
user’s behavior is judged as risk. The specific model is shown in Figure 5. In the
model, the place “timeshold” represents the time threshold. The characteristics
of the user’s risk behaviors are mainly reflected in the guard function of the
transition “detect”, and the arc function between the transition “detect” and
the place “risk”. We can use the model to identify the illegal behaviors.

data flows

TRAN

data flow1

TRAN1

data flow2

TRAN1

Seq

INT

1

risk

TRAN2

timeshold

INT

2

inter

[n=k]

P_LOW

inter2 detect

[timee-timee1<k,usern<>usern1]

P_HIGH

(n,usern,order,gross,
address,way,state,timee)

(n,usern,order,gross,state,timee)

(n,usern,order,
gross,state,timee)

(n,usern,order,
gross,state,timee)

k

k+1

(n,usern,order,
gross,state,timee)

(n1,usern1,order1,
gross1,state1,timee1)

if gross1>gross andalso 
state1=false andalso state=true 
then 1`(usern,usern1)
else empty

k

k

Figure 5. The Event Pattern model of the anomaly detection of the multi-accounts
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3.2 Model Validation

This section illustrates the verifying process by Algorithm 1. In Algorithm 1, the
variable “Result” depicts whether Event Pattern model is correct. The value of
“Result” is obtained by generating a state space diagram or state space report in
CPN Tools. The state space diagram is a directed graph. Each reachable mark has
a node. The state space report contains the bounded properties of the places. When
we consider the reachable markings, the bounded properties can get the specific
information.

Algorithm 1: The validation process

Input: (CPN,M0), where CPN = (P, T,A,Σ, V, C,G,E, I) is a Event
Pattern model and M0 a marking of it.

Output: Result.
Result = ‘Correct’;
Generate a state space diagram or state space report;
if The number of leaf nodes in the state space diagram is > 1 and there are
many different markings then

Result = ‘False’;
else

return Result;
end
if Lower in the state space report != 0 then

Result = ‘False’;
else

return Result;
end

data flows2

TRAN1

data flows3

TRAN1

risk

WRONG

safe

RIGHT

Seq2

INT

1

inter2 detect

[place<>place1,
timee-timee1<time_value]

P_HIGH

print

P_LOW

(n,usern,place,timee)

(n,usern,place,timee)

(n,usern,place,timee)

(n1,usern1,place1,timee1)

(usern1,place)

(usern,place1)

(n,usern,place1,timee)

i

i+1

n+1

Figure 6. The correct model structure
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By Algorithm 1, only the Event Pattern model of the user’s account address
has errors. The reason is that when the place (“data flows1”) has a token or some
tokens, the transition “inter2” can be fired, which results in the change of the order
of the user shopping data flows. To solve this problem, we need to modify the tran-
sition’s guard functions, meanwhile ensuring that the user data flows are executed
sequentially. We modify the model as shown in Figure 6.

3.3 Model to EPL

CEP refers to the real-time processing of all input event streams according to prede-
fined event processing rules or Event Patterns. Once the input event streams meet
the event processing rules, complex events will be generated. In this paper, the
event processing rules are provided by Esper and described in the Event Pattern
language, which is a like SQL language [35, 36].

After the modeling and validating of the Event Pattern model, the correctness
is guaranteed. Then, the CPN models should be transformed to EPL according to
the follow steps.

Algorithm 2: The generation of EPL

Input: An Event Pattern model CPN = (P, T,A,Σ, V, C,G,E, I).
Output: An EPL.

1. Translating CPN to a simplified model PN = (P, T,A);

2. Make PN as a directed graph, and the node access sequence
ϕ = {p1, p2, . . . , pm} is generated according to the depth traversal
algorithm, where m is the number of places;

3. Generate the input matrix A1m×n and output matrix A2m×n of PN , n is
the number of the transitions;

4. Using ϕ, A1m×n and A2m×n to achieve structure matching, and generate
the keywords: ‘select’, ‘having’, ‘where’, ‘group by’, ‘from’, etc.;

5. Variables are generated by the color set of the places, input and output
variables of transitions, and guard functions;

6. Generate expressions of clause based on the corresponding places,
transitions, keywords;

7. Obtain the EPL.

In the process of identifying the risky behaviors, the event type of the users’
shopping behavior is defined as “TranEvent”. The event attributes and the mean-
ings are shown in Table 2. We have modeled the cases of possible risky Even
Patterns in above section, and then we convert them into EPLs by Algorithm 2.
The corresponding Event Patterns and EPLs as shown in Table 3.
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Variable Name Attribute Meaning

userID int ID number of a user

gross double The amount paid

orderID int Order number

tradeway string The payment way

tradeplace string The payment place

tradetime timestamp The payment time

tradestate bool The Payment status

Table 2. The event type of users’ shopping behavior

4 USER BEHAVIOR RISK IDENTIFICATION SYSTEM
BASED ON ESPER

Nowadays, engines for CEP include Esper 1, Apache Flink 2, Oracle CEP 3, etc.
Considering the open source characteristics of Esper and its EPL is more in line
with the research in this paper, Esper is chosen to be the engine of user behavior
risk identification system.

Esper supports real-time analysis and processing of massive event streams, which
is done primarily through the JAVA [37]. The modular design of user behavior risk
identification system is shown in Figure 7, which mainly includes:

• Capture the behavior flow of online shopping users: serve as the data source of
CEP;

• Input adapter is used to convert the captured data source into an event source
through byte filtering, aggregation, etc.;

• Historical access database provides an interface to access the database. While
processing the data in the window mechanism, the engine directly call the user
behavior flow in the historical access;

• Esper engine is the core of CEP technology including acquiring the configu-
rations, defining the events, defining the EPLs, defining listeners and binding
listeners, etc.;

• Output adapter is used to send messages that the Esper engine is listening to
external systems.

Among them, Esper engine is mainly composed of the following steps:

• Get the configuration of the Esper engine:

Configuration config = new Configuration();
config.addEventType(“TranEvent”, TranEvent.class.getName());

1 http://www.espertech.com/esper/
2 https://flink.apache.org/
3 https://docs.oracle.com/

http://www.espertech.com/esper/
https://flink.apache.org/
https://docs.oracle.com/
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Event stream

connectors and

adapters

Historical data

access layer

Rule definition process

Getting Esper configuration

Defining the event Streams

Registering the condition of listening

Defining listeners

Binding listenersOutput adapters

Defining

EPL

Real-time data flows

Data Base

Figure 7. The system architecture

EPServiceProvider cep = EPServiceProviderManager.
getProvider(“myCEPEngine”, config);

• Defining event types:

When defining the event types, they usually includes JavaBean, Map, and XML.
In order to facilitate analysis, we use JavaBean to define user behavior events
for online shopping (TranEvent).

• Add EPL:

String epl = “select * from TranEvent.win:time(30 sec) group by usern”;

• Register the condition of listening:

EPAdministrator cepAm = cep.getEPAdministrator();
EPStatement statement = cepAm.creaeEPL(epl);

• Defining listeners:

The listener is an interface provided by Esper to listen for predefined rules in the
engine. The listener is notified as soon as the event satisfies the EPL, because
the interface contains the method update(), which involves two parameters, new-
Events, and oldEventEvents, for receiving the events. At the same time, both
parameters are an array of event beans, and the method to get the field values
in the EPL is eventbean.get(“usern”);
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• Binding listeners:

MyListener listener=new MyListener();
Statement.addListener(listener).

As we cannot get the real trading data, we develop a demo online shopping plat-
form (Figure 8) to produce the simulation data. We produce the order information
of simulation users from the specified date 2019.12.01 to 2019.12.30 on the demo
platform. For example, the shopping information of the user (id = 37983443) in
this period is shown in Table 4. It can be clearly seen from the table that the pay-
ment address of orders No. 3 and No. 4 had changed within a short time, indicating
that the user’s account was at risk. We get all the order information of the user
(id = 38975436) in the period as shown in Table 5. During the specified period from
2019.12.23 13:30:23 to 2019.12.23 13:45:00, the user had placed orders continuously
and the order amount had continued to increase, and the amount of the last order
had been much larger than the amount of the first order, indicating that the user
account was at risk. The order information of all users from 2019.12.24 08:00:00 to
2019.12.24 09:00:00 is shown in Table 6. We can see that:

1. The payment time between “18976512” and “19001416” is relatively short;

2. The products purchased by “18976512” and “19001416” are of the same type;

3. The order payment status of “18976512” is unpaid, while the order payment
status of “19001416” is paid;

4. The payment amount of “18976512” is much larger than the latter.

These characters indicate that a user uses different accounts to place orders,
which may lead to the risk of order replacement attack, so that the user account is
at risk. Above examples matches cases 1–3. We input the shopping data streams
into the Esper, and can seen from the Figures 9 a), 9 b), 9 c) that the system can
successfully capture the risky behaviors.

No. Gross
Order Payment Payment

Payment Time
Payment

Number Way Place Status

1 123 1 TPP1 Beijing 2019.12.12 19:30:23 true

2 56.8 2 TPP1 Beijing 2019.12.12 19:45:23 true

3 196 1 TPP1 Beijing 2019.12.17 08:30:23 true

4 444 2 TPP1 Xi’an 2019.12.17 08:30:28 true

5 156 1 TPP2 Beijing 2019.12.25 13:13:56 true

Table 4. Online shopping user behavior flow (id = 37983443)

5 CONCLUSION

Nowadays, online shopping is an indispensable consumption way for people, which
has a great impact on people’s life. However, there are some risks in the process of
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Figure 8. The demo online shopping platform

No. Gross
Order Payment Payment

Payment Time
Payment

Number Way Place Status

1 456 1 TPP2 Xi’an 2019.12.01 19:30:23 true

2 325 1 TPP3 Xi’an 2019.12.17 15:30:28 false

3 356 1 TPP1 Beijing 2019.12.23 13:30:23 true

4 778 2 TPP1 Beijing 2019.12.23 13:35:11 true

5 779 3 TPP1 Xi’an 2019.12.23 13:39:45 true

6 19 4 TPP2 Xi’an 2019.12.23 13:43:09 false

7 1 467 5 TPP1 Xi’an 2019.12.23 13:45:09 true

Table 5. Online shopping user behavior flow (id = 38975436)

online shopping. Real-time identification of online shopping user behaviors based on
CEP can effectively avoid the generation of risk behaviors. In this work, we propose
an Event Pattern modeling method based on CPN, which can depict and validate
Event Patterns of user behavior risk effectively. Then, we convert the model to EPL
according to the specific steps. Combining CEP with CPN to identify user behavior
risk can improve the security of online shopping. In the future work, we will model
risk behaviors of online shopping processes from the perspectives of consumers, sell-
ers, and the third parties.

User
Gross

Payment Payment
Payment Time

Payment Product
Account Way Place Status Types

14 537 817 456 TPP3 Chongqing 2019.12.24 08:01:12 true Home appliances

18 976 512 7 980 TPP1 Beijing 2019.12.24 08:11:12 false Gold ware

19 001 416 70 TPP1 Beijing 2019.12.24 08:11:36 true Gold ware

34 516 537 779 TPP1 Nanjing 2019.12.24 08:30:54 true Clothing

Table 6. User behavior flows in specified period
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a) The system identification result of ‘37983443’

b) The system identification result of ‘38975436’

c) The system identification result of ‘multi-account’

Figure 9. The system identification results
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[33] Macià, H.—Valero, V.—D́ıaz, G.—Boubeta-Puig, J.—Ortiz, G.: Complex
Event Processing Modeling by Prioritized Colored Petri Nets. IEEE Access, Vol. 4,
2016, pp. 7425–7439, doi: 10.1109/ACCESS.2016.2621718.

[34] Jensen, K.—Kristensen, L.M.: Coloured Petri Nets: Modelling and Validation
of Concurrent Systems. Springer Science & Business Media, 2009.

[35] Ding, W.—Wang, H.—Nan, P.—Xiao, Y.—Liu, Z.: Stock Technical Analysis
System Based on Real-Time Stream Processing. 2017 10th International Symposium
on Computational Intelligence and Design (ISCID), 2017.

[36] Sta, S.—Lindeberg, M.—Goebel, V.: Online Analysis of Myocardial Ischemia
from Medical Sensor Data Streams with Esper. Proceedings of the First International
Symposium on Applied Sciences in Biomedical and Communication Technologies (IS-
ABEL 2008), 2008.

[37] Mathew, A.: Benchmarking of Complex Event Processing Engine-Esper. Dept.
Comput. Sci. Eng., Indian Inst. Technol. Bombay, Maharashtra, India, Tech. Rep.
IITB/CSE/2014/April/61, 2014.

https://doi.org/10.1109/ACCESS.2016.2621718


Modeling and Analyzing User Behavior Risks in Online Shopping Processes 523

Wangyang Yu received his Ph.D. degree from the Tongji Uni-
versity, Shanghai, China, in 2014. He is Associate Professor
at the School of Computer Science, Shaanxi Normal University,
Xi’an, China. His research interests include the theory of Petri
nets, formal methods in software engineering, and artificial in-
telligence.

Zhuojing Ma received her Master’s degree from the School of
Computer Science, Shaanxi Normal University, Xi’an, China.
Her research interests include the Petri nets theory, formal mod-
elling of online transactions, and complex event processing.

Xiaojun Zhai is Senior Lecturer in the Embedded Intelligent
Systems Laboratory at the University of Essex. He has author-
ed/co-authored over 120 scientific papers in international jour-
nals and conference proceedings. His research interests mainly
include designing and implementing digital image and signal pro-
cessing algorithms, custom computing using FPGAs, embedded
systems, and hardware/software co-design. He is a BCS, IEEE
Senior member and HEA Fellow.

Yuke Zhou received his Ph.D. degree in geographic informa-
tion systems from the Institute of Geographical Sciences and
Natural Resources Research, Chinese Academy of Sciences, Bei-
jing, China, in 2013. He is currently Associate Researcher whose
research interests include high-performance computing, distribu-
ted systems, and remote sensing of ecosystem environments.



524 W. Yu, Z. Ma, X. Zhai, Y. Zhou, W. Zhou, Y. Liu

Weiwei Zhou received her B.Sc. degree in business administra-
tion from the Shandong University of Science and Technology,
Qingdao, China, in 2021. She is currently Lecturer at the School
of Business at Shandong Yingcai University, Jinan, China. Her
current research interests include e-commerce, innovation, and
entrepreneurship management, etc.

Yuan Liu is pursuing his Master’s at the School of Computer
Science, Shanxi Normal University, Xi’an, China. His research
interests include the theory of Petri nets, process mining, ma-
chine learning, and CEP.


	1_5998
	2_4623
	3_5825
	4_5616
	5_6116
	6_6075
	7_6082
	8_5936
	9_6050
	10_6556
	11_6095

