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Abstract. Language learning applications define exercises that are pedagogical
tools to introduce new language concepts. The development of this type of ap-
plications is complex due to the diversity of language learning methodologies, the
variety of execution environments and the number of different technologies that can
be used. This article proposes a conceptual model to develop the activities of lan-
guage learning applications. It defines a new abstraction mechanism to model these
activities as part of a model-driven approach to develop applications supporting
different language learning processes running on different hardware and software
platforms. We define a metamodel that describes the entities and relationships
representing language learning activities as well as a series of examples that use
the proposed abstraction mechanism to represent different language learning activ-
ities. The modelling process is simplified using a common representation that does
not affect neither the visual presentation, nor the interaction of each activity. The
article includes an evaluation that analyses the product correctness, robustness, ex-
tensibility, and reusability of the obtained code. These results conclude that the
code generated using the proposed approach overcomes the code generated following
a traditional approach.
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1 INTRODUCTION

Language learning applications development is complex due to the diversity of learn-
ing language methodologies, the variety of execution environments (Web, mobile and
desktop) and the number of different technologies that can be used [9].

Besides, the development of learning exercises to implement a language learning
application is a repetitive and tedious process. The process involves repeating the
same resource management tasks many times having duplicated code, which is dif-
ficult to maintain. Moreover, the problem of duplicated code and task repetition is
multiplied by the number of different target platforms, making the overall process
more complex and prone to errors. This approach, also known as the traditional
approach, can be improved using a Model-Driven Architecture (MDA) to capture
common features in Computation Independent Models (CIMs).

To capture this common features, we performed an analysis of the Lexiway1

language learning methodology and we experienced the following problems. Initially,
the client requested the development of a mobile application for the iOS platform.
Later on, they requested a Web version of the same application. Therefore, the
development team adapted software resources to produce a new source project for
the new version of the application.

This new development scenario consisted of two independent branches for the
same project which leads to divergent resources and a source code. The resulting
environment was difficult to maintain, impacting negatively on subsequent projects.
For instance, the development of an Android version of the application was aban-
doned due to the high development costs.

The aim of a learning activity is teaching a concept by means of an interactive
experience. Learning activities employ different interaction mechanisms such as fill-
in the gaps (see the right side of Figure 4), joining the lines, Drag&Drop images
(see the right side of Figure 5), and so on.

The traditional software development approach usually forces us to manually
generate the different learning activities or exercises, with their corresponding media
resources (audio, images or video). For example, the JUNIOR 1 level of the Lexiway
learning methodology consists of 6 different blocks composed of 4 units each. In
addition, each unit consists of 2 lessons containing 12 words. Managing all these
learning activities manually involves a high level of resource duplication which leads
to software validation difficult to manage.

1 https://www.facebook.com/LexiwayLearning

https://www.facebook.com/LexiwayLearning
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Thus, following the traditional approach to develop multimedia interactive learn-
ing applications, the idea is to develop several prototypical games. For each activity
type, a configuration file or a database register is manually defined. This configura-
tion file defines the data and resources required by the logic layer of the activity to
be executed.

Finally, another conventional aspect in the development process of interac-
tive learning applications is that the navigation among activities and the pro-
gression of the level of difficulty is controlled by complex conditional structures
that are difficult to manage and maintain which usually became a source of prob-
lems.

From the experience achieved during several years of developing language learn-
ing applications, we have learnt that the use of software artefacts (i.e. components,
frameworks) and performing repetitive tasks reduces considerably the development
time and costs. There are two conceptual tools that software engineering has tradi-
tionally employed to accomplish these challenges: increasing the level of abstraction
and reuse.

The development of learning activities requires the specification of a great variety
of aspects. Among the most relevant of them, we mention:

• the concept structure to be learnt,

• the media resources employed to represent these concepts,

• the mechanisms to manage, link and present these concepts,

• the activity workflow that should be followed to learn these concepts.

From the development perspective, all learning activities are different; however,
they could share common aspects. For instance, different activities could employ
the same interaction mechanisms (e.g. fill-in the gaps or joining concepts) to teach
completely different concepts (e.g. fruits, vegetables, transportation, etc.).

This article proposes a conceptual model to develop activities in language learn-
ing applications. In particular, the article presents a new abstraction mechanism
that allows designers to use (and reuse) the same model to represent many dif-
ferent learning activities, which have been taken from the learning methodologies
under study. It defines the “fill-in the gaps” activity as universal abstraction to
represent different kinds of activities. This abstraction is the basis of a model-
driven approach to develop activities for different language learning methodolo-
gies.

This article also shows a series of examples where the “fill-in the gaps” abstrac-
tion is used to represent different kinds of activities for different learning language
methodologies. Thus, the modelling process is simplified, since every activity is
modelled using a common representation which favours the reuse of models. It is
worth to note that this abstraction does not affect neither the visual presentation,
nor the interaction of each activity.

This paper is organized as follows. Section 2 describes the research context
together with the related work. Section 3 briefly describes the metamodel where
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the “fill-in the gaps” abstraction is defined. Section 4 analyses a set of additional
modelling capabilities derived from this proposal. Section 5 describes the users’
evaluation carried out to evaluate the quality in use of our proposal as well as the
product quality. Finally, we present conclusions and future works.

2 RESEARCH CONTEXT

This section contains the research context regarding the development of language
learning applications which includes two main elements: the essential concepts and
features extracted from different learning methodologies to abstract the language
learning process, and the most relevant related work in the field of the model-
driven development which was employed to tackle the problems described in Sec-
tion 1.

Learning a foreign language is a process involving different methods, techniques
and tools, each one appearing to be more effective than the others. In this paper,
we focus on methodologies that offer some type of technological support (Web site,
mobile applications or similar).

We have analysed the following methodologies: Lexiway2, Duolingo3, Babbel4

and Busuu5.

Although these methodologies take different approaches, it is possible to identify
some common elements.

The Model-driven Architecture (MDAs)6 approach proposed by the Object Man-
agement Group (OMG) in 2011 presents a set of tools to abstract these common
elements to improve the software development. This solution gives a leading role to
models in the software development during all phases (i.e. inception, design, build-
ing, development, and maintenance).

The main reason behind this approach is the constant evolution of the soft-
ware technologies. Following a traditional development approach, the functionality
code and the implementation technology code are interweaved. Consequently, when
the technology is enhanced, the functionality is rewritten using the new technol-
ogy.

Under these scenarios, MDAs introduce abstraction levels to promote the soft-
ware reuse by emphasizing the design-time interoperability [20]. This kind of in-
teroperability is possible due to the specification of Platform Independent Models
(PIMs) that enable developers to separate the specification of the application func-
tionality from the technology that implements it.

2 https://www.facebook.com/LexiwayLearning
3 https://www.duolingo.com/
4 https://www.babbel.com/
5 https://www.busuu.com/
6 http://www.omg.org/mda/

https://www.facebook.com/LexiwayLearning
https://www.duolingo.com/
https://www.babbel.com/
https://www.busuu.com/
http://www.omg.org/mda/
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Thus, it is possible to reuse the specification of the application functionality for
different implementation technologies. Moreover, this functionality can be executed
on different hardware and software platforms only with minor changes.

The source code of applications is automatically derived from models using
model transformations [16].

In summary, the use of the MDA technology enables the generation of multi-
platform applications from PIMs. This fact leads to several advantages; for example,
let us assume we want to develop a learning activity using the fill-in the gaps inter-
action mechanism for different platforms (e.g. iOS, Web and Android). Following
a traditional approach, we should develop 3 different and independent source code
projects. Following an MDA approach, we specify only one PIM to generate the
source code for the 3 platforms.

The core of the MDA infrastructure is defined in terms of the following OMG
standards: the Unified Modeling Language (UML)7, the Meta Object Facility
(MOF)8, XML Metadata Interchange (XMI)9 and the Common Warehouse Meta-
model (CWM)10 which were successfully used in the modelling and development of
modern systems.

From the Human-Computer Interaction perspective, we can find different ap-
proaches that make use of models to generate user interfaces.

Hence, since our work focuses on the development of interactive systems, the
Model-based User Interface Development (MbUID) provides useful elements to ana-
lyse based on the CAMELEON Reference Framework (CRF) [5].

In recent years, other approaches such as [11] have also encouraged the use of
models to develop multi-modal user interfaces.

The use of Model-driven Development (MDD) for learning applications was ap-
plied in different works, such as those exposed in [8, 2, 18]. However, none of them
formalizes the definition of language learning activities using OMG compliant meta-
models. Nevertheless, there are several works that use MDD techniques based on
MDAs to develop Web applications [17, 3].

An interesting approach that defines a MDA to develop music learning appli-
cations is exposed in [26]. In particular, in this approach a MDA-based System
Development Lifecycle is defined, three Learn-Models are built, and the impor-
tant developing phases are described. The idea of using submodels in a complex
metamodel has been applied in our work. And a methodology to model e-learning
applications can be found in [10]; however, this methodology does not focus on de-
veloping language learning applications. Unlike this approach, our approach presents

7 http://www.omg.org/spec/UML/2.5/PDF
8 http://www.omg.org/spec/MOF/2.5.1/PDF
9 http://www.omg.org/spec/XMI/2.5.1/PDF

10 http://www.omg.org/spec/CWM/1.1

http://www.omg.org/spec/UML/2.5/PDF
http://www.omg.org/spec/MOF/2.5.1/PDF
http://www.omg.org/spec/XMI/2.5.1/PDF
http://www.omg.org/spec/CWM/1.1
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a set of models at different abstraction levels providing different points of view of
the application depending on the level of abstraction.

A work where the experience of different research groups working in formal and
informal learning language design using mobile devices is presented in [1]. Among
the most relevant works regarding the development of e-learning applications we can
find those presented in [13, 19, 21, 24, 9].

With regard to the use of models to build Web sites, some methodologies (e.g. [7])
and models (e.g. RMM [14], WebML [6] have a direct impact on this research because
they focus on modelling applications at the software level. However, our interest is
focused on higher level of abstraction where the learning activity is the centre of our
modelling interest.

WebML enables to define the high-level description of Web sites considering
several orthogonal dimensions. For instance, the Web site contents (i.e. structural
model), the Web pages that compose the Web site (i.e. composition model), the
link topology among Web pages (i.e. presentation model), and the personaliza-
tion characteristics enabling the one-on-one content delivery (i.e. personalization
model).

The standard Interaction Flow Modeling Language (IFML)11 is designed for
expressing the content, user interaction and control behaviour of the front-end of
software applications in general. In [4], authors describe how to apply model-driven
techniques to the problem of designing the front end of software applications (i.e.
the user interaction).

Our approach proposes a domain specific language based on the definition of
a set of models of a higher level of abstraction presented in [23]. These models rep-
resent the interaction techniques used in language learning activities to maximize
code reuse and minimize maintenance costs. This article presents the abstraction
mechanism that allows designers to use (and reuse) the same model to represent
many different learning activities, which have been taken from the learning method-
ologies under study.

3 METAMODEL TO DEVELOP LANGUAGE
LEARNING APPLICATIONS

The goal of this article is to create the definition of a common representation to
model language learning applications. To accomplish this goal, this section describes
a metamodel that supports the representation of this type of applications. This
metamodel is based on the metamodel presented in [22]. The description presents
the modelling concepts to define applications as well as a set of examples showing
how these concepts are assembled. The formalization of the concepts and the rela-
tionships among them were defined in ECORE12 (Essential MOF dialect13 enriched

11 http://www.omg.org/spec/IFML/1.0/
12 https://wiki.eclipse.org/Ecore
13 http://www.omg.org/spec/MOF/2.5.1/PDF

http://www.omg.org/spec/IFML/1.0/
https://wiki.eclipse.org/Ecore
http://www.omg.org/spec/MOF/2.5.1/PDF
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with expressions in OCL14. As a result of the analysis of different methodologies, we
have found a set of common elements.

The first element in common is the definition language concepts (e.g. words,
sentences, etc.) that are hierarchically organized in lessons, units, etc.

The second element is the definition of different representations for these con-
cepts. These representations are media resources (e.g. images, audio recordings,
videos, text, etc.) that can be associated to methodology concepts. For instance,
the “house” concept can be associated to an image of a house, a video of a house
or an audio recording that contains the voice of a person pronouncing the word
“house”.

The third element is the definition of activities enabling users to interact with
the application. There are several types of activities; for instance, multiple choice,
filling the gaps and sentence composition activities.

The fourth element to take into account is the order in which the activities
should be performed by the user. For instance, some methodologies only enable
students to start a lesson if they have passed the previous one. The order in which
activities are carried out is known as the methodology workflow. In summary, the
common elements of language learning applications are:

1. the language concepts and concept hierarchy,

2. the media resources,

3. the learning activities,

4. the activity workflow.

To model these common elements, we leverage the level of abstraction and
reuse following the MDA principle of interoperability at design time. Therefore,
we define four concerns regarding the modelling of language learning methodolo-
gies.

Thus a learning methodology (represented by an instance of the Methodol-
ogy metaclass that is part of the Methodology package) is composed by 4 mod-
els.

The language concept model, representing the language concepts, is modeled
by an instance of the ContentContainer metaclass that is part of the Content
package. The media resource model representing the resources used in the pre-
sentation (or view) of learning activitites, is modeled by an instance of the Me-
diaModel metaclass that is part of the Media package. The model that defines
the set of learning activities is represented by an instance of the ViewModel that
is part of the Presentation package. And the activity workflow model is repre-
sented by an instance of the Workflow metaclass that is part of the Workflow pack-
age.

Figure 1 shows the proposed metamodel exposing the packages of metaclasses
that represent the language learning methodology common elements. The pack-

14 http://www.omg.org/spec/OCL/2.4

http://www.omg.org/spec/OCL/2.4
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age structure for this metamodel is based on the Methodology package which uses
the Commons package containing the Entity and Property metaclasses that are
used as super-metaclasses for all metaclasses in the metamodel. The Methodology
package is the core package of the model architecture, and contains the Method-
ology metaclass, and a set of packages that contains the metaclasses to repre-
sent all models (Workflow, Content, Media, Activity and Presentation). The sixth
package, aka the Commons package, provides metamodel entities with extension
features. Next paragraphs explain the most relevant metaclasses of each pack-
age.

The language concepts and the concept hierarchy are represented by instances
of the metaclasses defined in the Content package. Figure 1 presents the Concept
and ContentContainer metaclasses of Content package. While Concept metaclass
instances represent simple concepts, such as nouns (e.g. orange, apple, peaches) and
verbs (i.e. stare, watch, glance); ContentContainer metaclass instances represent
sets of related concepts (e.g. fruits, ways of looking, etc.).

For example, in a given methodology, a level can be composed of units and,
a unit can be composed of lessons.

The Media package contains the metaclasses to represent the resources used
in the presentation (or view) of learning activities. It enables developers to define
4 types of media resources: audio, text, video and image. These types of media are
represented by Audio, Text, Video and Image metaclass instances. Combinations
of this type of media can be combined to represent complex media resources such
as text and speech. Again, the Composite design pattern [12] is applied to create
a tree-based structure of media resources. The MediaContent metaclass plays the
role of Component, the ComposedContent plays the role of Composite and the Audio,
Video, Image and Text meclasses play the role of Leaves. The media relationship
between the Concept metaclass and theMediaContent metaclass associates language
concepts to media resources to provide these concepts with a concrete representation
to activity presentations.

The definition of the activities of a learning methodology is organized into the
Activity and the Presentation packages. On the one hand, the Activity package en-
ables developers to parametrize the functionality of the activities conducted during
the learning process. Every Activity metaclass instance provides users with infor-
mation to perform learning activities. While Ground metaclass instances define
activity statements represented by MediaContent metaclass instances; Gap meta-
class instances define the information to be introduced by students. Gap metaclass
instances are enriched with Option metaclass instances to define the potential infor-
mation (including the correct answer to the activity) to be introduced by students.
Option metaclass instances are related to language concepts that are linked to in-
stances of theMediaContent metaclass which provide the presentation of the concept
in the activity.

On the other hand, the Presentation package defines the ViewModel and the
Slide metaclasses to represent the user interface and interaction mechanism of the
activities offered to the students during the learning process. This package defines
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Figure 1. Language learning methodology metamodel
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the concept of slide. It is defined by Slide metaclass instances that associate activ-
ities represented by Activity metaclass instances defined from the Activity package
to specific interaction mechanisms. Consequently, students can interact with the
same activity information using different interaction mechanisms (modalities), and
vice-versa.

For instance, users can identify fruits matching images using the drag and drop
or joining with lines interaction mechanisms. While an Activity metaclass instance
contains the text for the statement of the activity; the options to be presented to
the user and the option that solves the statement are represented by instances of
the Option metaclass. And a MultipleChoicePhotoText metaclass instance defines
the interaction mechanism.

The activity workflow defines the order in which learning activities should be
performed by students, which is a crucial issue in the definition of learning method-
ologies. The Workflow package is responsible for representing this aspect of learning
methodologies. This package defines the Workflow metaclass, whose instances de-
fine graphs. The nodes of the graph are defined by instances of the State metaclass,
which are associated to instances of the Slide that represent them. The edges of
the graph represent transitions (i.e. Transition metaclass instances) between states
leading to transitions between learning activities.

Finally, theMethodology package defines theMethodology metaclass representing
all the elements that define learning methodologies.

All the metaclasses in this metamodel inherit from the Entity metaclass defined
in the Commons package which provides identification (i.e. Entity metaclass) and
extension (i.e. Property metaclass) features to the rest of the metaclasses. This
package is designed to take into account variable aspects of the activitites (aesthetical
customization, look and feel of the user interface, structural limitations defined by
a methodology, etc.).

Additionally, we have developed a language learning methodology model editor
to create, edit and verify models according to the proposed metamodel. It was
developed as an Eclipse plugin employing the Eclipse Modeling Framework (EMF)15

to follow the MDA OMG standards. The metamodel was defined in OclInEcore16

which is a dialect of the OMG Essential Meta-Object Facility (EMOF) enriched
with OCL. This language is used to define the model invariants and queries that are
the foundations for model verification.

3.1 Analysis of Language Learning Activity Modelling

In [23] we illustrate the flexibility and adaptability of the proposed metamodel to
represent different language learning methodologies. Figure 2 shows the correspon-
dence among the different elements of the model of a multiple-choice learning activity
Lexiway as well as Duolingo. Thus, Figure 2 illustrates the expressiveness power of

15 http://www.eclipse.org/modeling/emf/
16 https://wiki.eclipse.org/OCL/OCLinEcore

http://www.eclipse.org/modeling/emf/
https://wiki.eclipse.org/OCL/OCLinEcore
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Figure 2. Reusing of the multiple-choice learning activity model for Lexiway and Duolingo
methodologies

this modelling tool, since the same model represents two similar activities in two
different learning methodologies.

As we have mentioned, the user interfaces of learning activities are defined in
the presentation model which is an instance the ViewModel metaclass. Each type
of user interface is defined by a Slide sub-metaclass.

Learning activity user interfaces are customized with information provided by
the activity model represented by an instance of the Activity metaclass. Activity
metaclass instances define two types of ActivityComponent metaclass instances that
composes the definition of an activity model. Ground metaclass instances represent
fixed parts of the activity (e.g. parts of sentences, audio recordings, videos, etc.).
Gap metaclass instances represent the user inputs to introduce information in the
activity (e.g. an input field to type a word, an input area to type a sentence, a combo
box to select a word, a list to select an image, etc.). In any case, Gap metaclass
instances define a set of Option metaclass instances that represent the options that
are associated to list or combo box items as well as references to the set of options
that are considered correct answers to the activity. Gap and Option metaclass
instances are linked to Concept metaclass instances to provide Slide sub-metaclass
instances with multi-modal user interface representations.

This modelling approach enables developers to reuse different media models
in different activities as well as provide customized different learning activities with
different looks. For instance, you could provide customized media resources to adapt
the learning activities to colour-blind people.

Besides, this approach also enables developers to reuse the same activity model
in interaction mechanisms. For instance, the Match and MultipleChoicePhotoText
Slide metaclass instances reuse the same activity model to present the same activity
employing different interaction techniques.
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The learning methodology activity workflow model enables developers to reuse
learning activities in different learning paths. For instance, developers reuse the
learning activities defined for the workflow of the Standard version of Lexiway in
the workflow of the Junior version of Lexiway because the main difference between
these two versions lays on the number of concepts that are presented to students on
each lesson.

Finally, we expose different ways to extend the proposed metamodel. Firstly, the
Slide metaclass can be extend to introduce new interaction mechanisms to learning
activities. Secondly, metamodel entities represented by sub-metaclasses of the Entity
metaclass defined in the Commons package can be extended by adding Property
metaclass instances.

4 THE NEW ABSTRACTION TO MODEL LANGUAGE
LEARNING ACTIVITIES

This section explains how to use the “Fill-in the Gaps” activity model as a universal
abstraction to represent different language learning activities. Figure 3 depicts the
Activity package which contains the “Fill-in the Gaps” Activity metamodel used to
model language learning activities.

Figure 3. Activity metamodel

As we have mentioned, this model links media resources (i.e. MediaContent
metaclass instances) to Slide sub-metaclass instances using Concept metaclass in-
stances as the glue between these two aspects.

4.1 Fill-in the Gaps Learning Activity

The fill-in the gaps learning activity is a straightforward application of the fill-in
the gaps abstraction. Figure 4 depicts the model and presentation of a fill-in the
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gaps activity in the Busuu methodology. While the right side of the figure shows
the actual user interface for the activity; the left side of the figure shows the model
that represents the activity.

Figure 4. Fill-in the gaps activity in Busuu

4.2 Word Ordering Learning Activity

The word ordering learning activity asks students to order a set of words to com-
pose a meaningful sentence. Figure 5 shows the Busuu methodology version of this
activity. The presentation model of this activity is defined by an instance of the
ComposePhrase metaclass. The information to customize the activity is defined by
an instance of the Activity metaclass.

In this case, the activity defines 4 gaps (represented by instances of the Gap
metaclass) composed by 4 instances of 4 options (represented by instances of the
Option metaclass) for each gap. These options are linked to the same text strings
(represented by instances of the Text metaclass) to enable users to choose one
string (i.e. are, Where, from?, you) in any position of the sentence. The order
of the gaps defines the order of the words in the sentence. And each gap defines
only one option as the correct answer to set only one word ordering as correct.
Finally, the Ground metaclass instance defines the learning activity statement.
Ground metaclass instances can also be used as part of the sentence to include
fixed words that cannot be modified by the user (e.g. punctuation marks, words,
etc.).
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Figure 5. Word ordering learning activity in Busuu

4.3 Match-Up Learning Activity

This section describes how to model a match-up learning activity in the Busuu
methodology using the fill-in the gaps abstraction. Figure 6 depicts the learning
activity user interface which consists in locating and matching up the 3 elements on
the left with the corresponding 3 elements on the right.

Figure 6. Match-up learning activity in Busuu

In this case, the presentation of the activity is defined by an instance of the
Match metaclass. The activity information is modelled as a fill-in the gaps exercise
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including 3 gaps representing the 3 elements depicted on the right side of the figure
(i.e. ¿Cómo te llamas?, ¿De dónde eres?, ¿Cuántos años tienes? ). Each of gap
presents the same 3 options to be linked to the 3 elements on the left side (How
old are you?, Where are you from?, What’s your name? ) where only one of these
options is defined as the correct answer. As in the previous example, the options
(represented by instances of the Option metaclass) are linked to instances to the
Text metaclass.

4.4 Locution to Text, Multiple Choice and Translate Phrase
Learning Activities in Duolingo

Figures 7, 8 and 9 depict 3 learning activities that illustrate the similarities of the
activity models in different learning activities in the Duolingo methodology. All the
activity models of these learning activities define only one gap (instance of the Gap
metaclass) including several options (instances of the Option metaclass) where at
least one of them is set as the correct one.

Figure 7. Locution to text learning activity in Duolingo using one gap

Figure 8. Multiple choice learning activity in Duolingo using one gap

These models also define instances of the Ground metaclass to represent the
statement of the activity (e.g. Escucha y escribe, Marca todas las respuestas cor-
rectas, Traduce este texto). The Ground and Option metaclass instances are linked
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Figure 9. Translate phrase learning activity in Duolingo using one gap

to media resources represented by instances of the ComposedContent or Text meta-
classes. The ComposedComponent metaclass instances enables developers to provide
different types of media resources (e.g. Text and Audio metaclass instances).

Finally, the locution to text, multiple choice and translate phrase learning activ-
ities are represented by instances of the LocutionToText, MultipleChoice and Trans-
latePhrase metaclasses, respectively.

4.5 Multiple Choice Learning Activity in Babbel, Busuu and Duolingo

The modelling process can be analogously applied to model the information or con-
tent of the same learning activity for different methodologies.

Figure 10, Figure 11 and Figure 12 depict 3 examples of multiple choice activities
in 3 different learning methodologies. (i.e. Babbel, Busuu and Duolingo). All these
examples represent the activity exposed in Section 3 and depicted in Figure 2.

Figure 10. Multiple choice learning activity in Babbel

All these 3 examples define one gap with 3 options. However, each exercise
defines different kinds of media resources to represent the activity statement and
options. For instance, while Figure 10 and Figure 12 depict Babbel and Doulingo
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Figure 11. Multiple choice learning activity in Busuu

Figure 12. Multiple choice learning activity in Duolingo

version of a multiple choice activity using 3 pictures to represent gap options; the
Busuu version of the activity depicted in Figure 11 uses a video to represent the
activity statement.

Therefore, the idea of employing the fill-in the gaps activity as an abstraction
for all kinds of learning activities simplifies the modelling process since all activities
are modelled in the same way which favours the reuse of models.
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5 EVALUATING THE PROPOSAL

The main goal of the evaluation section is to evaluate the quality of the code ob-
tained after applying the MDA approach proposed in this article (product quality
evaluation). The quality of the code is evaluated by comparing the code obtained
using the MDA approach against the code generated by an expert (called tradi-
tional approach). The comparison is performed using a set of well-known quality
factors. Before performing the product quality evaluation, we have to prepare the
artefacts using both approaches. The next subsection describes the preparation
process.

5.1 Preparation Process

This section describes the process followed to generate the artefacts (learning activ-
ities) that will be compared in the next subsection.

There are two different mechanisms to obtain the learning activities: the pro-
posed approach and the traditional approach.

5.1.1 Objectives of the Preparation Process

The objective of the preparation is to develop a set of learning activities considering
both the proposed and traditional approaches.

5.1.2 Participants of the Preparation Process

This evaluation is carried out by two participants of different profiles.
The first participant (male, age 23, university graduated) is expert in HTML,

CSS and JavaScript technologies and develops learning activities following a tradi-
tional approach (HTML expert).

The second participant (male, age 41, Ph.D. student) is an expert in the Eclipse
Modeling Framework (EMF) technology designed for model-driven development and
develops learning activities following the proposed approach (MDA expert).

5.1.3 Computing Environment

Each participant performed the preparation test in the ISE Research Group Inter-
action laboratory located in the Albacete Research Institute of Informatics (I3A)
building in Albacete, Spain. This location is equipped with computers and multime-
dia equipment (e.g. video cameras, microphones, and so on) that makes it suitable
for performing HCI (Human-Computer Interaction) interaction evaluations.

Both development processes were performed using the same computing equip-
ment. The hardware consists of a MAC Book Pro 13” Retina laptop computer with
8GB RAM and 256GB SSD. This computer runs the High Sierra iOS, SublimeText
(ver. 3.0), and the Eclipse Modeling Tools NEON 3 IDE including ATL (ver. 3.6.6),
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ACCELEO (ver. 3.7.0) and the proposed approach reflexive model editor (ver. 1.0.0)
and transformation (ver. 1.0.0) plugins.

5.1.4 Tasks of the Preparation Process

Participants receive the same list of requirements proposing the development of four
Lexiway learning activities to review student language vocabulary. These activities
look like the learning activity depicted on the left side of Figure 2 that presents four
images and plays the audio file of a word when it starts. Learners should click on an
image corresponding to the word that was played. When an image is clicked, they
receive the result of the matching in terms of negative or positive reinforcement.
If the clicked image does not correspond to the audio played, the file is played
again and the user is asked to click on an image again until they choose the correct
image.

Each participant followed a different path to develop the learning activities.
The MDA Expert had to define a model for each activity, validate the model and
generate the code. The HTML Expert had to use his favourite HTML editor, locate
the resources, write the code, and test the solution.

However, it is possible to identify some general tasks, no matter the tools used
to get them. The development of each learning activity represents a task. Each task
is divided into the sub-tasks, which are defined in Table 1.

5.1.5 Review and Testing

Both participants knew that the learning activities they developed, would be ana-
lyzed by a group of experts. Therefore, they spent some time to check the product
obtained. This process was carried out in different ways by both participants, since
the tools used in each case were different. In the case of the HTML Expert, this pro-
cess includes activities like refactoring, refining, testing, and so on. In the case of the
MDA Expert, this process consists on model review, validate the OCL restrictions,
operate the transformations and review the results.

5.2 Product Quality

This evaluation analyses the quality of language learning activity source codes gen-
erated with the proposed and traditional approaches, obtained in the previous sec-
tion. To carry out this task, we propose an heuristic evaluation where a set of
5 experts evaluates 4 software attributes related to software quality characteris-
tics.

5.2.1 Objective

This heuristic evaluation compares the source code quality of the language learning
application depicted on the left side of Figure 2 generated with the traditional and
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T Description

1 Define the graphic design of the user interface for the learning activity presented
on the left side of Figure 2 using the set of images defined in a specific folder.

1. Slide option images (e.g. clock, spot, fox and box),

2. Common images (e.g. headphones, correct, wrong).

2 Define the audio modality of the user interface for the learning activity presented
on the left side of Figure 2 using audio files defined in a specific folder.

1. Possible slide statement locutions (e.g. clock, spot, fox and box),

2. Common sounds (e.g. correct and wrong answers).

3 Define the learning activity statement linking the click event on the headphones
image to one of the possible locutions for the activity.

4 Define the learning activity answer linking answer images to option images ac-
cording to the selected statement locution for the activity (e.g. the correct answer
image for the learning activity depicted on the left side of Figure 2 is box and
the rest of options are linked to the wrong image).

5 Define the learning activity answer linking answer sounds to option images ac-
cording to the selected statement locution for the activity (e.g. the correct answer
sound for the learning activity depicted on the left side of Figure 2 is box and
the rest of the options are linked to the wrong sound).

6 Define the learning activity behaviour when learners click on the wrong answer
(i.e. play the statement locution again).

Table 1. Common tasks performed by the participants

proposed development processes in terms of software correctness, robustness, extensi-
bility and reusability ; where software correctness refers to the Functional Correctness
sub-characteristic of the Functional Suitability characteristic defined in the Product
quality model of the ISO 25010:2011(E) standard [15], software robustness refers to
the Fault tolerance and Recoverability sub-characteristics of the Reliability charac-
teristic defined in the Product quality model of the ISO 25010:2011(E) standard [15],
software extensibility refers to the Modularity and Modifiability sub-characteristics
of the Maintainability characteristic defined in the Product quality model of the ISO
25010:2011(E) standard [15], and software reusability refers to the Reusability sub-
characteristic of the Maintainability defined in the Product characteristic quality
model of the ISO 25010:2011(E) standard [15].

5.2.2 Participants

This evaluation is performed with 5 experts, whose profiles are exposed in Ta-
ble 2. Participant profiles include information such as gender, age, and experience
in HTML, JavasScript, Language Learning Applications and Software Quality.
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Participant Gender Age
Experience

HTML JavaScript L. L. Apps. Soft. Quality

1 M 38 5 5 3 5
2 F 35 5 4 5 4
3 M 39 5 5 3 4
4 M 45 4 5 5 4
5 F 48 5 5 4 5

Table 2. Participant profiles

5.2.3 Computing Environment

This evaluation was carried out in the ISE Research Group interaction laboratory
located in the Albacete Research Institute of Informatics (I3A) building in Albacete,
Spain. This location is equipped with computers and multimedia equipment (e.g.
video cameras, microphones, and so on) that makes it suitable for performing HCI
interaction evaluations.

The evaluation was performed on a Dell XPS 702x laptop computer running
Microsoft Windows 10. The Internet browser used to run both implementations is
Chrome version 64.

5.2.4 Metrics

The metrics to evaluate software correctness, robustness, extensibility and reusability
are scored from 1 to 5 according to experts’ criteria where 1 and 5 represents the
lowest and highest scores of the software product for a specific attribute, respec-
tively.

5.2.5 Procedure

The evaluation procedure starts when participants receive the source codes of the
language learning activity (both traditional and proposed) presented on the left side
of Figure 2, and a form to score these source codes in terms of selected software
attributes as well as an extra section to justify the software product scoring. It
is worth to highlight that how source codes were generated is unknown to partici-
pants.

The W3C Validator 17 and the JSHint18 tools are available to participants to
help them to score the software product.

5.2.6 Results

The overall results of the comparison between the traditional approach and the
proposed approach are exposed in Table 3.

17 https://validator.w3.org/
18 http://jshint.com/about/

https://validator.w3.org/
http://jshint.com/about/
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Part. Approach Correctness Robustness Extensibility Reusability Average

1
Traditional 3 4 2 3 3
Proposed 5 5 5 5 5

2
Traditional 3 3 3 3 3
Proposed 5 5 5 5 5

3
Traditional 5 2 1 2 2.5
Proposed 5 5 4 4 4.5

4
Traditional 5 5 3 5 4.5
Proposed 4 5 5 5 4.75

5
Traditional 5 4 3 4 4
Proposed 5 4 4 5 4.5

Average
Traditional 4.2 3.6 2.4 3.4 3.4
Proposed 4.8 4.8 4.6 4.8 4.75

Std. Traditional 1.09 1.14 0.89 1.14
Dev. Proposed 0.44 0.45 0,55 0.45

Max
Traditional 5 5 3 5
Proposed 5 5 5 5

Min
Traditional 3 2 1 2
Proposed 4 4 4 4

Table 3. Heuristic evaluation results

According to experts, the proposed approach based on models overcomes the
traditional approach because while the proposed approach scores 4.75 out of 5 in
the overall scoring, the traditional approach only obtained 3.4 out of 5. Moreover,
the scores of the proposed approach are higher than 4 out of 5 in all evaluated
software attributes.

The standard deviation on the proposed approach also delivers scores on all
attributes are close to the average score which is above 4.6 out of 5 showing an
homogeneous consensus on the experts.

The proposed approach does not only overcomes the traditional approach in the
overall results; it also overcomes all evaluated software attributes.

The score is even more significant when evaluating the extensibility of the soft-
ware product (it almost doubles the score of the traditional approach). Participants
also highlighted the quality of the code using the traditional approach is more dif-
ficult to extend than the code generated using the proposed approach avoiding the
great impact on code modifications.

Although the proposed approach obtains a higher score than the traditional
approach in terms of correctness ; the average score in this subject for the traditional
approach is really good obtaining a difference less than 0.6 with a standard deviation
of 1.09 with respect to the proposed approach.

Comparing both approaches in terms of robustness, participants state that con-
ditional structures in the code generated using the traditional approach are not as
well-structured as in the proposed approach.
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About the code reusability, they mention that the code generated using the
proposed approach organizes multimedia resources (i.e. media files, JavaScript and
Cascade Style Sheets) more efficiently than the code generated using a traditional
approach, because the proposed approach groups common resources to all activities
encouraging their reuse. Moreover, all participants highlight the code structure
generated using the proposed approach because it defines parametrized functions
encouraging their reuse too.

6 CONCLUSIONS

This article proposes the fill-in the gaps abstraction to model language learning
activities in the context of an MDA to develop language learning applications.

It shows, by means of a series of examples, how the fill-in the gaps abstraction is
used to represent different learning activities in different language learning method-
ologies. These examples show how the modelling process is simplified since activity
models can be easily reused to:

1. customize the interaction mechanism of the learning activity,

2. adapt the application look to users’ needs (i.e. colour-blind people),

3. model the same activity for different learning methodologies.

Traditional approaches force developers to build applications for different plat-
forms (e.g. Web, iOS, Android, Windows, etc.) leading to different development
branches which are prone to errors, difficult to maintain and test (e.g., changes and
fixes on the application domain model should be addressed in all platforms).

Model-driven architectures decouples application functionality from technology
which enable developers to create Platform Independent Models (PIMs) and Plat-
form Specific Models (PSMs) to derive application source code semi-automatically
using model transformations.

One of the main features of employing MDAs is the design time interoperability.
This feature captures different application concerns in independent models which
are integrated at the last stage of development (just before the generation of the
application source code).

This proposal defines 5 concerns regarding the development of activities for lan-
guage learning methodologies (i.e. learning methodology contents, learning activity
workflows, learning media resources, learning activity interaction mechanisms, and
learning activity model). The main advantage behind this feature is the capabil-
ity of modifying the model with minimum impact on the others. For example, the
representation of a concept (i.e. an image) can be changed by modifying only the
media resource model without affecting the other models (i.e. content, workflow,
interaction mechanism or activity model).

We performed a users’ evaluation to analyse the product quality of our proposal.
The product quality analyses the product correctness, robustness, extensibility, and
reusability. These results conclude that the code generated using the proposed
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approach overcomes the code generated using a traditional approach in the selected
metrics.

The future work for this project includes the development of graphic modelling
editor using the GMF framework to create, edit and verify learning methodol-
ogy models generated with our metamodel. We are working on extensions to the
proposed metamodel that allow improving the validation of the models through
the definition of customized OCL expressions that are loaded dynamically (using
the Complete OCL plugin 19). These extensions are defined based on the sub-
classification of meta-classes, which allow introducing new features in a flexible and
robust way.

Moreover, we are addressing the process of model-to-model (M2M) and model-
to-text (M2T) transformations required for source code automatic generation (i.e.
HTML and JavaScript) of language learning applications. To carry out these trans-
formations, the ATLAS Transformation Language20 (ATL) and ACCELEO21 trans-
formation languages are used respectively.

This transformation process requires 3 M2M transformations: (1) a M2M trans-
formation to generate the Activity Model and Workflow Model instances that are
part of the PIM layer of the model architecture using a Content Model instance
that is part of the CIM layer; (2) another M2M transformation at PIM layer to
generate Presentation Model and Media Model instances from Activity Model and
Workflow Model instances; finally, (3) the last M2M transformation generates the
TagML [25] PSM layer model from Activity Model and Workflow Model PIM layer
instances.

In addition, the transformation process also involves 2 M2T transformations.
While the first one generates HTML source code from TagML [25] PSM model to
define the application UI structure; the second one generates JavaScript source code
from Workflow Model PIM layer instance to define the application UI behavior.
Thus, the whole process generates the Implementation Specific Model (ISM) of
a fully functional application.

Finally, we are also exploring the adaptation of this model architecture to gen-
erate a wide variety of interactive multimedia applications including gamification
features.
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Šiauliai, Lithuania
e-mail: leonidas.sakalauskas@mif.vu.lt

Abstract. Automatic speech recognition (ASR) technologies enable humans to
communicate with computers. Isolated word recognition (IWR) is an important
part of many known ASR systems. Minimizing the word error rate in cases of
incremental learning is a unique challenge for developing an on-line ASR system.
This paper focuses on on-line IWR using a recursive hidden Markov model (HMM)
multivariate parameter estimation algorithm. The maximum likelihood method was
used to estimate the unknown parameters of the model, and an algorithm for the
adapted recursive EM algorithm for HMMs parameter estimation was derived. The
resulting recursive EM algorithm is unique among its counterparts because of state
transition probabilities calculation. It obtains more accurate parameter estimates
compared to other algorithms of this type. In our experiment, the algorithm was
implemented and adapted to several datasets for IWR. Thus, the recognition rate
and algorithm convergence results are discussed in this work.
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1 INTRODUCTION

Automatic speech recognition (ASR) is a pattern recognition task with the objec-
tive of classifying input data into classes based on certain features. It is a complex,
multistep task in computer-aided speech processing and recognition. In other words,
speech recognition can be defined as speech transcription using a computer [1]. ASR
can be applied to numerous practical areas, such as controlling software [2, 3], dialing
numbers [4], internet searches [5, 6], etc. It is a difficult problem, so several recog-
nition techniques have been proposed, including linear-time-scaled word-template
matching [7], hidden Markov models (HMMs) [8, 9, 10], deep neural networks [11],
etc. HMM is widely applied to speech recognition systems because it provides ac-
curate speech modeling.

Traditional speech modeling and learning methods such as deep neural net-
works, linear-time-scaled word-template matching and HMM require static training
dataset to accurately learn speech model parameters. However, the complexity of
these learning methods is at least of the second order, since the required number of
calculations at each learning iteration depends on the size of the dataset.

The quality and quantity of speech training and testing material play an im-
portant role in correctly representing modeled language and its recognition rate. In
contrast to the traditional learning methods, recursive learning could be the solu-
tion in cases when the number of speech samples for training is too small to be
practically used in recognition systems. Recursive learning methods could provide
practical real-time collection of speech data.

Recently, much attention has been paid to recursive model parameter learning
methods [12, 13, 14, 15, 16, 17, 18, 19, 20]. However, there has not been enough
exploration of recursive learning algorithms applied to real-time speech recognition
systems which are based on HMM. Most on-line speech recognition systems use
a static trained model, which is then used to identify words in the speech signal. If
new speech data is provided for training, these systems cannot apply a new dataset
to the speech model without being retrained with the aggregated data. This dis-
advantage would be avoided if training and model parameter adaptation were per-
formed incrementally while processing and recognizing spoken words occurs. Such
algorithms would lead to the creation of a speech recognition system that constantly
adapts to new speech signals without decreasing recognition accuracy.

In this work, isolated word recognition (IWR), which is a subclass of ASR, has
been performed using a recursive EM algorithm for HMM parameter estimation.
In an IWR system, the input data are considered as words that are processed in-
dividually, and previously uttered words do not affect the recognition. The input
data is a raw speech file that is converted into an acoustic feature vector and is
processed over time. A HMM with a fixed number of states is used to model each
word. The recursive EM algorithm for HMM parameter estimation is presented in
this work. It consists of two main parts – model training, and recognition with re-
estimation. In the training part, the feature vectors are extracted from input files,
and HMM parameter estimation is performed for each word. In the recognition and
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re-estimation part, each input is recognized and the model parameters of the word
are updated according to the recognized word, which allows the algorithm to contin-
uously estimate model parameters and perform recognition at the same time. The
experimental results for the created algorithm are discussed in this work as well.

2 RELATED WORK

HMM parameter estimation algorithms can be classified in two main categories:
batch [8] and recursive (on-line) [21]. Batch learning is a standard procedure for
learning model parameters, and is known to be very robust. Batch learning algo-
rithms process blocks of observations after they are stored in the computer’s memory
and they execute as many iterations on the training set as necessary for tuning such
parameters. Generally, batch algorithms apply an offline Baum-Welch (EM) al-
gorithm, which locally maximizes the likelihood objective function and applies an
HMM forward-backward procedure [8, 22]. In cases of sequential data processing,
the complexity of the batch EM algorithm is quadratic. This approach means that
the number of calculations required to obtain the parameter estimates is propor-
tional to the observation set size.

Recursive HMM parameter estimation algorithms calculate model parameter
estimates incrementally with each new observation. Calculations are performed
sequentially in time so that the algorithm does not need to store all observations in
the computer’s memory.

The Baum-Welch algorithm is successfully implemented in numerous offline
speech recognition systems which are based on HMM parameter estimation. The
popularity of Baum-Welch algorithm urged others to develop on-line (recursive) EM
algorithms for real-time HMM parameter estimation. The recursive EM contains
a maximum likelihood estimator (MLE) which is iteratively maximized.

The main difficulty in implementing recursive expectation-maximization algo-
rithms has been calculating the required data statistics without the backwards re-
cursion of the HMM Forward-Backward procedure. As a result, in [23], the authors
proposed the on-line HMM parameter estimation algorithm with implemented for-
ward recursion (only forward recursion can be efficiently implemented in on-line
mode). However, as the backwards recursion is hard to apply in on-line mode, it
was ignored. The authors of [24] presented an on-line HMM parameter estimation
algorithm with an adapted Forward-Backward procedure and applied it to back-
ground modeling.

In [25], the authors proposed recursive HMM parameter estimator with on-
line finite memory approximation to the forward-backward procedure. Also, various
recursive MLE method modifications based on different optimization techniques can
be identified in the literature: a numerical smoothing method (which replaces the
forward-backward procedure) [26, 27], fixed-interval smoothing with an exponential
forgetting factor [12], and HMM parameter estimation based on stochastic gradient
methods [28, 29].
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Whilst all of these methods closely resemble the offline Baum-Welch algorithm,
their convergence properties are poorly understood. And it is difficult to find exper-
iments that demonstrate the effectiveness of these algorithms when they are applied
to solving real tasks.

3 SPEECH RECOGNITION AND HMMS

An ASR system (see Figure 1) gets a speech signal input, processes it and outputs
the text equivalent to the input. ASR usually consists of two stages – primary
processing and final processing. Primary processing involves extracting features from
the speech signal, and the final processing consists of a speech recognition engine
that has an acoustic model, language model and grammar. A grammar contains sets
of predefined combinations of words. A language model contains the probabilities
of sequences of words. If the system is applied to IWR only, then it does not require
a language model and grammar. In this case IWR systems recognize single words
separated by silence [10, 30]. Thus, the probabilities of sequence of words or the
combination of words do not matter because the system analyse separate words.
These systems have “listening/not listening” states through which the user has to
wait (usually processing is performed during these pauses). Such systems are useful
when the user has to pronounce single words or commands.

If all these parts – acoustic model, language model and grammar – are cor-
rect, the engine of speech recognition identifies the most likely match for the inputs
that are received and returns the recognized words to the text (the decoding is per-
formed). The selection for proper feature extraction and speech recognition methods
has a significant impact on the accuracy of the recognition system.

We will only discuss the acoustic model (leaving out the language model and
grammar) because we are applying the recursive EM algorithm to IWR. The task
of the acoustic model is to evaluate the probability of the sequence of words. The
distribution of the feature vector O is usually modeled on smaller phonetic units,
such as phonemes, contextual phonemes or syllables. HMMs are used to model this
distribution. The HMM can be pictured as a random process that travels through
a set of state S and generates a feature vector O. It is a stochastic Markov process
with unknown parameters that are unraveled based on observation [31]. In other
words, there are two stochastic processes (see Figure 2). The first one is a Markov
chain characterized by states S that are “hidden” and transition probabilities A. The
second process produces observations depending on a state-dependent probability
distribution B.

HMM is used to classify each feature vector sequence with a specific class, which
is given as a sequence of objects (such as letters, words, etc.). A probability distri-
bution over possible sequences of classes is calculated, and the best class sequence
is chosen. HMM defines observed events (such as utterances in the input) and hid-
den events (such as utterance recognition and transcription). Each acoustic unit
is modeled with one HMM, which is composed of several states. The HMM of the
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Figure 1. Structure of an ASR system

Figure 2. Hidden Markov model

three states (sound start, middle and end) are most commonly used. In the case of
a large vocabulary, a static or dynamic network of words composed of many HMMs
is formed, and the network is searched for a state sequence S that generates the
feature vector O with the highest probability. The Viterbi algorithm is often used
to find the best sequence.

Left-to-right HMM (see Figure 3) is mostly used in speech recognition. In this
case, the state transition probability matrix has non-zero values for diagonal and
neighboring states, and the values of other states in the matrix are set to zero:
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

a1,1 a1,2 0 0 0 0 . . . 0 0
a2,1 a2,2 a2,3 0 0 0 . . . 0 0
0 a3,2 a3,3 a3,4 0 0 . . . 0 0
0 0 a4,3 a4,4 a4,5 0 . . . 0 0
0 0 0 a5,4 a5,5 a5,6 . . . 0 0
0 0 0 0 a6,5 a6,6 . . . 0 0
...

...
...

...
...

... . . .
...

...
0 0 0 0 0 0 . . . aN−1,N−1 aN−1,N

0 0 0 0 0 0 . . . 0 1


,

N is a number of states and the sum of each matrix row elements is equal to one.

Figure 3. Left-to-right HMM

When constructing HMM, the three main problems that need to be addressed
are:

1. Given the model parameters, compute the probability that the HMM generates
a particular sequence of observations, solved by the Forward-Backward algo-
rithm;

2. Given a sequence of observations, find the most likely set of model parameters,
solved by statistical inference through the Baum-Welch algorithm, which uses
the Forward-Backward algorithm;

3. Find the path of hidden states that is most likely to generate a sequence of
observations, solved using a posteriori statistical inference in the Viterbi algo-
rithm.

In this paper, we propose the recursive EM algorithm for HMM parameter estima-
tion. This way, the incoming data can be processed recursively and HMM parame-
ters can be updated as soon as new data becomes available.
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4 RECURSIVE EM ALGORITHM

The recursive EM algorithm allows us to perform estimation in a sequential way and
to re-estimate model parameters in real-time. The main idea of this algorithm is
to continuously update model parameters as the observation vectors are given and
processed. HMM parameters then are updated according to each new observation
without storing the previous observations. The recursive EM algorithm uses the
Expectation-Maximization algorithm and maximum likelihood estimator to learn
HMM parameters sequentially in real time. We should note that the EM algorithm
is often used to learn HMM parameters with the observation sequence and the set of
possible states in HMM [32, 33]. The MLE for HMM has proved to be a consistent
and asymptotically normal estimator that converges on a stationary point of the
sample likelihood.

HMM for the recursive EM algorithm is specified by the following compo-
nents [34, 35]:

• length (T ) of the observation sequence,

• number of states (N) in HMM,

• the state transition probability matrix (A)

A =

a11 . . . a1N
... . . .

...
aN1 . . . aNN

 , (1)

• the initial state distribution vector (π)

π =

π1
...
πN


T

, (2)

• the probability density function B at state s (which expresses the probability of
an observation o being generated from state s):

B(o, µs, σs) =
1√

(2π)n|σs|
e−

1
2
(o−µs)T σ−1

s (o−µs). (3)

Observations are defined by a normal distribution with M -dimensional mean µs

and covariance σs, 1 ≤ s ≤ N :

µs =


µ1

µ2

. . .
µM

 , σs =

 σ11 . . . σ1M
... . . .

...
σM1 . . . σMM

 .
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Then, the logarithmic likelihood function describes the observation in a state
as:

l(o, µ, σ) = −n

2
ln(2π)− 1

2
ln(|σ|)− 1

2
(o− µ)Tσ−1(o− µ). (4)

The maximum-likelihood estimation problem is to find

ΘML = argmaxΘ∈Ω(l(Θ))

where

• Θ is a vector of parameters. It contains three parameters: π, A, B(o, µs, σs).

• Ω is a parameter space specifying the set of allowable parameter settings. In the
HMM, Ω would enforce the restrictions that all parameter values were ≥ 0:

–
∑N

i=1 πi = 1;

– for all i = 1 . . . (N − 1),
∑N

k=1 ai,k = 1;

– for all i = 1 . . . (N − 1),
∑

o∈Σ B(o, µi, σi) = 1.

The log-likelihood function (4) in this case gives us a formal measure of how well
a particular parameter setting Θ fits the observed sample.

EM algorithm then should consist of these steps:

• Choose the starting values to the parameters to be estimated.

• E-step: Compute the conditional expectations of those functions of the missing
data appear in the full log-likelihood.

• M-step: Maximization of the log-likelihood with respect to the set of parameters
to be estimated (the missing data are substituted by their conditional expecta-
tion).

• Assess convergence (with respect to some criterion) and repeat the E and M-
steps until convergence is reached.

Since the full likelihood of each observation sequence is based on the summa-
tion of all possible state sequences, each observation is assigned to every state in
proportion to the probability of the model being in that state when the vector was
observed. Thus, the probability density function (3) parameters of the HMM can
be re-estimated through recursive summations of these weighted averages.

Thus, state transition probabilities are defined as

ρit =
1

t

t∑
i=1

ϕi
t

where coefficient

ϕi
t =

e−l(ot,µ̂i,σ̂i)+ln(πi)

θt
,
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and

θt =
N∑
i=1

e−l(ot,µ̂i,σ̂i)+ln(πi).

Then, the re-estimation of the mean vector and covariance matrix is performed
with recursive formulas:

µi
t = µi

t−1 +
(ot − µi

t−1)

t
· ϕ

i
t

ρt
, (5)

σi
t =

(
ρit−1 · (t− 1)

ρit · t

)(
σi
t−1 +

(ot − µi
t−1)(ot − µi

t−1)
T

t
· ϕ

i
t

ρt

)
, (6)

ρit = ρit−1 +
1

t
(ϕi

t − ρit−1). (7)

Usually, the Forward-Backward procedure is applied in classical HMM param-
eter estimation methods to calculate transition probabilities [35]. The goal of the
Forward-Backward procedure is to find the conditional distribution over hidden
states given the data.

The Forward-Backward procedure (see Figure 4) is an algorithm for HMM
which computes the posterior marginals of all hidden state variables given a se-
quence of observations o1, . . . , oT , i.e. it computes, for all hidden state variables
St ∈ {S1, . . . , ST}, the distribution P (St | o1:T ). The algorithm uses the principle of
dynamic programming to efficiently compute the values that are required to obtain
the posterior marginal distributions in two passes. The first pass goes forward in
time while the second pass goes backward in time.

The Forward pass is a recursive algorithm for calculating αt(i) for the observa-
tion sequence of increasing length t. First, the probabilities for the single-symbol
sequence are calculated as a product of initial ith state probability and emission
probability of the given symbol o1 in the ith state. Then the recursive formula is
applied. Assume we have calculated αt(i) for some t. To calculate αt+1(j), we mul-
tiply every αt(i) by the corresponding transition probability from the ith state to
the jth state, sum the products over all states, and then multiply the result by the
emission probability of the symbol ot+1. Iterating the process, we can eventually
calculate αT (i), and then summing them over all states, we can obtain the required
probability.

In a similar manner, there is a symmetrical backward variable βt(i) as the con-
ditional probability of the partial observation sequence from ot+1 to the end to be
produced by all state sequences that start at ith state. The Backward pass calculates
recursively backward variables going backward along the observation sequence.

However, Forward-Backward procedure is not fully implemented in recursive al-
gorithms as the Backward part of this procedure is often skipped because of the
complexity to implement it in real-time systems. We calculate the transition prob-
abilities by adapting the Chapman-Kolmogorov equation into the recursive EM al-
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Figure 4. The Forward-Backward procedure in HMM parameter learning

gorithm. It calculates the transition probability to be in a state at time t if at the
time moment t− 1 it was in state i [36]:

πt = A · πt−1. (8)

The significance of this proposition is explored in Section 5.

Our proposed recursive EM algorithm for HMM parameter estimation (Algo-
rithm 1) consists of two parts.

• The first part is for initial parameter estimation given the small fixed-size ob-
servation set using formulas (5)–(7). At the initial estimation phase, µ̂ and σ̂
denotes fixed parameter values during estimation. Initial parameter estimation
ensures the stability of the algorithm because without it, the algorithm might
converge to distorted local extremes of the likelihood function. However, the
initial dataset can become the main drawback of the recursive algorithm, so it
is very important to have a dataset with a sufficient size to initialize parameter
values that would allow us to identify and correctly classify the observations.

• The second part is for parameter re-estimation according to identified obser-
vations using formulas (5)–(7)). In the re-estimation phase, µ̂ and σ̂ denotes
values of the previous steps µi

t−1 and σi
t−1. Classification of the observation is

performed with a Bayes classifier. The likelihood of each HMM generating the
word is calculated and the most likely model identifies the word. However, when
dealing with speech recognition, this classifier can be replaced with Viterbi or
another classification procedure.
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Algorithm 1: Recursive EM algorithm for HMM parameter estimation
consisting of two parts: a) initial HMM parameter estimation with fixed
observation dataset and b) recursive HMM parameter re-estimation when
the observation data is given sequentially in real time.

1 Initial HMM parameter approximation;
2 Set: t = 0;
3 Initialize: µt, σt, ρt, ϵ, π1, A;
4 while Input observation Ot, 1 ≤ t ≤ T1 do
5 Calculate πt, θt;
6 Calculate ϕi

t, 1 ≤ i ≤ N ;
7 Calculate µi

t, σ
i
t, ρ

i
t, 1 ≤ i ≤ N ;

8 if |µt − µt−1| ≤ ϵ AND |σt − σt−1| ≤ ϵ then
Result: Output: µt, σt, ρt;

9 else

10 end

11 end
12 HMM parameter re-estimation;
13 while Input observation Ot, 1 ≤ t ≤ T1 do
14 Input: µt, σt, ρt;
15 Calculate πt, θt;
16 Calculate ϕi

t, 1 ≤ i ≤ N ;

17 Bayes classification of observation Ot: argmax value of el(Ot,µ̂i,σ̂i)+ln(πi);
18 Calculate µi

t, σ
i
t, ρ

i
t, 1 ≤ i ≤ N ;

Result: µt, σt, ρt
19 end

5 ADAPTATION OF THE RECURSIVE EM ALGORITHM
TO ISOLATED WORD RECOGNITION

To apply the recursive EM algorithm to IWR, we must consider the data processing
procedure. Isolated words can be processed in two ways – at the symbol/phoneme
level or in blocks of information. To adapt the recursive EM algorithm for IWR,
the data will be processed in blocks/words.

The first part of the recursive EM algorithm performs an initial approximation
to HMM parameters using training data.

In the second part of the algorithm, a recognition procedure was implemented to
identify observations. The identification can be performed with a Viterbi algorithm
that forms a trellis for computing the best hidden state sequence for the observation
sequence [1]. Given an observation sequence and HMM, the algorithm returns the
state path through the HMM that assigns the maximum likelihood to the observation
sequence. HMM parameters are then updated according to the identified word. The
scheme for the adapted recursive EM algorithm is presented in Figure 5.
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Figure 5. The concept model of an implemented algorithm for isolated word recognition
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5.1 Results for Isolated Word Recognition

5.1.1 TIDIGITS Dataset

The recursive EM algorithm was adapted to perform recognition and parameter esti-
mation for isolated speech data. Training and testing were performed with a subset
of the TIDIGITS dataset [37]. The TIDIGITS corpus is used to train the algorithms
for speaker-independent recognition of connected digit sequences. The subset con-
sists of 208 speakers (94 men, 114 women) each pronouncing 22 digit sequences (from
zero to nine). Each speaker group is partitioned into test and training subsets.

The feature vector consists of 39 features in MFCC format. Each word (digit)
was modeled as a ten-state HMM. Each state is modeled with a 39-dimensional
mean vector and covariance matrix.

The experiments were conducted in the following manner. First, fixed initial
training datasets of various sizes (100 ≤ t ≤ 2 000 words) were chosen to perform
the calculations. Second, further training and recognition were performed with
1 500 word dataset. The word recognition rate (WRR, recognition accuracy) was
calculated during the second part of the algorithm.

Word recognition rate can be computed as:

WRR =
N − S −D − I

N

where

• S is the number of substitutions,

• D is the number of deletions,

• I is the number of insertions,

• C is the number of correct words,

• N is the number of words in the reference (N = S +D + C).

Values of the state transition probability matrix and the initial state distribution
vector were chosen according to [38]. The state transition probability matrix was
set to: 

0 0.8 0.2 0 0 0 0 0 0 0
0 0.6 0.3 0.1 0 0 0 0 0 0
0 0 0.6 0.3 0.1 0 0 0 0 0
0 0 0 0.6 0.3 0.1 0 0 0 0
0 0 0 0 0.6 0.3 0.1 0 0 0
0 0 0 0 0 0.6 0.3 0.1 0 0
0 0 0 0 0 0 0.6 0.3 0.1 0
0 0 0 0 0 0 0 0.6 0.3 0.1
0 0 0 0 0 0 0 0 0.67 0.33
0 0 0 0 0 0 0 0 0 1


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The initial state distribution vector was set to:
[
0 0.8 0.2 0 0 0 0 0 0 0

]T
.

The value of the stopping criterion was set to ϵ = 0.01.

The main focus of the experiment was to explore the influence of initial training
(approximation) dataset size on the word recognition rate. The results of experiment
are presented in Table 1. The first column of the recognition rate has the results
of recursive EM algorithm, and the second one has the recognition of traditional
Rabiner’s isolated word algorithm [8] based on HMM parameter estimation where
different sizes of initial training dataset were used. The traditional algorithm was
trained with the same parameters as the recursive EM algorithm. The results of
both algorithms reveal a similar trend of recognition rate – the word recognition rate
increases as the initial training dataset size gets bigger. For an initial dataset size
of 100 words, the word recognition rate of the recursive EM algorithm was 92.53%,
and that of the traditional algorithm was 89.15%. Likewise, for an initial dataset
size of 2 000 words, the word recognition rate of the recursive EM algorithm was
97.27%, and that of the traditional algorithm was 96.03%. These results show the
recursive EM algorithm performs better than the traditional one. This is due to the
fact that during the words recognition phase, the recursive EM algorithm updates
its model parameters according to the newly received data characteristics.

Recognition Rate (%)
Recursive EM Traditional Algorithm

Size (in words)
of the initial

training dataset

100 92.53 89.15
500 94.33 93.45

1 000 95.87 96.73
1 500 97.60 96.96
2 000 97.27 96.03

Table 1. Word recognition rate of recursive EM algorithm

It is equally significant to determine an appropriate size for the initial param-
eter estimation dataset. The experiments show that the increase of initial training
dataset results in the higher recognition rate. We see this in both recursive EM and
traditional algorithms. The size of the dataset you choose depends on the recognition
accuracy you want to achieve. However, in this case of isolated word recognition, it
should not be less than a hundred words because a larger training dataset typically
prevents the algorithm from converging to a local extreme of the objective function.

5.1.2 Spoken Arabic Digits Dataset

Additional experiments were performed with the Spoken Arabic Digits dataset [39],
which consists of two parts: training and testing. The training dataset consists
of 8 143 observations, which were used for initial HMM parameter learning. The
testing dataset consists of 2 665 observations, which were used for re-estimation and
recognition in real-time.
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For modeling, we used a multivariate Gaussian HMM with multivariate param-
eters. The dataset consists of a feature vector with 12 features. Thus, HMM states
are modeled with a 12-dimensional mean vector and covariance matrix. Each word
(digit) was modeled as a 10-state HMM.

The state transition probability matrix was set to:

0 0.8 0.2 0 0 0 0 0 0 0
0 0.6 0.3 0.1 0 0 0 0 0 0
0 0 0.6 0.3 0.1 0 0 0 0 0
0 0 0 0.6 0.3 0.1 0 0 0 0
0 0 0 0 0.6 0.3 0.1 0 0 0
0 0 0 0 0 0.6 0.3 0.1 0 0
0 0 0 0 0 0 0.6 0.3 0.1 0
0 0 0 0 0 0 0 0.6 0.3 0.1
0 0 0 0 0 0 0 0 0.67 0.33
0 0 0 0 0 0 0 0 0 1


.

The initial state distribution vector was set to:
[
0 0.8 0.2 0 0 0 0 0 0 0

]T
.

The value of the stopping criterion was set to ϵ = 0.01.

The recognition rate was calculated during the re-estimation phase.

The results show that the recognition rate of isolated words recognition was
91.86%. Out of 2 200 words, the algorithm correctly classified 2 021 words.

5.2 Results of Experiments with Synthetic Data

The following experiment was performed to explore the convergence of the HMM
parameters to the original parameter values. The implemented recursive EM algo-
rithm for estimating HMM parameters was compared to the algorithm described
in [24]. The main focus of this experiment was to show the impact of a transi-
tion probability calculation incorporating the Chapman-Kolmogorov equation. The
algorithm from [24] was chosen for comparison because it implements the classic
forward-backward procedure skipping the backward part.

To examine the convergence property of the implemented recursive EM algo-
rithm, we calculated the standard error of the estimated HMM model parameters
as the difference between the parameter values used to generate the dataset and the
estimated model parameters.

The experiments were performed as a simulation of the signal of a single isolated
word. Three datasets for 800 multivariate feature vectors consisting of three, five,
and twelve features were generated (see Algorithm 2). For data generation each
HMM was defined by transition matrix, initial state distribution vector, and mean
vector and covariance matrix of each state. Three, five, and twelve dimensional
mean vectors and covariance matrices of each state were taken as the excerpts from
HMM pre-trained with TIDIGITS dataset.



292 J. Vaičiulytė, L. Sakalauskas

Algorithm 2: Generation of random observation sequences from a Hidden
Markov Model

20 Set length T of the observation sequence;
21 Set HMM parameters: µ, σ, A and π;
22 Set state s according to initial state distribution vector;
23 Set t = 1;
24 while t ≤ T do
25 Generate ot random numbers according to probability density function

with mean µs and covariance σs at state s;
26 Transition to a new state s according to transition probability matrix A;
27 t = t+ 1;

28 end

For training and recognition each HMM state was modeled with three, five, and
twelve dimensional mean vector and a covariance matrix. Each word was modeled
as a 5-state HMM in which the state transition probability matrix was set to:

0 0.8 0.2 0 0
0 0.6 0.3 0.1 0
0 0 0.6 0.3 0.1
0 0 0 0.6 0.4
0 0 0 0 1

 .

The initial state distribution vector was set to:
[
0 0.8 0.2 0 0

]T
.

The value of the stopping criterion was set to ϵ = 0.01.

All experiments were repeated one hundred times.

The results are presented in Table 2. They show that the difference between
the estimated parameter values and original parameter values does not increase
significantly when the number of dimensions increases in cases of both recursive
EM and the algorithm from [24]. The average standard error of the recursive EM
algorithm is smaller than the algorithm from [24] for all three simulated datasets
(see Figure 6).

This experiment shows the importance of the proposed state transition proba-
bility calculation when estimating HMM parameters in a recursive way. The state
transition probability calculation with the Chapman-Kolmogorov equation improves
the overall parameter estimation compared to an algorithm with only the forward
procedure.

The results in Table 2 show that the standard error of the recursive EM algorithm
is significantly small. Thus, we can assert that the recursive EM algorithm converges
to the original parameter values of the HMM.
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Algorithm Parameters N = 3 N = 5 N = 12

Recursive EM µ 0.008333 0.007392 0.007792
σ 0.016833 0.011575 0.004817

Stenger [24] µ 0.198033 0.171083 0.721975
σ 0.281967 0.100667 0.109167

Table 2. Standard error of mean and covariance matrices

Figure 6. The average standard error of mean vector µ and covariance matrix σ for Re-
cursive EM and Stenger [24] algorithms when the number of dimensions for feature vectors
are set to N = 3, N = 5, and N = 12

6 CONCLUSIONS

This paper describes a recursive hidden Markov model multivariate parameter es-
timation algorithm and its application to on-line isolated word recognition. The
recursive EM algorithm presents a novel approach to solving this problem compared
to other on-line algorithms. In contrast to the recursive methods where state tran-
sition probabilities are obtained with a modified classical Forward-Backward proce-
dure, we calculate the state transition probability by incorporating the Chapman-
Kolmogorov equation into the algorithm. The significance of this proposition is
shown by a computer simulation comparing it to another recursive algorithm. The
results of the experiments showed that our proposed method leads to more accurate
parameter estimates. The recursive EM algorithm was also used in three different
multivariate datasets, which demonstrated its classification capabilities. The influ-



294 J. Vaičiulytė, L. Sakalauskas

ence of the initial training dataset size on recognition rate was also explored. The
experimental results showed that having a sufficient dataset for initial HMM pa-
rameter estimation leads to a word recognition rate higher than 90%. According to
the experiments performed, we can conclude that the recursive EM algorithm can
be efficiently applied to real-time speech recognition tasks based on a multivariate
HMM model.
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Abstract. In this paper, we propose a logistic regression classification method
based on the integration of a statistical learning model with linearized kernel pre-
processing. The single Gaussian kernel and fusion of Gaussian and cosine kernels
are adopted for linearized kernel pre-processing respectively. The adopted statisti-
cal learning models are the generalized linear model and the generalized additive
model. Using a generalized linear model, the elastic net regularization is adopted to
explore the grouping effect of the linearized kernel feature space. Using a generalized
additive model, an overlap group-lasso penalty is used to fit the sparse generalized
additive functions within the linearized kernel feature space. Experiment results on
the Extended Yale-B face database and AR face database demonstrate the effec-
tiveness of the proposed method. The improved solution is also efficiently obtained
using our method on the classification of spectra data.

Keywords: Elastic net, generalized additive model, kernel, lasso regression, spectra
data

Mathematics Subject Classification 2010: 68U10

1 INTRODUCTION

In statistical data modeling, regression is a popular method to explore low-dimen-
sional structures in Statistics and Computation. It uses the samples to estimate
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the parameters in the formula [1, 2]. It is a widely used statistical analysis method
for data modeling. There are two standards to evaluate the regression. One is
the prediction accuracy, the other is a better interpretation. Prediction accuracy
means the model’s prediction accuracy on future testing data. The interpretation
of the model refers to a more parsimonious model. Parsimony plays an impor-
tant role in inference. The ordinary least squares (OLS) regression is obtained by
minimizing the residual squared error, ridge regression plus the square sum of the
regression coefficients as a penalty function on the residual squared error. The OLS
regression tends to obtain a lower prediction accuracy compared with ridge regres-
sion. Ridge regression shrinks coefficients continually and hence is more practical
and reliable. Its prediction accuracy is better than OLS regression, but it does
not set any coefficients to 0 and hence it does not improve the model’s interpre-
tation. Subset selection can provide interpretable models because regressors are
either retained or dropped from the model by subset selection, but its prediction
accuracy tends to be very unstable because of its inherent discreteness. An influen-
tial regularization technique called least absolute shrinkage and selection operator
(lasso) was proposed by Tibshirani [3]. Lasso is a penalized least squares method
that imposes an L1 penalty on the regression coefficients. Owing to the sparse
nature of the L1 penalty, the lasso can compress some coefficients and simultane-
ously set some coefficients to zero, thus it can produce a sparse representation of
the model. It also has been proved that the L1 penalty can discover the “right”
sparse representation of the model under certain conditions [4, 5, 6]. The success
of the lasso is accomplished by the L1 penalty applied to the coefficients. This L1
penalty approach is also called basis pursuit in the field of signal processing [7]. In
2004, Efron et al. proposed the least angle regression algorithm (LARS) to solve
the entire lasso solution path efficiently [8]. The LARS makes lasso widely used
in feature selection and parameter estimation. Lasso also has been supported by
much theoretical work in sparse representation and compressed sensing. Especially
since 2006, Donoho and Tao et al. have put forward a theoretical basis for com-
pressed sensing, which successfully constructed theory and practical methods in the
field [4, 9, 10, 11, 12, 13].

However, for high dimension and small sample data, such as the gene selection
problem in microarray data analysis, the lasso can not select the grouping informa-
tion in situations consisting of grouped variables [14]. Zou et al. proposed a new
feature selection algorithm called elastic net. The elastic net can not only simul-
taneously do automatic variable selection and continuous shrinkage, but also select
groups of closely correlated variables, i.e. either group selection or omission of the
correlated variables. Also in 2015, Chouldechova and Hastie introduced an extension
of the lasso to the additive model setting, the method is called Generalized Addi-
tive Model Selection (GAMSEL), this method can select among zero, linear and
non-linear fits as component functions in a generalized additive model framework
by an overlap group-lasso penalty [15]. It also incorporates a penalized likelihood
procedure for fitting sparse generalized additive models.
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In this paper, we consider the classification as a multinomial/binomial logis-
tic regression problem. There is research on the regression coefficients matrix of
multinomial regression [16]. Due to the important and remarkable applications of
face recognition technology, there have been many successful algorithms for face
recognition, such as sparse representation classification, linear regression, elastic
net et al. [11, 17, 18, 19, 20, 21]. In recent years, significant progress has been
made on face recognition systems [22, 23]. Especially in [24], a semi-supervised
sparse representation based classification method is proposed to address the prob-
lem of face recognition when the labeled samples are insufficient. Face recognition
can be considered as a multi-class classification problem, it can also be regarded
as a multinomial logistic regression problem. We use the elastic net’s grouping
effect to find the grouping features in the linearized kernel (LK) feature space of
the samples based on the statistical learning model-the generalized linear model.
In the model, an elastic net penalized negative log-likelihood function method was
adopted to perform variables selection for classification. The elastic net regular-
ization can also properly adapt to the situation where the number of samples is
much smaller than the predicted variables. Thus the algorithm can perform well
for some face databases which do not contain enough samples in each sample space.
Simulation and experiments on publicly available face data and Raman spectra
data are used to demonstrate the feasibility of our proposed method. The exper-
iment results show that our method improved the classification accuracy by up to
0.83% and 3.7% on the Extended Yale-B face database and AR face database re-
spectively compared with the best result in [25]. We also show the classification
results of the GAMSEL model with or without LK pre-processing on spectra data,
our method with LK pre-processing can improve the performance by 10%. We
apply the GAMSEL on a subset of Raman spectra data with or without LK pre-
processing for the binomial logistic regression problem, the GAMSEL can fit the
nonlinear functions within the linearized kernel feature space on the subset of Ra-
man spectra data. It shows that the binomial classification accuracy of the subset
of Raman spectra data can be improved with LK pre-processing based on GAM-
SEL.

The main contributions of this paper can be summarized in two aspects. First, it
proposes a novel method that integrates linearized kernel pre-processing into a sta-
tistical learning model for multiclass classification. It provides us a perspective to
explore the low-dimensional space embedded in the high dimension data. Second, it
adopts the fusion of Gaussian and cosine kernels for linearized kernel pre-processing
with improved accuracy compared with a single Gaussian kernel. The rest of this
paper is organized as follows: Section 2 briefly introduces sparsity and statistical
learning. Section 3 depicts information on the kernel and linearized kernel pre-
processing. Section 4 describes the logistic regression classification method combin-
ing the statistical learning model with linearized kernel pre-processing. Section 5
elaborates extensive experiments. Section 6 includes the analysis and conclusion
remarks.
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2 SPARSITY AND STATISTICAL LEARNING

Research of sparse representation had started in the 1990s [26], it has been flour-
ishing since the beginning of this century. Sparse representation of signal has at-
tracted many concerns from researchers, for example, the typical image compression
algorithm JPEG utilizes image’s sparsity in the DCT domain to achieve image com-
pression. The core model in the sparse domain is the linear equations to describe
an underdetermined system that has infinitely many solutions. The sparsest solu-
tion, which has the least nonzero terms, is the most interesting. The L0 norm can
find a sparse solution, and the L0 norm represents the total number of non-zero
elements in a vector x. The L0 norm can be defined as in Equation (1), xi is the
elements of the vector x.

∥x∥0 = #(i | xi ̸= 0) . (1)

However, the optimization problem of the L0 norm is an NP-hard problem. It
is proved theoretically that the L1 norm is the optimal convex approximation of the
L0 norm, so the L1 norm is usually used instead of the L0 norm. The L1 norm
represents the sum of the absolute values of each element in a vector. The L1 norm
can be defined as in Equation (2).

∥x∥1 =
N∑
i=1

|xi| . (2)

The solution of the L1 norm is usually sparse and tends to select a very small
number of very large values or a small number of insignificant values. L1 norm
regularization adds the L1 norm to the cost function, which makes the learning
result satisfy the sparsity, so the main features can be extracted. L1 norm has
become a popular tool in many research fields [27]. Lasso is one typical example of
L1 norm regularization. Given the predictors, x1, . . . , xp, the usual linear regression
model with response y can be predicted by Equation (3).

ŷ = β̂0 + x1β̂1 + . . .+ xpβ̂p. (3)

The vector of coefficients β̂ =
(
β̂1, . . . , β̂p

)
should be fitted by the model. We

can assume without loss of generality that the mean of y is 0 and hence omit β0.
Lasso regularization can be defined as in Equation (4).

β̂lasso = argmin
β

∥∥∥∥∥y −
p∑

j=1

xjβj

∥∥∥∥∥
2

s.t. ∥β∥1 ≤ t (4)

where t is a nonnegative tuning parameter. It can control the amount of shrinkage
that is applied to the estimates. If t is sufficiently small, the lasso can cause contin-
uous shrinkage of the coefficients to 0 as t decreases, and some coefficients can be
exactly shrunk to zero. The bias and variance trade-off introduced by the L1 norm
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penalty can lead to the coefficients continuous shrinkage and variable selection and
thus improve the prediction accuracy [28]. Lasso can produce a parsimonious model.
However, lasso can not also reveal the grouping information in situations consisting
of grouped variables. To overcome its limitations, Zou et al. proposed a new feature
selection algorithm called elastic net [14]. Elastic net combines the L1 norm and L2
norm together as the penalty function on the regression coefficients. The elastic net
estimates are defined as in Equation (5).

β̂Enet = argmin
β

∥∥∥∥∥y −
p∑

j=1

xjβj

∥∥∥∥∥
2

s.t. (1− α)∥β∥1 + α∥β∥2 ≤ t. (5)

∥β∥1and ∥β∥2 represent the vector β’s L1 norm and L2 norm, respectively. L1
norm refers to the sum of absolute values of each element in a vector. L2 norm is
the square root of the sum of squares of each element in a vector. Similar to lasso,
the algorithm LARS-EN is proposed to compute the entire elastic net regulariza-
tion paths efficiently [14], just like algorithm LARS for the lasso. However, both
for the lasso and elastic net, it retains the linear fit for all the predictors, Choulde-
chova and Hastie introduced an extension of the lasso to the additive model setting
in 2015. The method is called Generalized Additive Model Selection (GAMSEL),
this method selects between zero, linear and non-linear fits for predictor functions
in a generalized additive model framework by an overlap group-lasso penalty. It
incorporates a penalized likelihood procedure for fitting sparse generalized additive
models [15]. For data (x, y), a simple linear fit is of the form in Equation (6).

η(x) =

p∑
j=1

βjxj. (6)

For more generative, the generalized additive model was defined as in Equa-
tion (7).

η(x) =

p∑
j=1

fj (xj) (7)

where the fj are unknown functions that should be estimated, which can be zero,
linear or nonlinear. The GAMSEL is to optimize a penalized negative log-likelihood
criterion of the form defined in Equation (8).

f̂1, . . . , f̂p = arg min
f1,...fp∈F

l (y; f1, . . . , fp) +

p∑
j=1

J (fj) . (8)

It can fit each fj as zero, linear or nonlinear, as determined by the data. It
can capture non-linear relationships among the data. In this paper, we also employ
it to explore the nonlinearity of the linearized kernel feature space. The last term
in Equation (8) represents the sum of the penalty term of each component fj. For
more detail, please refer to [15].
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3 KERNEL AND LINEARIZED KERNEL PRE-PROCESSING

In recent years, with the development of machine learning, a series of kernel function
learning methods have been developed. The kernel method is a powerful nonpara-
metric modeling tool. In some cases, it can make problems such as classification
and regression easier to solve. It is the Reproducing Kernel Hilbert Space (RKHS)
underlying the kernel method that provides linearity, convexity, and general approx-
imation capability, the research of RKHS technology began in the 1940s. The theory
of kernel function can be traced back to 1909. The main idea of the kernel method
is to transform low-dimensional linear inseparable data into high-dimensional linear
separable data. It transforms low-dimensional data into a high-dimensional fea-
ture space by a kernel function, which can be equivalent to the inner product of
corresponding high-dimensional feature vectors. Then the high-dimensional feature
data can be processed by the appropriate linear method as long as the algorithm of
that linear method can be expressed by the inner product of the high-dimensional
feature vectors of the samples. It is not necessary to know what is the specific
high-dimensional features. This is called the “kernel trick”. In 1992, Vapnik et al.
successfully used this technology to extend linear support vector machine (SVM)
to nonlinear SVM [29], its potential was fully realized by researchers. The popular
kernel functions mainly include the Gaussian kernel, the polynomial kernel, and the
sigmoid kernel. In [30], the author proposed a fusion kernel that fuses the Euclidean
and cosine distance measures. The fusion kernel can also be applied to our problem
achieving better performance.

Recently kernel method has been widely used in the machine learning field. The
kernel method has played an important role in system identification, machine learn-
ing, and function estimation [31]. Kernel method has been integrated with sparse
representation-based classifier (KSRC) for face recognition with good representa-
tion and classification performance [32]. Recently, a new video semantic analysis
method with kernel discriminative sparse representation was adopted to efficiently
detect the event and concept in video surveillance [33]. Kernel-based machine learn-
ing method has been also applied for Chinese license plate recognition [34]. Kernel
method is a common way of extending a specific algorithm to deal with a higher
dimension “feature space”, it has been also incorporated into dictionary learning
(DL) [25, 35, 36, 37, 38, 39, 40, 41, 42]. One typical application is its incorpo-
ration with dictionary learning in sparse land. There are many successful image
processing applications based on DL [43, 44, 45, 46, 47]. Popular algorithms for
DL are Method of Optimal Directions (MOD) [48] and other algorithms based on
K-means clustering via singular value decomposition (K-SVD), such as label consis-
tent K-SVD1 (LC-KSVD1), label consistent K-SVD2 (LC-KSVD2) and the kernel
K-SVD algorithm (KKSVD) [36, 49, 50]. And in [25], Golts et al. give out a new
method of incorporating linearized kernel pre-processing into these dictionary learn-
ing algorithms, termed “Linearized Kernel Dictionary Learning” (LKDL), which
typically gets a relatively good experiment result compared with LC-KSVD1 and
LC-KSVD2.
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In this paper, we explore the linearized kernel feature space using a statistical
learning model. Our method is inspired by the kernel DL method termed “Linearized
Kernel Dictionary Learning” (LKDL) by Golts and Elad [25]. They introduce a pre-
processing stage based on the kernel method for the dictionary learning algorithm.
The idea of Linearized Kernel (LK) pre-processing using the Nyström method to
obtain a good approximation of the regular kernel matrix. Please refer to [25] for
the details of LKDL. The LK pre-processing method can address the problems of
high computational cost and the large storage space for a very large kernel matrix
when the kernel trick is used. Without too much effort the LK pre-processing can be
incorporated into the algorithms as a kernel layer application. This paper proposed
a logistic regression classification method based on the fusion of statistical learning
models and linearized kernel pre-processing. The adopted two statistical learning
models are the generalized linear model and the generalized additive model. With
the generalized linear model, the elastic net regularization is adopted to explore the
grouping effect of the linearized kernel feature space. With the generalized additive
model, an overlap group-lasso penalty is used to fit the sparse generalized additive
functions within the linearized kernel feature space. It can explore the nonlinearity
of the linearized kernel feature space.

4 LOGISTIC REGRESSION AND STATISTICAL LEARNING MODEL

Logistic regression is a widely-used method for classification. The logistic regression
method is mainly applied to the study of the occurrence probability of certain events.
When there are more than two possible outcomes in a problem, multinomial logistic
regression can be adopted. For logistic regression, when facing a regression or classi-
fication problem, firstly it establishes a cost function, and then iteratively solves the
optimal model parameters through a specific optimization method on a training set,
and then to verify the quality of the logistic regression model on the testing set. In
this study, we adopt two statistical learning models to do logistic regression. They
are the generalized linear model and the generalized additive model. Supposing
the response variable has K classes G = (1, 2, . . . , K), for the multinomial logistic
regression model, the model can be defined as follows:

Pr(G = k | X = x) =
eβ0k+βT

k x∑K
l=1 e

β0l+βT
l x

. (9)

For the multinomial logistic regression model, we adopt the Glmnet R package.
The Glmnet can fit the generalized linear model via penalized maximum likelihood.
Its regularization path can be computed for the elastic net penalty at different
regularization parameter lambda. The Glmnet’s elastic-net penalized negative log-
likelihood function is defined as Equation (10), which can realize the grouping effect
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of variables [51].

l
(
{β0k, βk}K1

)
= −

[
1

N

N∑
i=1

(
K∑
k=1

yil
(
β0k + xT

i βk

)
− log

(
K∑
k=1

eβ0k+xT
i βk

))]

+ λ

[
(1− α)∥β∥2F/2 + α

p∑
j=1

∥βj∥q

]
. (10)

Here Y to be the N ×K indicator response matrix, with elements yil = I (gi = 1),
I() is the indication function. β is a p×K matrix of coefficients. βk refers to the kth

column of outcome class k, and βj refers to the jth row vector of K coefficients for
variable j. For the last penalty term ∥βj∥q, if q = 2, it is a grouped-lasso penalty on
all the K coefficients for the particular variables. The tuning parameter λ controls
the overall strength of the penalty.

The algorithm flow of multinomial logistic regression with elastic net (MLR-
elastic net) is shown in Algorithm 1. It is based on the generalized linear statistical
learning model with LK pre-processing.

Algorithm 1. Multinomial logistic regression with elastic net based on
linearized kernel pre-processing

1: Input: Xtrain = [Xl, . . . ,XL], Xtest, the kernel κ, sampling-method, c, k
2: XR = sub−sample (Xtrain , sampling-method, c)
3: Compute Ctrain = K(Xtrain,XR)
4: Compute W = K(XR,XR)
5: Approximate Wk using k largest eigenvalues and eigenvectors Wk = VkΣkV

T
k

6: Compute virtual train set Ftrain =
(
Σ†
k

)1/2
VT

k C
T
train

7: Compute Ctest = K(Xtest,XR)

8: Compute virtual test set Ftest =
(
Σ†
k

)1/2
VT

k C
T
test

9: Using Ftrain to obtain the model parameters by multinomial logistic regression
with elastic net based on generalized linear model
10: Carry out classification of Ftest using the model obtained above
11: Output: classification result of Ftest

For the binomial logistic regression problem, the generalized additive model is
adopted. The GAMSEL R package is used. The generalized additive model uses
overlap grouped-lasso penalties, it can select whether a term in a general additive
model is zero, linear, or a non-linear spline for Gaussian or binomial applications [15].
We adopt LK pre-processing for binomial logistic regression based on the GAMSEL.
The algorithm flow is the same as in Algorithm 1. The difference only lies in feeding
the virtual samples to the GAMSEL model. Figure 1 shows the block diagram of
our proposed method.
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Figure 1. Block diagram of the proposed method

5 EXPERIMENT AND SIMULATION

In this section, we evaluate the performance of multinomial/binomial logistic regres-
sion based on a statistical learning model with LK pre-processing on face recognition
databases and spectra dataset.

5.1 Evaluation on Face Recognition Database

The adopted face recognition databases are the Extended YaleB face database and
AR-face database [52, 53]. The “Extended YaleB” face database has 38 classes with
2 414 frontal face images taken under varying lighting conditions. Each class nearly
has 64 images. The AR Face database possesses 126 classes with 4 000 color images,
which are with different lighting conditions, facial variations, and facial disguises
for each class. For the sake of fairness and convenience for contrast experiments,
our experimental details are configured with the same settings as [25]. For LK pre-
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processing, the Gaussian kernel and the fusion kernel [30] are used. The specific
parameters of the Gaussian kernel are configured with the same configuration as
in [25]. For a fair comparison, in the case of LC-KSVD1 and LC-KSVD2, the
parameters are chosen as identical to the best classification result in [25]. The clas-
sification results were shown in Table 1 with our method comparing with the best
results obtained in [25]. The LK pre-processing with the fusion kernel is already
stated in Table 1. Other LK pre-processing is with the Gaussian kernel. It can
be seen that the addition of LK pre-processing and the elastic net’s grouping effect
can increase the prediction accuracy. The experiment result also shows that the LK
pre-processing with the manual fusion kernel outperforms that with the Gaussian
kernel. The fusion kernel can exploit the reciprocating properties of the Euclidean
and cosine distance measures. We also used the support vector machine(SVM) tool-
box LIBSVM [54] in our experiments. We use a coarse grid search for the SVM
parameters, we use the Gaussian kernel. We use the grid search strategy to look for
suitable parameters. We chose g ∈ [0.001 0.001 0.01 0.1 0.5 1 10 100 500 1 000] and
c ∈ [0.000006 0.000008 0.000009 0.0000092 0.0000093 0.0000095 0.0000096 0.0000097
0.0000098 0.00001] and run the search for 100 times. And choosing the parameters
for the best accuracy. Experiment result with SVM using LIBSVM toolbox shows
inferior accuracy compared to that of the proposed method. For method compar-
isons, we use the same random training and testing samples for each algorithm. Our
method improves the classification results by up to 2.42% and 4.8%, when compared
to LC-KSVD2 results [25] on the Extended YaleB face dataset and AR-face dataset,
respectively. Due to the grouping effect of the elastic net, a group of related or
correlated variables can be detected, when the LK pre-processing is adopted, more
grouped features from the high dimension kernel space can be incorporated, so it
can obtain the grouped features in the high dimension, which can lead to increased
performance. Figure 2 shows the solution path of multinomial regression with the
elastic net for the 38th subject on Yale-B face database based on the Glmnet. Each
curve corresponds to a variable. Each curve shows the solution path of its coefficient
against the L2 norm of the whole coefficient vector as log(λ) varies. The axis above
indicates the number of nonzero coefficients at each corresponding log(λ). There
are about 332 variables selected for this algorithm when log(λ) is equal to −8. It
shows that more variables will be shrunk to be zero eventually as log(λ) increases.
The λ represents the tuning parameter in Equation (10) for controlling the overall
strength of the penalty.

To further justify the performance of our method, on the AR face database,
we perform simulations by randomly selecting training samples, and the remain-
ing samples are used as testing samples. Figure 3 shows the classification accu-
racy of a total of 20 experiments by randomly selecting 20 training samples from
the input samples. The Y-axis is the testing accuracy and the horizontal axis is
the experiment number(ID). We adopted different kernel functions for LK pre-
processing, the solid line in Figure 3 uses the Gaussian kernel, the dashed line
in Figure 3 uses the fusion kernel. The result shows that the proposed method is
effective.
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Figure 2. Solution path of multinomial logistic regression with elastic net for the 38th

subject on Extended Yale-B face database

We also use 10 times 5-fold cross validation to further show the effectiveness
of our method on the Extended Yale-B face database and AR face database. The
experiment was shown in Table 2.

For the LK pre-processing, the time complexity is O (Nck + c2k), O(Nck) repre-
sents the complexity of getting the virtual samples, O (c2k) stands for the eigenvalue
decomposition of the sampled kernel matrix. Although the process of computing the

Algorithm Yale-B AR-Face

LC-KSVD1 94.49 92.5
LC-KSVD1 + LK 96.08 94.8
LC-KSVD2 94.99 93.7
LC-KSVD2 + LK 96.58 94.8
SVM 91.32 95.5
SVM + LK 95.41 94.7
MLR-elastic net 93.90 97.3
MLR-elastic net+ LK 97.16 98.3
MLR-elastic net+ LK (fusion kernel) 97.41 98.5

Table 1. Classification accuracy of LC-KSVD1, LC-KSVD2, SVM and our method on
Extended Yale-B and AR face database, with or without LK pre-processing
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Figure 3. Classification accuracy by randomly selecting training samples with different
kernel function on AR face database

Algorithm Yale-B AR-Face

SVM + LK 95.41 94.7
MLR-elastic net+ LK (fusion kernel) 98.73 98.62

Table 2. Average classification accuracy of our method on Extended Yale-B and AR face
database with LK pre-processing by 10 rounds 5-fold cross validation

virtual samples may seem inefficient, it is only performed once, after which the com-
plexity is dictated by the chosen model. The total training time and test time
required to classify one sample with or without LK pre-processing on the AR face
are shown in Table 3. The experiment is carried out on MacBook Pro with a 2.6GHz
Intel Core i5 processor and 8GB 1 600MHz DDR3 memory. Its operation system is
OS X Yosemite 10.10.2.

Algorithm Total training
time

Test time for one
sample

MLR-elastic net 579.503 s 0.006 s
MLR-elastic net+ LK (fusion kernel) 323.125 s 0.004 s

Table 3. Total training time and testing time required to classify one sample with or
without LK pre-processing on AR face database

It shows that the training time and test time on the statistical model is decreased
greatly with LK pre-processing.
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5.2 Evaluation on Spectra Data

We also evaluated our method on the spectral dataset. A publicly available near
infrared (NIR) transmittance dataset and a Raman transmittance spectroscopy
dataset are adopted. for evaluating the method. This dataset is about Escitalo-
pram tablets from the pharmaceutical company H. Lundbeck A/S. The tablets
are qualitatively divided into four categories according to dosage values of this
pharmaceutical drug, which are 5, 10, 15, and 20mg tablets, respectively. Clas-
sification is carried out on the four types of tablets. The instrument for collect-
ing the Raman spectra data of each tablet is a Perkin–Elmer System 2000 NIR
FT-Raman spectrometer equipped with a diode pumped Nd:YAG laser emitting
400mW at v0 = 9394.69 cm−1 and an InGaAs detector. Its Raman wavenum-
ber shifts range is 200–3 600 cm−1 with the interval of 1 cm−1 and the resolution
of 8 cm−1 [55]. Please refer to the following website for further detail about the
dataset: http://www.models.life.ku.dk/Tablets. The NIR transmittance spec-
tra data include 310 samples with 404 variables. Approximately 80 samples belong
to each class. In the experiment, nine–tenths samples of each class were randomly
selected for training, and the remaining samples were used for testing. We repeated
the experiment 10 times and compared the classification results with and without
LK pre-processing, as shown in Table 4. Our method improves the testing accuracy
by 6.78% on this NIR transmittance spectra data.

Algorithm Testing accuracy on NIR
transmittance spectra data

MLR-elastic net 89.67
MLR-elastic net+ LK (fusion kernel) 96.45

Table 4. Classification accuracy of the method on near infrared transmittance dataset
with and without LK pre-processing

The tablets’ Raman spectra data include 120 samples. Approximately 30 sam-
ples belong to each class. We conducted a binomial logistic regression experiment
on a subset of the Raman spectra data. The first class and the fourth class were
selected as the subset of the Raman spectra data, corresponding to the tablets with
a dosage of 5 and 20mg, respectively. Each of these two classes has 30 samples. We
used 10 rounds of 5-fold cross-validation to further illustrate the effectiveness of our
method. In the experiment, for each class, 25 samples were chosen for training, and
the remaining 5 samples were selected for evaluation. Binomial logistic regression
based on the generalized additive model was adopted for fitting the regularization
path of the data. We compared the classification results based on the statistical
learning model GAMSEL and SVM with or without LK preprocessing, as shown in
Table 5. The classification accuracy was improved by GAMSEL; therefore, explor-
ing the LK feature space with the generalized additive model is more effective than
using SVM. The experiment shows that exploration of the LK feature space based
on a statistical learning model is effective.

http://www.models.life.ku.dk/Tablets
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Algorithm Testing accuracy on one subset of Raman spectra data

SVM 96
SVM+ LK 94.83
GAMSEL 100
GAMSEL+ LK 100

Table 5. 10 rounds of 5-fold cross-validation classification accuracy of SVM and GAMSEL
on one subset of Raman spectra data with LK pre-processing

6 ANALYSIS AND CONCLUSION

This paper proposes a novel method that integrates LK pre-processing into a statisti-
cal learning model for classification. The Gaussian kernel and the fusion of Gaussian
and cosine kernels are adopted for linearized kernel pre-processing. For multinomial
logistic regression, we use the elastic net’s grouping effect to find the grouping fea-
tures in the high dimension features space. Experimental results on the Extended
Yale-B database and AR-Face database demonstrated the good performance of the
multinomial regression with elastic net methods based on the statistical learning
model. This method can overcome the restriction of a small number of samples.
The elastic net penalty can guarantee the robustness of the least square solution
and strengthen the sparseness of the solution vector so that the model is more par-
simonious and its accuracy is greatly improved. The elastic net can also deal with
high dimensional and small sample data effectively, and the model can obtain a good
trade-off between sparsity and prediction accuracy. A relatively high accuracy model
can be established with the combination of LK pre-processing and elastic net based
on statistical learning.

We also examined the classification of the different dosages of the active sub-
stance in Escitalopramtablets using Raman transmittance spectroscopy. This me-
thod also makes progress in classification accuracy with LK pre-processing on spec-
tral data. In this study, the experiment was further carried out on a subset of the
Raman transmittance spectroscopy dataset as a binomial logistic regression prob-
lem. We adopt the GAMSEL R package to capture the generalized additive model
within the LK pre-processing feature spaces. The GAMSEL still can be used to
fit the nonlinearity on the linearized kernel feature space. But the relatively small
number of samples leads to kind of over fitting in it. The experiment shows that it is
effective to explore the linearized kernel feature space based on the statistical learn-
ing model. We found that linearized kernel pre-processing is an effective descending
dimension method and the fusion of Gaussian and cosine kernels for linearized kernel
pre-processing with improved accuracy compared with a single Gaussian kernel. It
provides us a new perspective to explore the low-dimensional space embedded with
LK pre-processing in the high dimension data. Nowadays deep convolution neural
network has achieved satisfactory performance in many fields. One of our future
directions is to use the proposed model to explore the deep CNN feature space.
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We will also focus on combining our method with Chemometric for spectral data
analysis.
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Abstract. Extracting the facts, namely entities and relations, from unstructured
sources is an essential step in any knowledge base construction. At the same time,
it is also necessary to ensure the completeness of the knowledge base by incremen-
tally extracting the new facts from various sources. To date, the knowledge base
completion is studied as a problem of knowledge refinement where the missing facts
are inferred by reasoning about the information already present in the knowledge
base. However, facts missed while extracting the information from multilingual
sources are ignored. Hence, this work proposed a generic framework for know-
ledge base completion to enrich a knowledge base of crime-related facts extracted
from online news articles in the English language, with the facts extracted from
low resourced Indian language Hindi news articles. Using the framework, informa-
tion from any low-resourced language news articles can be extracted without using
language-specific tools like POS tags and using an appropriate machine translation
tool. To achieve this, a clustering algorithm is proposed, which explores the redun-
dancy among the bilingual collection of news articles by representing the clusters
with knowledge base facts unlike the existing Bag of Words representation. From
each cluster, the facts extracted from English language articles are bootstrapped
to extract the facts from comparable Hindi language articles. This way of boot-
strapping within the cluster helps to identify the sentences from a low-resourced
language that are enriched with new information related to the facts extracted
from a high-resourced language like English. The empirical result shows that the
proposed clustering algorithm produced more accurate and high-quality clusters for
monolingual and cross-lingual facts, respectively. Experiments also proved that the
proposed framework achieves a high recall rate in extracting the new facts from
Hindi news articles.
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1 INTRODUCTION

Knowledge Bases (KBs) contain a huge collection of information in the form of
entities and relations extracted from structured and unstructured sources. Such
information is stored as triples in machine-readable form like ⟨e1 − R − e2⟩ called
as facts. Knowledge Base Completion (KBC) is a long-standing problem in the
area of knowledge management that involves the task of identifying the missing
facts from the KBs. To date, the KBC problem is studied as a Knowledge Graph
(KG) refinement problem where the missing facts are inferred from the existing
facts in the KB [1]. For example, works for relation can be inferred from the
fact ⟨Person X − CEO of − Comapny Y ⟩ by applying the appropriate inferring
techniques. The focus of such techniques is on improving the inferring accuracy so
that more number of appropriate hidden facts are extracted from the KB. Hence,
these techniques ensure the identification of new facts that are not explicitly stored
but are hidden in the KB. However, it is also necessary to ensure the completeness
of the KB by identifying the missing facts while extracting the information from
multiple sources.

In the era of a multilingual environment where the information is scattered
across the web in multiple languages, most of the facts are redundant but are
enriched with some new facts. For instance, the online news articles from differ-
ent sources with various native languages within the same window of published
dates, include information related to almost similar facts. However, each source
may be enriched with some new facts about an event, and failing in identify-
ing such facts is censorious for applications like crime prevention and monitor-
ing. For instance, “Gurgaon police arrests key Lawrence Bishnoi gang member
from Hyderabad” and
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�#�/Ǵ �M/ लॉरेंस िबश्नोई गैंग का कुख्यात अपराधी संपत नेहरा हदैराबाद से िगरफ्तार, कई राज्यों
में था इसका आतकं b?Qrb irQ b�KTH2 ?2�/HBM2b 7`QK 1M;HBb? �M/ >BM/B M2rb �`iB+H2b
`2bT2+iBp2Hv(j8)(je)X 1p2M i?Qm;? #Qi? Q7 i?2 ?2�/HBM2b +QMi�BM BM7Q`K�iBQM �#Qmi
i?2 b�K2 2p2Mi- r?Q r�b �``2bi2/ Bb KBbbBM; 7`QK i?2 >BM/B H�M;m�;2 ?2�/HBM2X
>2M+2- 7Q` �TTHB+�iBQMb i?�i /2p2HQT E" 7`QK M2rb �`iB+H2b- Bi Bb MQi bm{+B2Mi iQ
2ti`�+i i?2 BM7Q`K�iBQM QMHv 7`QK 1M;HBb? M2rb �`iB+H2b iQ 2Mbm`2 i?2 +QKTH2i2M2bb
Q7 E"X

AM i?Bb T�T2`- r2 2ti2M/2/ i?2 rQ`F T`QTQb2/ #v (k) iQ /2p2HQT � E" +�HH2/
Ǵ*`BK2 "�b2Ǵ r?B+? r�b 2M`B+?2/ rBi? i?2 7�+ib 2ti`�+i2/ 7`QK QMHv 1M;HBb? M2rb
�`iB+H2bX E" bQ /2p2HQT2/ r�b T`Qp2/ iQ #2 BM+QKTH2i2 #v K�Mm�HHv +`Qbb p2`B7vBM;

shows two sample headlines from English and Hindi news articles,
respectively [35, 36]. Even though both the headlines contain information about the
same event, the info who was arrested is missing from the Hindi language headline.
Hence, for applications that develop KB from news articles, it is not sufficient to
extract the information only from English news articles to ensure the completeness
of KB.

In this paper, we extended the work proposed by [2] to develop a KB called
“Crime Base” which was enriched with the facts extracted from only English news
articles. KB so developed was proved to be incomplete by manually cross verifying
the related bilingual English-Hindi language articles. However, the task of grouping
the related articles across the languages and extracting the facts from articles in
Indian languages like Hindi needs language-specific tools like Parts of Speech (PoS)
tagger. However, these tools are either unavailable or not accurate enough to be
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used for low-resourced languages like Indian languages. Although the grouping of
articles can be achieved using document clustering techniques [3], the traditional
way of representing the clusters using Bag of Words is not appropriate due to its
inability to represent the cluster semantically. The semantic way of representing the
cluster is highly essential as the quality of clusters formed depends on how semanti-
cally a cluster is represented. Besides, it is also essential to cluster the news articles
incrementally as they are published daily and are to be treated as data streams.
Hence, it is most appropriate to adopt the methods used to cluster the data streams
to cluster the news articles [4]. Nevertheless, these methods are to be modified to
cluster the articles across the languages. Even though open information extraction
(OIE) tools like ArgOE are best suited to extract the information from multiple lan-
guages, they are developed to be used with foreign languages like English, Spanish,
and Portuguese [5]. A straightforward way to solve the problem which is adopted by
the existing works is to translate the entire document written in a target language
like Hindi to source language English [6]. Such methods are time expensive as all
the texts available in a target language do not contribute to the extraction of facts.
In contrast, translation of only named entities like name of the PERSON, ORGA-
NIZATION, and LOCATION and their relationships is adequate to compare to the
translation of the whole document from KB perspective. In the news domain where
the corpus is a collection of multilingual news articles, the extraction of facts from
such a corpus is possible using supervised machine learning techniques. However,
these techniques require a large collection of sententially aligned parallel data from
different language articles to train the system which is very expensive.

The news articles are the kind of comparable corpora where the multilingual
articles within a window of published dates are usually redundant. Extracting in-
formation from such a corpus can be achieved by clustering the articles across the
languages based on their topical similarity. Once the topically similar articles are
grouped, the source language facts can be bootstrapped to extract the facts from tar-
get language articles. Such a bootstrapped way of extraction limits the translation
only to named entities and their relationships and hence reduces the time required
to translate the entire article from the target language to the source language. Ac-
cordingly, this work proposes a bootstrapping-based KBC framework that can be
adaptable to any domain and language using the appropriate machine translation
tool. Moreover, the framework also helps to extract the facts from target language
articles without using language-specific tools like POS tags which are most neces-
sary for Indian languages. The overall architecture of the proposed work is shown
in Figure 1.

The primary contributions of this paper are as follows:

1. Proposed an algorithm for grouping the related news articles in a bilingual cor-
pus.

2. Proposed a bootstrapping-based method to extract the facts from target lan-
guage news articles using facts extracted from source language news articles
with minimum translation efforts.
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Figure 1. High level architecture of the proposed framework

The rest of the paper is organized as follows. Section 2 discusses the background
and related work. Section 3 describes the problem along with the research objec-
tives. The proposed methodology is explained in Section 4. Section 5 presents the
results and analysis of the experiments conducted. Conclusion and future works are
explained in Section 6.

2 BACKGROUND AND RELATED WORK

This section aims to provide an overview of the work in the domain of knowledge
base construction with an emphasis on knowledge base completion. Knowledge base
construction is the main vision of the semantic web to create a shared repository
of KB in machine-readable form. Even though the problem of knowledge base
construction is studied for decades, the knowledge base completion is studied only
as a knowledge base refinement problem [1, 29, 30]. The knowledge base refinement
methods try to complete the knowledge base by considering the facts internal to the
knowledge base by inferring the new facts hidden inside the given knowledge base.
However, these methods do not cover the external facts, i.e. facts extracted from
multiple sources while constructing the knowledge base. In this perspective, the
knowledge base completion can be treated as a problem of information extraction
and integration, where the final knowledge base must be enriched with all the new
facts extracted from multiple sources.

The existing works to extract the information from multiple sources are catego-
rized as monolingual and multilingual based on the languages they support. Systems
that extract the knowledge from sources in a single language are considered as mono-
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lingual systems and most of the systems extract the knowledge only from sources in
English language [7]. The authors in [8] extract the crime-related information from
English news articles. [9] developed a system to construct a sports knowledge base by
extracting the information from the FIFA website in the English language. [31] pro-
posed an NLP and machine learning-based method for extraction of economic events
and constructed a financial knowledge base. A T2KG system is proposed by [32] to
construct a knowledge graph from unstructured text. An artist’s knowledge base is
constructed by [10] by extracting the information from the related websites in En-
glish. Few works also contributed to creating a knowledge base of events collected
from news articles. For instance, Storybase was the knowledge base created by ex-
tracting the information from daily web news and Wikipedia current events [11].
In [12] authors extract the facts from French-language news articles. Knowledge
Vault [13] is a probabilistic system that combines extractions from multiple sources
like text and tabular data. PRISMATIC is a large-scale lexicalized relation resource
that automatically extracts the knowledge from articles in English language [14].
Even though a lot of works are carried out to create a knowledge base by extracting
the information from multiple sources, these works do not emphasize completing the
knowledge base from multilingual sources.

In contrast to monolingual systems, systems that extract the knowledge from
sources of different languages are considered as multilingual systems. Most of the
multilingual systems consider the sources in foreign languages [15, 6, 16, 17, 18,
5] and only [19] extracts the Indian language Hindi along with foreign languages.
However, these systems are based on either using language-specific processing tools
or translating the entire documents into English.

Apart from the individual efforts in generating KBs like [20], few integrative
projects which involve a community of users in creating KBs by extracting and up-
dating the facts from crowd-sourced data like Wikipedia also emerged. To name
few, Yago [21] is a KB created automatically from Wikipedia, WordNet and Geon-
ames. DBpedia [22] exploits both free text as well as semi-structured data like
infoboxes from Wikipedia to create the KB. BabelNet [23], the largest repository
of multilingual words and senses, integrates Wikipedia and WordNet for creating
the KB. Wikidata [24] is a KB enriched with facts extracted only from Wikipedia.
Even though, the KB generated by these systems are well structured to support the
web of linked data, the facts covered and validated by these systems are limited to
Wikipedia.

There are some open-source tools like FRED and FOX [25] that generate struc-
tured knowledge graphs from unstructured texts. FRED is a powerful tool that
extracts the knowledge from 48 languages. However, the capability of the tool is
limited to only extraction and lack in integrating the knowledge extracted from
multiple languages.

In addition to the efforts to generate the knowledge base, several studies at-
tempted to develop knowledge base completion models using cross-lingual projec-
tion of knowledge. However, these models require the presence of a knowledge base
for both the source and target language. Using the knowledge bases for both the
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languages, the facts from the source language are projected with the target language
for knowledge base completion. For instance, [26] and [27] developed a knowledge
base completion model based on vector representation by representing the concepts
in multiple languages in a unified vector space. But these models are not applicable
in the absence of a knowledge base for a target language.

Table 1 shows the consolidated view of the features supported by existing works
on knowledge base construction. The table lists both monolingual as well as multilin-
gual systems. From the table, it is clear that none of the systems supports knowledge
base completion by identifying the missing facts while extracting the information
from multiple sources. Specific to the news domain, the existing systems considered
only English news articles and ignored the facts available in other language news
articles. Moreover, exploiting the redundancy that exists among the news articles
for the identification of new facts is also underexplored which is observed from the
last column in the table.

3 PROBLEM DESCRIPTION AND RESEARCH OBJECTIVES

Given a set of bilingual news articles from resource-rich Source Language (SL) like
English and resource deficit Target Language (TL) like Hindi. This paper aimed at
developing a framework for KBC to extract the facts from TL news articles so that
the KB created using SL news articles is enriched with new facts available in TL
news articles. This is to be achieved by exploiting the redundancies available from
SL and TL news articles and without using the language-specific tools for TL news
articles.

To address the problem described above, the following research objectives or
tasks are set:

Task-1: To propose an algorithm for grouping the related articles from SL and TL
using clustering.

Task-2: To propose a method to extract the facts from TL news articles using
facts related to SL news articles as a bootstrapping data set and an appropriate
machine translation tool.

4 METHODOLOGY

The detailed architecture of the proposed framework is shown in Figure 2. The
proposed framework performs bootstrapping at multiple levels to extract the new
facts from Hindi news articles using the triples extracted from the related English
news articles. The framework consists of two main stages, namely clustering and
extraction, to solve respective tasks mentioned in Section 3 and are discussed in the
following sections.
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Figure 2. Detailed architecture of the proposed framework

4.1 Methodology for Task-1: Clustering

Initially, the crime-related Hindi articles are selected by applying topic modeling
and knowledge base aided data acquisition method proposed by [2] over the head-
lines translated to English. The redundancies among the articles are exploited by
identifying the comparable articles. A set of bilingual collections of articles is said to
be comparable if they are related either topically or sententially. Topically related
articles are contextually similar articles that discuss the same topic and are said to
be semantically related. Whereas, sententially related articles are almost bilingual
translations of each other and are said to be semantically similar. Hence topically re-
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lated articles are enriched with more new information compare to sententially related
articles. The proposed work identifies the comparable articles using the semantic
merging procedure mentioned in [2]. As the news articles are published daily, the
articles are considered as data streams and an incremental nearest neighborhood al-
gorithm for clustering data streams is adopted [4]. Here, the clustering algorithm is
modified to identify the sententially and topically related articles by finding senten-
tial and topical neighbors and is named as Sentential-Topical-Nearest-Neighborhood
(STNN) algorithm which is described in Algorithm 1.

The major difficulty in clustering articles is in semantically representing the
articles so that clusters of better quality can be formed. Due to the availability of
a large number of terms as document features, the Bag of Words way of representing
the documents does not capture the semantics hidden in the sentences. To improve
the semantics, the articles are represented as KB facts in the form of triples ex-
tracted over the headlines. Accordingly, the headlines from Hindi news articles are
translated to English, and facts from the translated headlines are extracted using the
method proposed in [2]. When a stream of facts from English and Hindi news articles
comes in, we divide them into various windows based on their date of publication.
Now, events in the first window are clustered using neighborhood-based clustering.
The similarity between each of the elements in the first window is calculated using
contextual as well as semantic similarity measures. The significance of using both
the similarity measures is empirically proved and can be found in [2]. Two elements
are considered to be topically neighbors if their contextual similarity is greater than
a threshold value. Such neighbors are also checked for their semantic similarity. If
the semantic similarity is greater than their contextual similarity score, they form
a separate cluster and will be added to the set of sententially similar clusters. Oth-
erwise, they will be added to the set of topically similar clusters. If the contextual
similarity score for any two elements is less than the threshold, the elements are
independent and form two separate clusters. To represent a cluster, we find the
medoid of each cluster, where the medoid is an element that has the maximum simi-
larity with all other elements in the cluster. This limits further comparison between
the medoids rather than with all the elements in the cluster. A similar method is
followed to find the clusters for other windows. For each new cluster, we find from
the former clusters the most similar cluster to them by calculating the similarity of
the medoid event of the former clusters and the medoid of the new cluster. Based
on their similarity, two clusters are merged and the medoid will be updated.

4.2 Methodology for Task-2: Extraction

In this work, we propose a method to identify and extract the new facts from
a target language news article like Hindi using the facts extracted from related
English news articles. This is achieved by bootstrapping the triples extracted from
English news articles to identify the presence of related triples from comparable
Hindi news articles. The proposed extraction method constitutes two steps, namely:
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Algorithm 1: STNN Algorithm

Input: E = {FE1 , FE2 , . . . , FEm}:Set of m crime facts extracted from
English news articles and HH = {H1, H2, . . . , Hn}:Set of n
headlines extracted from Hindi language news articles

Result: Set of ns sententially similar clusters Cs = {C1, C2, . . . , Cns}, Set
of nt topically similar clusters Ct = {C1, C2, . . . , Cnt}

1 Translate the headlines in Hindi to English and the set of translated
headlines be HHT

= {Ht1 , Ht2 , . . . , Htn}
2 Extract the facts from HHT

and let H = {FH1 , FH2 , . . . , FHk
} be a set of k

facts related to Hindi headlines
3 Divide the events from E and H into multiple windows W = {w1, w2, . . . }

where wi ⊆ E ∪H indicates facts extracted from the articles published
during ith date

4 Find the neighbors and hence clusters for w1 as follows:
5 Calculate contextual similarity CS between each new couple of

elements FEi
and FHj

.
6 If CS >a threshold tc then
7 Calculate semantic similarity SS between each couple.
8 If SS > a threshold ts then
9 the elements are sententially neighbors. Each set of neighbors

represent a cluster and will be added to Cs.
10 Otherwise
11 the elements are topically neighbors. Each set of neighbors

represent a cluster and will be added to Ct.
12 Otherwise
13 Add the elements to Ct as new clusters.
14 Find medoid of each cluster where, medoid is the element which has the

maximum similarity with all the elements in the cluster.
15 Similarly find the neighbors and hence the clusters for the subsequent

windows.
16 Calculate new clusters medoids.
17 Calculate the similarity between new medoids and medoids of old

clusters.
18 If found a pair of contextually or semantically similar medoids
19 Merge the clusers.
20 Update medoid.
21 Add the merged cluster to the appropriate set.
22 Otherwise
23 Retain the clusters as it is.
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1. candidate sentence identification,

2. new triple generation.

Each of the steps is explained in the following subsections.

4.2.1 Candidate Sentence Identification

From each cluster, the events related to English news articles are selected as an initial
set of bootstrapping triples. Each of these triples is translated to the target language
using Google translator API and used to query the Hindi articles to identify a set
of sentences that are enriched with new facts and are called candidate sentences.
Given a set of bootstrapped triples from English articles BE = {tE1 , tE2 , . . . , tEn},
a set of candidate sentences from Hindi articles S = {s1, s2, . . . , sm} are obtained by
aligning the sentences with the triples. Formally, a sentence si is said to be aligned
with tEj

, if an element ek belongs to tEj
is a substring of si. Finally, a sentence that

constitutes the un-aligned part in it is selected as the candidate sentence. Otherwise
it is considered as similar to tEj

. Figure 3 illustrates the generation of candidate
sentences with an example.

Figure 3. Candidate sentence generation

4.2.2 New Triple Generation

Once the candidate sentences are extracted, new triples are obtained in three steps,
namely:

1. candidate sentence translation,

2. triple/s extraction,
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3. projection of triple.

Initially, candidate sentences are translated to English language using Google API
translator, and triples from each sentence are extracted using the method proposed
in [2]. Triples so extracted from a candidate sentence are projected against the boot-
strapped triple to identify the new triples, as shown in Figure 4 with the continuation
of the example considered in Figure 3.

Figure 4. New triple generation

5 EXPERIMENTAL RESULTS

This work considers two prominent newspapers, namely Indian Express for English
News articles and Hindustan (

� E"* 6`�K2rQ`F 1011

Q7 b2Mi2M+2b i?�i �`2 2M`B+?2/ rBi? M2r 7�+ib �M/ �`2 +�HH2/ +�M/B/�i2 b2Mi2M+2bX
:Bp2M � b2i Q7 #QQibi`�TT2/ i`BTH2b 7`QK 1M;HBb? �`iB+H2b BE = {tE1 , tE2 , ..., tEn}- �
b2i Q7 +�M/B/�i2 b2Mi2M+2b 7`QK >BM/B �`iB+H2b S = {s1, s2, ..., sm} �`2 Q#i�BM2/ #v
�HB;MBM; i?2 b2Mi2M+2b rBi? i?2 i`BTH2bX 6Q`K�HHv- � b2Mi2M+2 si Bb b�B/ iQ #2 �HB;M2/
rBi? tEj

- B7 �M 2H2K2Mi ek #2HQM;b iQ tEj
Bb � bm#bi`BM; Q7 siX 6BM�HHv- � b2Mi2M+2 i?�i

+QMbiBimi2b i?2 mM@�HB;M2/ T�`i BM Bi Bb b2H2+i2/ �b i?2 +�M/B/�i2 b2Mi2M+2X Pi?2`rBb2
Bi Bb +QMbB/2`2/ �b bBKBH�` iQ tEj

X 6B;m`2 j BHHmbi`�i2b i?2 ;2M2`�iBQM Q7 +�M/B/�i2
b2Mi2M+2b rBi? �M 2t�KTH2X

6B;m`2 j, *�M/B/�i2 a2Mi2M+2 :2M2`�iBQM

9XkXk L2r i`BTH2 ;2M2`�iBQM

PM+2 i?2 +�M/B/�i2 b2Mi2M+2b �`2 2ti`�+i2/- M2r i`BTH2b �`2 Q#i�BM2/ BM i?`22 bi2Tb
M�K2Hv,
RX *�M/B/�i2 b2Mi2M+2 i`�MbH�iBQMX
kX h`BTH2fb 2ti`�+iBQMX
jX S`QD2+iBQM Q7 i`BTH2X

AMBiB�HHv- +�M/B/�i2 b2Mi2M+2b �`2 i`�MbH�i2/ iQ 1M;HBb? H�M;m�;2 mbBM; :QQ;H2 �SA
i`�MbH�iQ`- �M/ i`BTH2b 7`QK 2�+? b2Mi2M+2 �`2 2ti`�+i2/ mbBM; i?2 K2i?Q/ T`QTQb2/
BM (k)X h`BTH2b bQ 2ti`�+i2/ 7`QK � +�M/B/�i2 b2Mi2M+2 �`2 T`QD2+i2/ �;�BMbi i?2 #QQi@
bi`�TT2/ i`BTH2 iQ B/2MiB7v i?2 M2r i`BTH2b �b b?QrM BM };m`2 9 rBi? i?2 +QMiBMm�iBQM
Q7 i?2 2t�KTH2 +QMbB/2`2/ BM };m`2 jX

5 EXPERIMENTAL RESULTS

h?Bb rQ`F +QMbB/2`b irQ T`QKBM2Mi M2rbT�T2`b M�K2Hv AM/B�M 1tT`2bb 7Q` 1M;HBb?
L2rb �`iB+H2b �M/ >BM/mbi�MUिंहदसु्तान V r?B+? ?�p2 �`iB+H2b �p�BH�#H2 QMHBM2X h?2), which have articles available online. The

corpus includes the data collected from Jan 2018 to Jun 2018. The following sections
describe the experimental evaluation results for clustering and extraction.
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Figure 5. Bilingual evaluation of proposed clustering algorithm: Silhouette coefficient for
varying number of events

5.1 Evaluation of Task-1: Clustering Algorithm

The proposed algorithm for clustering is evaluated in two phases, namely, bilin-
gual and monolingual evaluation. In the first phase, the algorithm is evaluated for
English and Hindi articles and in the second phase, the algorithm is evaluated for
English articles. Due to the lack of algorithms for clustering multilingual articles,
a baseline algorithm, i.e. incremental nearest neighborhood algorithm without using
background KB and considering only the headlines from English and Hindi news
articles, is implemented.

5.1.1 Phase-1 Evaluation: Bilingual Evaluation

The proposed algorithm is compared with the baseline algorithm in terms of the
quality of clusters formed and the time taken for clustering. The clustering quality
is determined using a Silhouette coefficient [28]. This is a well-known measure of in-
ternal evaluation for evaluating clusters without pre-determined labels. It measures
how similar an object is to its cluster compared to other clusters. The Silhouette
coefficient for ith event is calculated as follows:

si =
ai − bi

max(ai, bi)

where ai is the average similarity of the ith event with all the other events in its
cluster. Then for all the other clusters to which ith event does not belong, we
calculate the average similarity of ith event to all the events in these clusters and bi is
the maximum of all these values. Figure 5 shows the silhouette coefficient obtained
for proposed and baseline algorithms for varying numbers of events. We can see
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that the proposed algorithm achieved a larger value of silhouette coefficient as the
event size increases and hence produced a better quality of clusters. However, the
Silhouette coefficient value is not very close to 1 because of many individual clusters
obtained during the clustering process. These events are those which do not have
similarity with any other crime events.

For instance, Figure 6 shows clustering results for 152 events extracted from
60 headlines using the proposed algorithm. There are many individual clusters and
also clusters with a varying number of event elements. The medoid of each cluster
can be seen highlighted in Figure 6. If we do not consider the individual clusters,
then we get an average value of 0.63 and 0.45 as silhouette coefficients for proposed
and baseline algorithms, respectively.

Figure 6. Visualization of cluster for 152 events

We also evaluated the quality of clusters in terms of the number of related events
obtained for a given keyword. For instance, Figure 7 shows the clusters retrieved for
the keyword “Navsari”. It has 2 clusters associated with it with each cluster having
1 event. The keyword is directly related to both these events. The other attributes
of the events are also shown. Some of the input keywords used for finding clusters of
related events over a cluster in Figure 6 are shown in Table 2. From the table, it is
clear that, due to the higher quality of clusters formed by the proposed algorithm,
the number of related events associated with a given keyword is also significantly
high.
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Figure 7. Cluster results for the keyword “Navsari”

Table 3 shows the clustering time taken by the proposed and baseline algorithms.
From the table, it can be observed that the proposed algorithm takes more time
compared to the baseline approach. This is due to the extraction of two or more
triples from a single headline which is evident from the third column of the table.
The time taken for machine translation and triple extraction are not considered for
evaluation. However, more semantics hidden in triples compared to raw sentences

Keyword Number of Related Events
(Baseline Algorithm)

Number of Related Events
(Proposed Algorithm)

Kanpur 1 3
Navsari 2 2
Venugopal 3 4
Malad 1 3
Mumbai 6 14
Bandipora 2 2
CRPF 7 9
Railway Act 1 1
Abhijit Mukherjee 1 3
Kaluram 6 6
Congress 15 26

Table 2. Number of related events for keywords before and after clustering
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produces clusters with high quality, and hence the time complexity is compromised
over the cluster quality.

Features (Bag of
Words in Terms
of Headlines)

Clustering Time for
Baseline Algorithm [s]

Features (Events in
Terms of Triples)

Clustering Time for
Proposed Algorithm [s]

100 92 270 98
200 194 423 222
300 298 610 343
400 372 908 402
500 536 1 022 582

Table 3. Bilingual evaluation of proposed clustering algorithm: Time taken for clustering

5.1.2 Phase-2 Evaluation: Monolingual Evaluation

Here the proposed work is evaluated by considering only the English news articles
and comparing the results with two recently proposed works [33] and [34] as a base-
line. Evaluation in these two works is done using Reuters and 20Newsgroup datasets.
The details about the datasets can be found in [34]. [34] uses a K-means cluster-
ing algorithm with improved square root similarity measure. As an improvement
to this, [33] used N-grams representation along with K-means clustering algorithm
and improved square root similarity measure. The proposed algorithm is different
from the baseline works by using semantically rich triples representation and a sim-
ilarity measure using both contextual and semantic similarity measures proposed
in [2]. Here, the experiment is conducted using 2000 samples each from Reuters
and 20Newsgroup datasets over 5 newsgroups. The triples are extracted from each
sample using the method proposed in [2]. To speed up the execution, a parallel
version of the proposed clustering algorithm is implemented using Message Passing
Interface (MPI). The triples are processed in parallel to identify the clusters.

Table 4 shows the evaluation results for the proposed and the baseline ap-
proaches. The same performance metrics as mentioned and defined in [33], i.e.
accuracy and purity, are used here for evaluation. From the table, it is clear that
the proposed clustering algorithm performs better than baseline methods in terms
of accuracy. However, due to the generation of more individual clusters, i.e. clusters
with a single element, the purity of the proposed algorithm is less compared to [33].

5.2 Evaluation of Task-2: Extraction

To evaluate the results for the proposed KBC approach, an MT-based system is im-
plemented which is considered as a gold standard. The gold standard system reduces
the problem to monolingual information extraction and integration by translating
the entire articles in the target language into English. Then the facts are extracted
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Methods Datasets Accuracy Purity

[33]
Reuters 0.3950 0.9418
20 Newsgroups 0.3801 0.9200

[34]
Reuters 0.2320 0.5769
20 Newsgroups 0.1659 0.4234

Proposed Algorithm
Reuters 0.5210 0.6200
20 Newsgroups 0.4832 0.7398

Table 4. Monolingual evaluation of proposed clustering algorithm

from translated articles and are semantically merged with facts extracted from En-
glish news articles using the methods for IE and semantic merging proposed by [2].
Hence the gold standard system is named as Machine Translation based Mono-
lingual Knowledge Base Completion (MTML KBC). The quality of the proposed
KBC approach is measured using the standard evaluation metrics precision and re-
call. Precision is calculated as the ratio of the number of valid new facts extracted
to the total number of new facts extracted. The recall is calculated as the ratio
of the number of valid new facts extracted to the total number of valid new facts
available.

Table 5 shows the results recorded for five different clusters. Figures 8 and 9
show the performance of gold standard (MTML KBC) and proposed approach in
terms of precision and recall, respectively. From the figures, it is clear that the
proposed approach achieves a better recall compared to precision. This is evident
from the fact that the total number of new facts extracted by the proposed approach
is more due to improper projection of bootstrapping triples with the triples extracted
from candidate sentences.
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Figure 8. Precision for five clusters
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Cluster-1 (52 facts + 13 Hindi articles) 9 10 8 12 10 7
Cluster-2 (83 facts + 08 Hindi articles) 12 9 7 15 9 7
Cluster-3 (75 facts + 18 Hindi articles) 14 15 14 17 15 14
Cluster-4 (92 facts + 11 Hindi articles) 18 20 18 21 20 17
Cluster-5 (88 facts + 14 Hindi articles) 23 25 21 23 25 20

Table 5. Comparison of MTML KBC and proposed approach

6 CONCLUSIONS AND FUTURE WORK

This work proposed a clustering and bootstrapping-based generic framework for
knowledge base completion. Using the framework, any knowledge base created with
the facts extracted from English news articles can be enriched with new facts avail-
able in low-resourced language articles without using language-specific tools. Here
the experiment is conducted using the low resourced Indian language Hindi news
articles. The redundancies that exist among the bilingual collection of articles are
exploited by grouping the articles that are topically or sententially similar using the
nearest neighborhood clustering. The proposed clustering algorithm makes use of
knowledge base facts in terms of triples to represent the articles against the tra-
ditional Bag of Words representation, as the triples capture the high semantics.
Empirical results show that clusters of high accuracy and quality are obtained for
monolingual and bilingual facts, respectively. From each group of related articles,
the facts related to English news articles are bootstrapped to extract the facts from
Hindi news articles using Google translator API. This way of using the high-resource
language facts as bootstrapping triples helps to extract the facts from articles re-
lated to the languages for which language processing tools like POS tags are neither
available nor accurate. Experimental results for extraction show that using the
framework a better recall is achieved in identifying the new facts compared to pre-
cision. A precision of high rate can be achieved by aligning the bootstrapped triples
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Figure 9. Recall for five clusters

with triples extracted from other languages more accurately, which will be consid-
ered in the future. In the future, the framework will be examined for other Indian
languages also.

REFERENCES

[1] Paulheim, H.: Knowledge Graph Refinement: A Survey of Approaches and Eval-
uation Methods. Semantic Web, Vol. 8, 2017, No. 3, pp. 489–508, doi: 10.3233/sw-
160218.

[2] Srinivasa, K.—Thilagam, P. S.: Crime Base: Towards Building a Knowledge
Base for Crime Entities and Their Relationships from Online News Papers. Infor-
mation Processing and Management, Vol. 56, 2019, No. 6, Art. No. 102059, doi:
10.1016/j.ipm.2019.102059.

[3] Elsayed, A.—Mokhtar, H.M.O.—Ismail, O. : Ontology Based Document
Clustering Using MapReduce. International Journal of Database Management Sys-
tems, Vol. 7, 2015, No. 2, doi: 10.5121/ijdms.2015.7201.

[4] Louhi, I.—Boudjeloud-Assala, L.—Tamisier, T.: Incremental Nearest Neigh-
borhood Graph for Data Stream Clustering. 2016 International Joint Conference
on Neural Networks (IJCNN ’16), Vancouver, Canada, 2016, pp. 2468–2475, doi:
10.1109/ijcnn.2016.7727506.
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Abstract. Many information systems have a possibility to record their execution,
and, in this way, to generate a trace about events describing the real system be-
haviour. From behaviour example records in traces of the event log, the α-algorithm
automatically generates a process model that belongs to a subclass of Petri nets,
known as workflow nets. One of the basic limiting assumptions of α-algorithm is
that the event log needs to be complete. As a result of attempting to overcome
the problem of completeness of the event log, we introduced the notion of weakly
complete event logs, from which our modified technique and algorithm can pro-
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1 INTRODUCTION

Extraction of knowledge from traces recorded in event logs which are available in
today’s information systems, and use of that knowledge for discovering, monitoring
and improvement of bussiness proces models, are basis for occurrence of different
techniques of process mining (PM) areas [1, 2, 3]. α-algorithm is able to discover
a large class of workflow (WF) nets [4] based on the behaviour recorded in event
logs, with the main limiting assumption that the event log is complete. The property
of completeness of the log often implies the necessity of having a large number of
traces in the log on which the “representative” model for the behaviour seen in the
log has to be constructed. Therefore, our challenge was to find logs with potentially
much lower number of traces, which may not be complete, but are sufficiently valid
so that, using the appropriate algorithm based on the evidences recorded in such
logs, a “representative” model can be obtained.

To achieve this, we have partially modified the technique of process model dis-
covering, and also the α-algorithm itself [1, 2, 3] by introducing the relation of
indirect precedence as another basic relation between the activities recorded in the
event log [5, 6]. Within that goal we firstly defined the so called causally complete
event logs, which do not fulfil conditions of completeness, and yet using our mod-
ified algorithm α||-algorithm) we can reconstruct the original network of a parallel
bussiness process. Obtaining block-structured parallel business process model with
our modified method based on the event logs which fulfil the requirements of casual
completeness is presented in [5].

The discovery of the parallel bussiness process model from event logs with as
few recorded traces as possible was a part of our research, and the ultimate goal was
finding ways for those models to be created interactively. With defining of causally
complete event logs that goal was not achieved in full. Namely, even though par-
allel bussiness process models could be successfully discovered from causally com-
plete event logs based on significantly smaller number of traces than from complete
event logs, still we could not achieve the interactive model creation. Further re-
search in that direction leads to defining of the so called weakly complete event
log by which our goals could be achieved. Weakly complete event logs may con-
tain a significantly smaller number of traces needed for obtaining the appropriate
parallel business process model than in case with complete or causally complete
logs.

The property of α||-algorithm, where its application on the weakly complete
event logs may lead to the model discovery, was succesfully used for the creation
of the parallel business process models by demonstration. For this purpose, its
own demonstration graphical user interface has been created, which enables user
to perform different scenarios of activity execution process using direct manipula-
tion. The graphical user interface we created is a tool that visually shows steps of
α||-algorithm. Such tool could serve as a learning tool and playground for those
who want to learn more about the general α-algorithm, which is based on the same
principles like its modified version α||-algorithm, and how it works. This has been



Weakly Complete Event Logs in Process Mining 343

achieved through the idea in which a user enters log entries (scenario) step by step
and observes a current model which is shown and obtained based on the log entries
entered.

The created demonstration user interface contains the components of artificial
inteligence which are reflected in the fact that the system itself suggests the order
of process activitiy performance (in order to discover the process model as soon as
possible) and “infers” some relations between the actvities which were not performed
during the demonstration procedure. In order to find and infer relations which were
not performed (inferred relations), the system uses the event log footprint1 and
certain rules described later in this paper. The results and ways of realization of
this idea are presented in our paper [7].

Besides defining weakly complete event logs, this paper will present the results
of experimental analysis carried out on examples of real business processes with
the goal to discover the size of weakly complete event logs for observed processes
expressed in the number of traces. The obtained results will be compared to the
results of the experimental analysis carried out for the same processes on complete
and causally complete event logs, which is presented in detail in [5]. In that way
we will be able to show the improvement we made on weakly complete event logs
in comparison to causally complete event logs [5] in regard of obtaining the valid
model of parallel business processes based on the least possible number of traces
from the event logs.

Our assumptions and preconditions for process models (that have to be block-
structured parallel models), to which our algorithm is applicable, may look as a se-
rious restriction. It really is for real-world process models in general. However, our
solution still covers a respectably wide subclass of process models and represents
a first step in a more ambitious attempt to solve the very serious problem of log
completeness. Although having a strong limitation, we still deem that even a partial
solution to such a serious problem can be beneficial for future research and is worth
reporting. In our future research, we will try to expand our work to other categories
of processes.

The paper is organized as follows. The next section provides an overview of the
existing literature from the area of interest for our work and this paper. Section 3
gives some preliminaries about modified PM technique, modified α||-algorithm and
weakly complete event logs necessary for someone to further follow the content of
this paper. The problem with dangling nods in WF-net that is encountered during
the discovery of the business process model from weakly complete event logs as well
as the way of resolving that problem are presented. An example of the α||-algorithm
application on the weakly complete event log is presented at the end of this section.
Section 4 describes the ProM framework for applying the α||-algorithm on weakly
complete event logs, within which the plug-ins we have developed for the needs of the

1 Footprint of the event log is a matrix in which the defined relations between any two
activities can be represented [2, 3, 5].
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experimental analysis are presented. The results of the application of α-algorithm
and α||-algorithm on weakly complete log which is used as a running example in the
paper are also shown at the end of the section. In Section 5 we present the results
of the performed experimental analysis. Section 6 contains some conclusions and
guidelines for the future work and research.

2 RELATED WORK

The process mining idea is not a new one. One of the earliest examples of us-
age of PM in the context of workflow management, based on workflow graphs, was
presented in [8]. Cook and Wolf have investigated similar issues in the context of
software engineering, looking in particular sequential [9] and parallel behaviour of
the process [10]. Dealing with sequential processes, in [9] they describe three meth-
ods for detection, one of which uses a neural network, while the other one is entirely
based on the algorithmic approach, and the third one uses a Markovian approach.
In [10], the same authors extended their work to concurrent processes, where they
propose specific metrics to discover models out of event streams, but they do not
provide an approach to generate explicit process models. Herbst also dealt with
the No. of PM in the context of workflow management [11, 12] using an inductive
approach, observing sequential [12] and parallel models [11] separately. A notable
difference between his work and other approaches is that the same task can ap-
pear multiple times in the workflow model, i.e., the approach allows for duplicate
tasks. Schimm [13] has developed a mining tool suitable for discovering hierarchi-
cally structured workflow processes.

Although many researchers have dealt with the ideas of process mining, the most
comprehensive study is presented in the works of W.M.P. van der Aalst and his col-
laborators [1, 2, 3, 14, 15, 16, 17]. In [2, 3] a detailed description and formalization of
techniques for discovering processes from workflow logs is presented, the α-algorithm
for extracting process models from such logs is defined, and a representation of the
model obtained in the form of a sound2 WF-net is shown. An introduction to PM
and an overview of existing techniques for discovering processes, and the problems
which have been encountered in the application of the α-algorithm have been most
fully presented in [1]. An overview of best practices and challenges is presented
in [18], which is the work of a group of experts that was created in order to promote
research, development and understanding of process mining as well as its implemen-
tation and evolution.

To discover process models from traces recorded in workflow logs, many tech-
niques have been proposed [2, 3, 8, 9, 16, 19]. Many of these techniques use Petri nets
in the process of discovering and presenting the discovered process model. However,
other very different approaches are also used for the same purpose.

2 Soundness corresponds to liveness and safeness of the corresponding short-circuited
net [2, 3]. The set of all sound WF-nets (SWF) is denoted with W.
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Although the original α-algorithm is able to discover a large class of WF-nets,
there are problems it cannot cope with: incompleteness of the event log, rare be-
haviours, complex routing constructions and others [1]. As a consequence, there
is a large number of algorithms that overcome lacks of the basic α-algorithm [20].
Some of them are variants of the original α-algorithm, such as, for example, the α+

algorithm [15] and α++ algorithm [17], while others use a completely different ap-
proach, such as: heuristic mining [9], genetic mining [16], fuzzy mining [21], process
mining from a basis of regions [19] or flexible heuristics miner [22]. The inductive
miner (IM) [23], aims to discover block-structured process models that are sound
and fitting to the behavior represented in the event log.

The above mentioned algorithms and techniques have overcome some of prob-
lems, but the problem of incompleteness of logs, to the best of our knowledge, has
not been overcome. This fact still remains a challenge for future research.

The subject of our research presented in this paper is the problem of complete-
ness of event logs [1]. Part of this research was preliminarily announced in our
previous paper [24], and has been presented in [5], where we also dealt with logs
that do not meet the requirement of completeness. In this paper, the more detailed
description of weakly complete log is given than in [24], based on the definitions and
rules. Moreover, the comparison of results obtained by applying our algorithm [5]
with the results of other process mining algorithms on weakly complete logs was
done. Finally, another big difference from the paper [24] is that this paper brings an
extensive experimental analysis and its results are presented here. Unlike [5] where
we dealt with causally complete event logs, this paper focuses on weakly complete
event logs, that we obtained in the attempt to improve the characteristics of causally
complete event logs. One of those improved characteristics is a smaller size of event
logs, which was a basic parameter for the experimental analysis that was performed.
In this analysis, values of the minimal sizes of complete logs, causaly complete logs
and weakly complete logs are compared for 100 real examples of parallel business
processes. In this paper, plug-ins are also presented in the existing ProM framework
designed for the needs of the experimental analysis.

Another improvement that we have achieved with weakly complete event logs
compared to causally complete event logs is the property of weakly complete event
logs that based on them, the models of parallel business processes can be inter-
actively (using demonstration) generated, which is presented in detail in our pa-
per [7].

3 PRELIMINARIES

In this section, we give some definitions of concepts used throughout this paper. We
must note that the detailed description of the concepts that will be mentioned, as
well as how they were obtained, is shown in our paper [5], therefore we will here
provide only the short review necessary for someone to further follow the content of
this paper.
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3.1 Modified Technique and Algorithm for Discovering Process Models

For the purposes of this paper, we will show only the basic characteristics of our
modified PM technique and modified α-algorithm.

The log-based relations that are used to indicate the relevant patterns in the
log in our modified technique of discovering process models are defined by Defini-
tion 1.

Definition 1. (Log-based ordering relations, in the modified PM technique of dis-
covering process models). Let L be an event log over A3, i.e., L ∈ P (A∗)4. Let
a, b ∈ A be two activities. Then, by definition:

• a >L b if and only if there is a trace σ = {t1, t2, t3, . . . , tn} and i ∈ {1, . . . , n−1}
such that σ ∈ L and ti = a and ti+1 = b,

• a ≫L b if and only if there is a trace σ = {t1, t2, t3, . . . , tn} and there are
i, j ∈ {1, . . . , n} such that i + 2 ≤ j, where σ ∈ L and ti = a, tj = b, and it is
not that a >L b,

• a→L b if and only if a >L b, and it is not b >L a, and it is not b≫L a,

• a⇒L b if and only if a≫L b, and it is not b >L a, and it is not b≫L a,

• a♯Lb if and only if it is not a >L b, and it is not b >L a, and it is not a ≫L b,
and it is not b≫L a,

• a||Lb if and only if a >L b and b >L a, or a >L b and b ≫L a, or a ≫L b and
b >L a, or a≫L b and b≫L a.

The defined relations can be represented with a matrix, which represents a foot-
print of the event log.

The α||-algorithm, where “||” reflects the fact that the algorithm targets parallel
business processes, can be described by Definition 2.

Definition 2. (α||-algorithm). Let L be an event log over T ⊆ A. α||(L) is defined
as follows:

1. TL = {t ∈ T | (∃σ ∈ L) t ∈ σ},
2. TI = {t ∈ T | (∃σ ∈ L) t = first(σ)},
3. TO = {t ∈ T | (∃σ ∈ L) t = last(σ)},
4. XL = {(A,B) | A ⊆ TL∧A ̸= ∅∧B ⊆ TL∧B ̸= ∅∧(∀a ∈ A)(∀b ∈ B)(a→L b)},
5. PL = {p(A,B) | (A,B) ∈ XL} ∪ {iL, oL},

3 A is the set of business process activities.
4 A∗ is the set of all finite sequences (traces) of the elements of A, and P(A∗) is the

powerset of A∗.
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6. FL = {(a, p(A,B)) | (A,B) ∈ XL ∧ a ∈ A} ∪ {(p(A,B), b) | (A,B) ∈ XL ∧ b ∈
B} ∪ {(iL, t) | t ∈ TI} ∪ {(t, oL) | t ∈ TO},

7. α||(L) = (PL, TL, FL).

A necessary condition for discovering the original network by the α-algorithm
is that the log on which the algorithm is applied needs to be complete, where the
condition of completeness is based on the relation >L [1, 2, 3]. The condition of
completeness in our modified PM technique for model discovering is related to the
causality relation →L.

For a particular process model to be discovered, there may be a large (in general,
an unlimited) number of different complete logs. However, all these complete logs
have the same footprint, i.e., the same causality relation. We call this relation the
basic causality relation.

Definition 3. (The basic causality relation). Let N = (P, T, F )5 be a sound WF-
net, i.e., N ∈ W , and let L be a complete workflow log of N . →B

N is the basic
causality relation of network N iff →B

N =→L.

On the other hand, there may exist other logs for the same process model that
are not complete or causally complete [5], but which have the same causality relation
obtained from those logs. We are focused on investigating such logs, which we refer
to as weakly complete logs. Obviously, the idea is to find weakly complete logs that
may be, in general, significantly smaller than fully complete logs (in the terminology
of the original α-algorithm) and causally complete logs (in the terminology of the
modified α||-algorithm).

3.2 Weakly Complete Event Logs

As it has already been shown in [5], by using the modified PM technique on parallel
processes we can obtain the original network from any event log in which→L=→B

N .
Therefore, the main task is to find a log with the causality relation that is equal
to the basic causality relation, and then apply the α|| algorithm, which leads to
the original network of the parallel processes. There are event logs in which the
causality relation is not equal to →B

N , but from the footprint of that log we can
subsequently conclude the elements of the causality relation on whose joining the
causality relation of the log becomes equal to→B

N . The log with such property has
been named weakly complete event log – Lw.

Examples we have analyzed show that the original network can be discovered
from an incomplete log L for which the following holds: →B

N ⊂ (→L ∪ ⇒L), and
→L⊂→B

N ; if the causality relation of that log is joined by the elements of causality
relation which can be inferred from the footprint of the log. Such a log we call
a weakly complete log (Lw) [24].

5 Tuple (P, T, F ) originates from the Place/Transition net [2, 3] definition.
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Definition 4. (Weakly complete event log). Let N = (P, T, F ) be a sound WF-
net, i.e., N ∈ W , and let →B

N be the basic causality relation of N . Lw is a weakly
complete workflow log of N iff:

1. →B
N ⊂ (→Lw ∪ ⇒Lw), and →Lw⊂→B

N , and

2. for any t ∈ T 6 there is σ ∈ Lw so that t ∈ σ.

Even though in weakly complete event logs it cannot be inferred based on log
traces that →Lw=→B

N (but →Lw⊂→B
N), the elements of the causality relation

which are not in →Lw , but are in →B
N , may be subsequently inferred from the

log footprint. Those elements create causality relation called the inferred causality
relation, denoted with→i. The causality relation that inserted the final appearance
of the log footprint (denoted with →Lf ), and on which the α||-algorithm is applied,
becomes: →Lf=→Lw ∪ →i by which we get that →Lf=→B

N . Finding of the
footprint causality relation →Lf which equals to basic causal relation →B

N is the
condition enough for discovering the original network based on →Lf , using the α||-
algorithm in a manner shown in [24].

3.3 The Dangling Nodes Problem

A network obtained from a weakly complete log often contains dangling nodes, i.e.,
activities (node in Petri net) without predecessors and/or successors. The occur-
rence of dangling nods in the network obtained based on the traces recorded in
the weakly complete event log is due to a large number of activities that can be
performed simultaneously and due to the rapid detection of parallelism by modified
PM technique. Besides that, the occurrence of dangling nods in the network is also
due to the property of weakly complete logs that all the causality relation elements
cannot be discovered from the record written in the log traces, alone.

Definition 5. (Dangling node). Let N = (P, T, F ) be a network with initial place i
and ending place o, and let a be such an activity that a ∈ T and a /∈ {i, o}. Activity
a ∈ T is a dangling node in network N if there is no activity b ∈ T such that a• 7

∩ • b ̸= Ø or there is no activity b ∈ T such that b • ∩ • a ̸= Ø.

If activity a ∈ T is a dangling node in network N and if there is no activity
b ∈ T , such that a • ∩ • b ̸= Ø, then it can be said that activity a does not have
its successor in network N . If activity a ∈ T is a dangling node in network N and
there is no activity b ∈ T such that b • ∩ • a ̸= Ø, than it can be said that activity
a does not have its predecessor in network N .

6 T ⊆ A, A is a set of activities, T is a finite set of transitions in the Petri net [4], σ is
a trace such that σ ∈ L [2, 3].

7 The concepts of marking and tokens • are well known for Petri nets and precise
definitions can be found in [2, 3].
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The definition of a WF-net [4], includes an assumption of network connectivity,
which means connectivity of all nodes in the network, and which prohibits the
existence of dangling nodes. Therefore, the network obtained based only on the
records written in weakly complete event log which contains dangling nods in itself
is not a proper SWF-net, and it is not equal to the original network. To overcome
the problem of dangling nodes, we observed the relations in footprints, and based on
those we have defined the rules of inference of the direct successors and predecessors
from the indirect ones. Thus, for each activity that is a dangling node, a successor
and/or predecessor can be found.

Network obtained based on weakly complete event log which contains dangling
nods has in the event log footprint at least one activity that in its table row does
not have relation → (if the activity has no successor) or relation ← (if the activity
has no predecessor) [24].

Rule 1 (Determining the inferred causality relation →i when activity has no suc-
cessor). Let a be activity which in its log footprint row has no relation → then
by definition: a→i c iff in footprint a⇒ c, and there is b such that b→ c, where
a||b.

Rule 2 (Determining the inferred causality relation ←i when activity has no pre-
decessor). Let a be activity which in its log footprint row has no relation ←,
then by definition: a←i c iff in footprint a⇐ c and there is b such that b← c,
where a||b.

Using Rule 1 and Rule 2, the elements of the inferred causality relation →i

(←i) can be determined based on the footprint of the event log. This contributes
to the discovery of those causality relations which cannot be discovered from the
weakly complete event log traces alone. The causality relation which enters the final
log footprint appearance and on which α||-algorithm applies becomes: →Lf

=→Lw

∪ →i. In that way →Lf
becomes equal to the basic causality relation, i.e. →Lf

=
→B

N , which allows the discovery of the original network. The larger the number
of elements →i in relation →Lf

, the poorer the weakly complete event log on basis
of which the model can be constructed, i.e., with a smaller number of the traces
recorded.

3.4 An Example of the α||-Algorithm Application
on the Weakly Complete Event Log

Let us consider a parallel process model shown in Figure 1, and a log L with records
obtained after several executions of the process.

L = [⟨a, d, b, e, c, f, h, g, k⟩4, ⟨d, e, a, c, b, f, g, h, k⟩3].

The basic causality relation for this example is:

→B
N = {(a, b), (a, c), (d, e), (b, f), (c, f), (e, f), (f, g), (f, h), (g, k), (h, k)}.
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Figure 1. Example of a block-structured parallel process model

The log-based ordering relations for this example are:

>L = {(a, b), (b, c), (c, d), (d, e), (e, f), (f, g), (g, h), (h, k), (d, e), (e, a), (a, c),

(c, b), (b, f), (f, h), (h, g), (g, k)},

<L = {(b, a), (c, b), (d, c), (e, d), (f, e), (g, f), (h, g), (k, h), (e, d), (a, e), (c, a),

(b, c), (f, b), (h, f), (g, h), (k, g)},

≫L = {(a, d), (a, e), (a, f), (a, g), (a, h), (a, k), (b, d), (b, e), (b, g), (b, h), (b, k),

(c, e), (c, f), (c, g), (c, h), (c, k), (d, f), (d, g), (d, h), (d, k), (e, g), (e, h),

(e, k), (f, k), (d, b), (d, f), (d, h), (d, g), (d, k), (e, c), (e, b), (e, h), (e, g),

(e, k), (a, f), (a, h), (a, g), (a, k), (d, a), (d, c), (c, f), (c, h), (c, g), (c, k),

(b, h), (b, g), (b, k), (f, k)},

≪L = {(d, a), (e, a), (f, a), (g, a), (h, a), (k, a), (d, b), (e, b), (g, b), (h, b), (k, b),

(e, c), (f, c), (g, c), (h, c), (k, c), (f, d), (g, d), (h, d), (k, d), (g, e), (h, e),

(k, e), (k, f), (a, d), (c, d), (b, d), (f, d), (h, d), (g, d), (k, d), (c, e), (b, e),

(h, e), (g, e), (k, e), (f, a), (h, a), (g, a), (k, a), (f, c), (h, c), (g, c), (k, c),

(h, b), (g, b), (k, b), (k, f)},

||L = {(b, c), (c, b), (c, d), (d, c), (g, h), (h, g), (e, a), (a, e), (a, d), (d, a), (b, d),

(d, b), (b, e), (e, b), (c, e), (e, c)},

→L = {(a, b), (d, e), (e, f), (f, g), (h, k), (a, c), (b, f), (f, h), (g, k)},
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←L = {(b, a), (e, d), (f, e), (g, f), (k, h), (c, a), (f, b), (h, f), (k, g)},

⇒L = {(a, f), (a, g), (a, h), (a, k), (b, g), (b, h), (b, k), (c, f), (c, g), (c, h), (c, k),

(d, f), (d, g), (d, h), (d, k), (e, g), (e, h), (e, k), (f, k)},

⇐L = {(f, a), (g, a), (h, a), (k, a), (g, b), (h, b), (k, b), (f, c), (g, c), (h, c), (k, c),

(f, d), (g, d), (h, d), (k, d), (g, e), (h, e), (k, e), (k, f)},

♯L = {(a, a), (b, b), (c, c), (d, d), (e, e), (f, f), (g, g), (h, h), (k, k)}.

The footprint of the event log L is given in Table 1.

a b c d e f g h k

a ♯ → → || || ⇒ ⇒ ⇒ ⇒
b ← ♯ || || || → ⇒ ⇒ ⇒
c ← || ♯ || || ⇒ ⇒ ⇒ ⇒
d || || || ♯ → ⇒ ⇒ ⇒ ⇒
e || || || ← ♯ → ⇒ ⇒ ⇒
f ⇐ ← ⇐ ⇐ ← ♯ → → ⇒
g ⇐ ⇐ ⇐ ⇐ ⇐ ← ♯ || →
h ⇐ ⇐ ⇐ ⇐ ⇐ ← || ♯ →
k ⇐ ⇐ ⇐ ⇐ ⇐ ⇐ ← ← ♯

Table 1. Footprint of the log L

It can be noted that the causality relation of log L is not equal to the basic
causality relation, i.e., →L ̸=→B

N , but it holds: →B
N ⊂ (→L ∪ ⇒L),→L ∪ →B

N ,
which makes L a weakly complete log. It can also be seen from the footprints that
the activity c does not have its direct successors (the rows c do not have→), which
means that there will be dangling nodes in the network.

According to the Rule 1, i.e., the rule of inference of direct from indirect succes-
sors in networks with dangling nodes, we obtain:

c⇒Lf, b→Lf, c|| Lb

then
c→i

Lf,

or
c→Lf, e→Lf, c|| Le

then
c→i

Lf

i.e.,
f←i

Lc.
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Thus: ←i
L = (c, f), i.e.:

→Lf
=→L ∪ →i

L = {(a, b), (a, c), (d, e), (b, f), (c, f), (e, f), (f, g), (f, h),

(g, k), (h, k)}.

It can be noted that now it holds⇒Lf=→B
N . By applying the α||-algorithm to

the given log L, we obtain the following:

1. TL = {a, b, c, d, e, f, g, h, k},
2. TI = {a, d},
3. TO = k,

4. XL = {({a}, {b}), ({a}, {c}), ({d}, {e}), ({b}, {f}), ({c}, {f}), ({e}, {f}), ({f},
{g}), ({f}, {h}), ({g}, {k}), ({h}, {k})},

5. PL = {p({a}, {b}), p({a}, {c}), p({d}, {e), p({b}, {f}), p({c}, {f}), p({e}, {f}),
p({f}, {g}), p({f}, {h}), p({g}, {k}), p({h}, {k}), iL1, iL2, oL},

6. FL = {(a, p({a},{b})), (p({a},{b}), b), (a, p({a},{c})), (p({a},{c}), c), (d, p({d},{e})),
(p({d},{e}), e), (b, p({b},{f})), (p({b},{f}), f), (c, p({c},{f})), (p({c},{f}), f), (e, p({e},{f})),
(p({e},{f}), f), (f, p({f},{g})), (p({f},{g}), g), (f, p({f},{h})), (p({f},{h}), h), (g, p({g},{k})),
(p({g},{k}), k), (h, p({h},{k})), (p({h},{k}), k), (iL1, a), (iL2, d), (k, oL)},

7. α||(L) = (PL, TL, FL).

4 PROM FRAMEWORK FOR APPLYING THE α||-ALGORITHM

For the need of discovering original networks of block-structured parallel business
processes by the modified PM method and the α||-algorithm based on causally com-
plete [5] and weakly complete logs, we have developed a plug-in Alpha||-algorithm
(Figure 5) for the existing ProM framework [26]. The program code of the plug-
in is located in a separate, new package, alpha parallel algorithm and is located at
address [27].

At the same address there is a program code of the Alpha||-algorithm – helper
plug-in (Figure 5), which is given in a separate package alpha parallel algorithm basic
causal relation. The mentioned plug-in is created for the purpose of extraction of
basic causal relations from a complete event log.

It should be noted that this utility of extracting the basic causality relation is not
used by the α||-algorithm. As it has been explained, the point is that our algorithm
is guaranteed to discover the original process model if the input log is causally
or weakly complete, just as the original α-algorithm is guaranteed to restore the
original model if the log is fully complete; on the opposite, none of these algorithms
can guarantee that the obtained model is the original one if the log is not causally,
weakly or fully complete, respectively. The plug-in is just an independent, helper
utility that can be used during experimentation to check whether the given log
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is weakly complete or not, for the given known process model. Of course, in the
procedure of process discovery, the model is unknown.

In the procedure of discovering original networks from weakly complete event
logs performance of additional operations by Rules 1 and 2 is needed, which al-
lows inferring of direct successors based on indirect ones or predecessors respec-
tively, in network with dangling nods. For each indirect relation a check is being
made to determine if there is such an event in the set of events which meets any
of the conditions from the above mentioned rules. If any such event is found the
newly discovered causality relation is added to the inferred causal relations collec-
tion.

Inferring direct successors based on indirect successors is implemented in the
weakly completed logs find casual from indirect succesor function, as shown in Ap-
pendix 1, which is located at address [27]. In addition, inferring of direct predecessors
based on indirect predecessors is implemented in the weakly completed logs find ca-
sual from indirect predecessor function as shown in [27, Appendix 1].

Figure 2 shows an example of a block-structured model of a parallel business pro-
cess [5, 25], presented in a form of a Petri net, which represents our running example
in this paper (as well as in [5] and [24]). Discovering the original model from Figure 2
from a weakly complete event log Lw = [⟨a, b, c, d, e, f, g, h⟩3, ⟨a, f, g, c, e, d, b, h⟩2] is
presented in detail in [24].

Figure 2. Example of a block-structured parallel process model

Figure 3 shows the N || 8 network obtained by applying the α||-algorithm over
log Lw = [⟨a, b, c, d, e, f, g, h⟩3, ⟨a, f, g, c, e, d, b, h⟩2] and using the plug-in Alpha∥-
algorithm.

It can be noticed that the network N || = α||(Lw) in Figure 3 is equal to the
original network in Figure 2, although it is obtained from a weakly complete log
which is not complete and which is smaller than the complete log and causaly
complete log, as it will be shown later in this paper.

8 N || = (P, T, F ) denotes a parallel process network [5].
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Figure 3. WF-net N∥ = α||(Lw)

4.1 Comparison of Application of the α∥-Algorithm and Other Algorithms
on Weakly Complete Event Logs

It can be seen from the above said that we deal with the problem of completeness
which originates from the original α-algorithm and is present in all other its mod-
ifications or other algorithms for discovering process models. As other algorithms
resulted mainly in the attempt to overcome some other problems, but not the prob-
lem of completeness, and as our algorithm was created by a modification of the basic
α-algorithm, it would be most appropriate to compare it with the α-algorithm in
the first place.

In order to evaluate the potential and effectiveness of our algorithm, we have
applied several other algorithms to the same sample log Lw = [⟨a, b, c, d, e, f, g, h⟩3,
⟨a, f, g, c, e, d, b, h⟩2] and checked their ability to rediscover the original model. The
sample log Lw is not complete, because there are missing elements in the relation
>L: a > c, b > d, b > e, b > g, c > b, c > f, c > g, d > b, d > f, d > g, d > h, e >
b, e > g, e > h, f > b, f > c, f > d, f > e, g > d and g > e, which could be
potentially performed on the basis of the process model given in Figure 2, and the
resulting WF-net N∥.

When the original α-algorithm is applied on this weakly complete log Lw, the
model shown in Figure 4 is obtained.

Due to the lack of elements of relations: b > d, b > e, b > g, c > b, d > b,
e > b and f > b, Alpha Miner was unable to detect that the activity b is parallel
to the activities c, d, e, f and g. Due to the lack of elements of relations: f > b,
f > c, f > d, f > e, c > f and d > f , Alpha Miner was unable to detect that the
activity f is parallel to the activities b, c, d and e. Due to the lack of elements of
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Figure 4. The result of the application of Alpha Miner to the weakly complete log Lw

relations: c > b, c > f , c > g and f > c, Alpha Miner was unable to detect that
the activity c is parallel to the activities b, f and g. Due to the lack of elements of
relations: b > g, c > g, d > g, e > g, g > d and g > e, Alpha Miner was unable to
detect that the activity g is parallel to the activities b, c, d and e. For these reasons,
the model obtained by Alpha Miner is so complex and different from the original
network.

The Appendix 2 which is located at address [27] presents the results of the
application of the available plug-ins for several other algorithms on the same given
weakly complete log Lw: Alpha++ Miner, Heuristics Miner, Fuzzy Miner, Genetic
Miner, ILP Miner, Mine transition system and Inductive Miner. As it can be seen
from [27, Appendix 2], neither of the selected algorithms have succeeded to rediscover
the original model from the given weakly complete log Lw. On the contrary, in most
cases, the rediscovered models were rather complex and very far from the original
model. We also give our opinion about the reasons of the inability to rediscover the
original model for these algorithms.

5 EXPERIMENTAL ANALYSIS

Our experimental analysis was performed on real examples, where the size of min-
imal complete, minimal causaly complete and minimal weakly complete logs were
compared. In order to achieve this within the existing ProM framework [21], an-
other plug-in has been developed Alpha∥-algorithm – minimal logs from complete
log which, from the given complete log extracts complete, causally complete and
weakly complete logs with minimal possible number of traces, comparing their size
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(Figure 5). The program code of the plug-in is located in a separate, new pack-
age, alpha parallel algorithm minimal logs from complete log, and is located at ad-
dress [27].

Figure 5. View of the ProM framework with an active plug-in Alpha∥-algorithm – minimal
logs from complete log

5.1 Procedure for Carrying Out Experimental Analysis

We will show the procedure that has been done in the experimental analysis in the
example which model is shown in Figure 2. Let us observe the L event log with
records obtained after several executions of the process in Figure 2.

L = [⟨a, b, c, d, e, f, g, h⟩, ⟨a, f, g, b, c, e, d, h⟩, ⟨a, c, d, e, f, g, b, h⟩,

⟨a, b, f, g, c, d, e, h⟩, ⟨a, c, b, d, e, f, g, h⟩, ⟨a, c, b, e, d, f, g, h⟩,

⟨a, f, b, g, c, d, e, h⟩, ⟨a, c, f, b, g, e, d, h⟩, ⟨a, f, c, g, b, e, d, h⟩,

⟨a, f, g, c, d, b, e, h⟩, ⟨a, b, f, c, d, g, e, h⟩, ⟨a, c, e, b, d, f, g, h⟩,

⟨a, b, c, f, e, g, d, h⟩, ⟨a, c, f, d, g, e, b, h⟩].

Only a variety of traces are displayed in the log, with no indication of the number
of their occurrences, since the frequency of their occurrence is not relevant to this
research. The log L has 14 traces and fulfils the conditions of completeness [2, 3]
for the model in Figure 2.

When an active plug-in: Alpha||-algorithm – minimal logs from complete log
(Figure 5), is started on the imported log L, we get the size and the appearance
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of the minimal complete event log (has 14 traces), minimal causaly complete event
log (has 6 traces) and minimal weakly complete event log (has two traces). The
procedure shown is applied to all selected examples used in experimental analy-
sis.

The experimental analysis was performed on a sample of 100 real examples
obtained by arbitrary manual search of the Internet and selecting publicly avail-
able models of business processes, which fulfill our conditions of block-structured
models of parallel processes9. The considered examples with their .xes files com-
plete, causaly complete and weakly complete logs can be found at the address given
in [27].

Some characteristics that reflect the network structure and size of the analysed
examples are given in Tables 2 and 3 in [5]. These characteristics are expressed
by the total number of activities in the network and a number of branches in the
network. As with block-structured parallel processes there is one input and one
output [5, 25] and it can be presented by the structure of the tree, by “branch” we
meant a direct route from the entrance to the exit of the network.

5.2 Analysis Results

Table 2 presents results of the performed comparative analysis of the minimal size
of complete, causaly complete and weakly complete logs, needed for discovering
original networks of the considered examples.

For easier understanding of Tables 2 and 3 as well as Figures 6, 7 and 8, the
following notations are used:

• Nmcl denotes the number of traces in minimal complete logs,

• Nmccl denotes the number of traces in minimal causaly complete logs,

• Nmwcl denotes the number of traces in minimal weakly complete logs,

• Na denotes the total number of activities in parallel branches,

• Nb denotes the number of parallel branches in the network.

The performed experimental analysis has shown that the size of weakly complete
logs from which the original networks of the observed parallel business processes
can be discovered are lower, or (in the worst case) equal to the size of complete and
causaly complete logs.

From Table 2 it can be seen that in 99 examples (from the examined 100 exam-
ples), the size of the minimal weakly complete logs is less than the size of minimal
complete logs is lower than the size of minimal complete by an average of 52.74%,
while in one example only their values are equal. Besides that, Table 2 also shows
that the size of the minimal weakly complete logs in the observed examples is only
2 or 3 traces.

9 The models were found by searching the Web for the keywords: block-structured
parallel process, parallel business process, activity diagram, BPMN diagrams etc.
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N Number of Traces Nmwcl Less Nmwcl Less
in Logs Than Nmcl Than Nmccl

Nmcl Nmccl Nmwcl % %

1 2 2 2 0.00 0.00
12 3 2 2 33.33 0.00
13 4 2 2 50.00 0.00
39 4 3 2 50.00 33.33
1 4 3 3 25.00 0.00
5 5 2 2 60.00 0.00
6 5 3 2 60.00 33.33
3 5 4 2 60.00 50.00
4 6 2 2 66.67 0.00
3 6 3 2 66.67 33.33
1 6 5 2 66.67 60.00
3 7 3 2 71.43 33.33
3 8 4 2 75.00 50.00
1 9 4 2 77.78 50.00
1 9 4 3 66.67 25.00
2 10 3 3 70.00 0.00
1 10 5 3 70.00 40.00
1 11 3 2 81.82 33.33

Total On average less by
100 52.742% 22.08%

Table 2. Results of the comparative analysis of the minimal size of complete, causaly
complete and weakly complete logs

It can also be seen from Table 2 that the minimal weakly complete event logs
are in average smaller than the minimal causaly complete logs by 22.08%, observed
in a sample of 100 examples. In none of the observed examples the number of traces
in the minimal causally complete event log is lower than the number of traces in the
minimal weakly complete log.

In order to confirm that the hypothesis that the size of weakly complete logs is
lower than the size of complete logs and causaly complete logs is statistically relevant,
we have applied the Wilcoxon-Mann-Whitney rank-sum nonparametric test [28] on
the results from Table 2.

5.2.1 Proof of the Hypothesis That the Minimal Weakly Complete Event
Logs Are Smaller Than the Minimal Complete Event Logs

If we denote: X = size of minimal weakly complete logs, and Y1 = size of min-
imal complete logs, it is needed to test the null hypothesis that distributions of
these two marks (labels) are equal, i.e., H0 : FX = FY 1, against the alternative
hypothesis H1: “The size of minimal weakly complete logs X is lower than the size
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of minimal complete logs Y1”. The corresponding critical area C in this case is in
Table 3.

H0 H1 C

FX = FY 1 X is lower than Y1 z0 ≤ −z0.5−α

Table 3.

Applying the Wilcoxon-Mann-Whitney test on the obtained experimental ana-
lysis results, the following values are obtained:

n1 = 100; n2 = 100; n = n1 + n2 = 200;

V = 0; E(V ) = n1n2/2 = 4 900.5;

D(V ) = E(V )(n+ 1)/6 = 162 533.2;

z0 = (V − E(V ))/[D(V )]
1
2 = −12.125.

For the level of significance α = 0.05, the critical area of this test is C =
(−∞,−1.645]. Since the realized value of the test statistic z0 belongs to the critical
area C, the null hypothesis H0 is rejected in favour of alternative hypothesis H1.
In other words, for the level of significance α = 0.05, it can be concluded that the
assertion that the size of minimal weakly complete logs is lower than the size of
minimal complete logs is statistically significant.

5.2.2 Proof of the Hypothesis That the Minimal Weakly Complete Event
Logs Are Smaller Than the Minimal Causally Complete Event Logs

If we denote: X = size of minimal weakly complete logs, and Y2 = size of minimal
causaly complete logs, it is needed to test the null hypothesis that distributions of
these two marks (labels) are equal, i.e., H0 : FX = FY 2, against the alternative
hypothesis H1: “The size of minimal weakly complete logs X is lower than the size
of minimal causaly complete logs Y2”. The corresponding critical area C in this case
is in Table 4.

H0 H1 C

FX = FY 2 X is lower than Y2 z0 ≤ −z0.5−α

Table 4.

Applying the Wilcoxon-Mann-Whitney test on the obtained experimental ana-
lysis results, the following values are obtained:

n1 = 100; n2 = 100; n = n1 + n2 = 200;

V = 35 + 35 + 35 + 35 + 35 = 175; E(V ) = n1n2/2 = 5 000;
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D(V ) = E(V )(n+ 1)/6 = 167 500;

z0 = (V − E(V ))/[D(V )]
1
2 = −11.789.

For the level of significance α = 0.05, the critical area of this test is C =
(−∞,−1.645]. Since the realized value of the test statistic z0 belongs to the critical
area C, the null hypothesis H0 is rejected in favour of alternative hypothesis H1.
In other words, for the level of significance α = 0.05, it can be concluded that the
assertion that the size of minimal weakly complete logs is lower than the size of
minimal causaly complete logs is statistically significant.

5.2.3 Influence of the Structure of Networks on the Event Log Size

Observing the structure of networks in the considered examples, the experimental
analysis has shown that the size of the event log, from which the original networks
can be discovered, can depend on the number of parallel branches in the network,
as well as on the total number of activities in mutually parallel branches.

In Table 3 the results of the performed experimental analysis are presented, in
which considered examples are grouped according to the total number of activities in
parallel branches and the number of parallel branches in the network. Considering
such groups of examples, sizes minimal complete, minimal causaly complete and
minimal weakly complete logs are presented, as well as the difference between them,
and the difference between the total number of activities in parallel branches and
the number of parallel branches in the network.

From Figure 6 (and from Table 3) it can be seen that the size of minimal
complete logs is proportional to the total number of activities in mutually parallel
branches. It can also be seen that the number of activities in parallel branches
does not affect the size of minimal causaly complete and minimal weakly complete
logs.

From Figure 7 (and from Table 3) it can be seen that the number of parallel
branches in the network does not affect the size of minimal complete and minimal
weakly complete event logs. It can also be seen that the size of minimal causaly
complete logs is proportional (nearly equal) to the total number of parallel branches
in the network.

From Figure 8 (and from Table 3) it can be seen that the difference between the
size of the minimal complete logs and the size of the minimal weakly complete logs,
expressed in the number of traces, is proportional to the difference between the total
number of activities in parallel branches and the number of parallel branches in the
network. The difference between the total number of activities in parallel branches
and the number of parallel branches in the network does not affect the relationship
between the sizes of the minimal causaly complete and minimal weakly complete
event logs.
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N Na Nb Na −Nb Nmcl Nmccl Nmwcl Nmcl −Nmwcl Nmccl −Nmwcl

1 2 2 0 2 2 2 0 0
12 3 2 1 3 2 2 1 0
39 3 3 0 4 3 2 2 1
13 4 2 2 4 2 2 2 0
1 4 3 1 4 3 2 2 1
3 4 3 1 5 3 2 3 1
1 4 3 1 6 3 2 4 1
2 4 4 0 5 4 2 3 2
4 5 2 3 5 2 2 3 0
1 5 3 2 5 2 2 3 0
3 5 3 2 5 3 2 3 1
1 5 3 2 5 4 2 3 2
1 5 5 0 6 5 2 4 3
4 6 2 4 6 2 2 4 0
2 6 3 3 6 3 2 4 1
1 6 3 3 7 3 2 5 1
1 6 4 2 8 4 2 6 2
2 7 3 4 7 3 2 5 1
2 7 4 3 8 4 2 6 2
1 8 4 4 9 4 2 7 2
2 8 3 5 10 3 3 7 0
1 8 4 4 9 4 3 6 1
1 9 4 5 9 4 3 6 1
1 9 5 4 10 5 3 7 2
1 10 3 7 11 3 2 9 1

Table 5. The influence of the number of parallel branches in the network and the total
number of activities in each parallel branch on the event log size

6 CONCLUSIONS

The examples show that with our modification of the PM discovering technique,
we are able to reduce the problem of completeness of logs in parallel processes
that occur in the basic α algorithm. That way, we can improve the efficiency of
obtaining a block-structured process model, with the meaning that our algorithm
can guarantee the discovery of the original model from significantly smaller logs,
which do not satisfy the condition of completeness. For that reason, we first defined
the causally complete logs [5] and then the weakly complete logs presented in this
paper.

The contribution that we have made with the paper goes in two directions.
The first is that by defining a new type of event logs – weakly complete event
logs, we have made an improvement with regards to overcoming of the conditions
of completeness and causall completeness. The weakly complete logs were cre-
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Figure 6. The relation between Nmcl, Nmccl, Nmwcl and Na

ated as a consequence of our efforts to improve the properties of causally com-
plete logs, primarily in terms of their size. The detailed experimental analysis
presented in this paper has just shown that such an improvement has been real-
ized.

Comparative analysis of the results showed that weakly complete event logs can
be significantly smaller than both complete and causally complete event logs by the
number of traces from which the process model can be discovered.

Figure 7. The relation between Nmcl, Nmccl, Nmwcl and Nb
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Figure 8. The relation between differences: Nmcl −Nmwcl, Nmccl −Nmwcl and Na −Nb

The other contribution of defining weakly complete event logs presented in this
paper is that they enabled the interactive generation of parallel business process
models by demonstration, which was our primary goal. To accomplish our goal,
a graphical user interface (GUI) was created, through which the user demonstrates
different scenarios of process execution. The graphical user interface that we created
is a tool that visually shows steps of α||-algorithm. Such tool could serve as a learn-
ing tool and playground for those who want to learn more about how the much
better known and more general α-algorithm, which is based on the same principles,
functions.

Our assumptions and preconditions for process models (that have to be block-
structured parallel models), to which our algorithm and technique are applicable,
may look as a serious restriction. However, our solution still covers a respectably
wide subclass of process models and represents a first step in a more ambitious
attempt to solve the very serious problem of log completeness. In our future research,
we will try to expand our work to other categories of processes.
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(Eds.): Application and Theory of Petri Nets 1997 (ICATPN 1997). Springer, Berlin,
Heidelberg, Lecture Notes in Computer Science, Vol. 1248, 1997, pp. 407–426, doi:
10.1007/3-540-63139-9 48.
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1 INTRODUCTION

Formal context is a simple data structure, which is defined as a triple (G,M, I)
where G is a set of objects, M is a set of attributes, and I ⊆ G×M . If (g,m) ∈ I
where g ∈ G and m ∈ M then (g,m) is read as “object g has attribute m” [1, 2].
Figure 1 is an example of formal context represented by a cross table. The formal
context is about small natural number. In the formal context,

G = {1, 2, . . . , 10},

M = {odd , even, greater than 2, greater than 5, prime, square}.
o
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1 × ×
2 × ×
3 × × ×
4 × × ×
5 × × ×
6 × × ×
7 × × × ×
8 × × ×
9 × × × ×
10 × × ×

Figure 1. Formal context of small natural number

Formal context is also able to represent a data table (relational data). A data
table will be represented by many-valued context. By scaling, the many-valued
context will be transformed into a one-valued context [1, 2, 3]. The one-valued
context is called a derived context. In this form, the many-valued context will be
analyzed.

Formal Concept Analysis (FCA) is a study to extract knowledge from the formal
context. The study is useful in knowledge discovery of data. Three forms of know-
ledge discovery offered by FCA are clusters (which are called formal concepts), data
dependencies (which are called attribute implications), and visualization of formal
concepts by single hierarchical diagram (which is called concept lattice) [4]. Many
researches are conducted in application of formal concepts analysis to knowledge
discovery [5, 6, 7, 8, 9, 10, 11].
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An attribute implication of formal context (G,M, I) is an implication in a form
A → B where A,B ⊆ M . The attribute implication means that all objects which
have all attributes in A also have all attributes in B. It holds in the formal context
(G,M, I) if it holds in each object g ∈ G. These following attribute implications
hold in the formal context in Figure 1:

1. {even, square} ⇒ {greater than 2},
2. {prime, greater than 2} ⇒ {odd},
3. {prime, greater than 5} ⇒ {odd}.

A set of attribute implications is an implicational base of a formal context (G,M, I)
if the attribute implications are sound, complete, and non-redundant with respect
to the formal context [2]. There are some algorithms to generate an implicational
base.

However, regarding the implicational base, sometimes there are attribute impli-
cations which are already known or can be inferred from other attribute implications
together with our existing knowledge. We call the existing knowledge as background
knowledge. This following simple example illustrates the problem. Recall the formal
context in Figure 1. From our knowledge, regarding the formal context we already
know that:

1. Every odd number is not even, and every even number is not odd.

2. Every number which is greater than 5 is also greater than 2.

Recall also the three attribute implications holding in the formal context. If we
consider the second knowledge, the third attribute implication can be inferred from
the first attribute implication together with this knowledge.

An attribute implication could be inferred from other attribute implications with
backgroud knowledge considered unimportant knowledge or redundant. Therefore,
the attribute implication could be ignored. Ignoring an attribute implication will
also reduce the size of knowledge extracted from a formal context to obtain only the
important knowledge.

Reducing size of knowledge extracted from a formal context is also a recent
issue in this research area because the size is sometime very large. The research
in [12] reduced the size by congruent relations whereas in [13] by block relations.
A research in [14] summarized this issue and classified all recent techniques in reduc-
ing the size of knowledge of concept lattice into 3: redundant information removal,
simplification, and selection.

Our research could be considered as another technique in redundant information
removal. The redundant information means attribute implications which could be
inferred from other atribute implications using background knowledge.

Some recent researches in knowledge discovery and data mining had considered
background knowledge to ignore or eliminate extracted knowledge which could be
inferred using the background knowledge [15, 16, 17, 18, 19, 20]. The inferred
exctracted knowledge is also called redundant knowledge. The redundant knowledge
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have to be eliminated since it becomes a handicap and harder for using it in decision
making [15, 17, 20, 21].

Regarding to a formal context, the background knowledge relating with formal
context exists. A kind of the background knowledge exists in analysis of many-
valued context. As stated earlier, a many-value context has to be transformed
into a derived context before being analyzed. The transformation process is called
scaling. The scaling needs some scales which are one-valued contexts. A scale can be
considered as interpretation of attribute values in the many-valued context. Thus,
the scales are representations of prior knowledge to the interpretation. Therefore
the scales contain some information which can be seen as background knowledge.
Interestingly, many sets of data are in the form of many-valued context [8, 9, 10, 11,
22, 23, 24, 25, 26, 27, 28, 29].

Another kind of background knowledge is from our prior knowledge. The kind
of background knowledge exists and some researches used it for formal concept
analysis [4, 12, 13, 30, 31, 32, 33]. Some of the researches used such background
knowledge to remove or reject some extracted knowledges which are incompatible
with it [4, 30, 31, 32, 33] where the extracted knowledge is in the form of attribute
implications [4, 30] and concepts [31, 32, 33]. The other researches used such back-
ground knowledge to reduce the size of extracted knowledge in the form of concept
lattice [12, 13].

To know whether an attribute implication of implicational base can be inferred
from some other attribute implications using some background knowledge is a hard
problem. However, it probably can be solved using SAT approach. The problem
will be encoded into SAT Problem and solved by SAT Solver.

SAT Problem (satisfiability problem) is to determine whether a given proposi-
tional formula is satisfiable or not. If it is not, we say that the propositional formula
is unsatisfiable. A propositional formula is satisfiable if there is an assignment for
all propositonal variables in that formula where the assignment makes the evalu-
ation of the formula to true value. If there is no such assignment, the formula is
unsatisfiable [34, 35, 36].

Some algorithms have been developed to solve the SAT Problem and imple-
mented in SAT Solver software. The algorithm which is implemented in many
modern SAT Solvers is DPLL algorithm [37, 38, 39]. The DPLL algorithm is a
backtracking-based algorithm for deciding the satisfiability of propositional formula
in conjunctive normal form. It was introduced in 1962 by Martin Davis, Hilary
Putnam, George Logemann and Donald W. Loveland [38] and is a refinement of the
earlier Davis-Putnam algorithm, which is a resolution-based procedure developed
by Davis and Putnam in 1960 [37].

The recent SAT Solvers are able to solve a propositional formula in millions
number of both clauses and variables in reasonable time. It gives a chance to make
SAT applicable in real world. Therefore, the current researches in the SAT area are
not only focusing in the algorithm [40, 41] and solver [42, 43, 44, 45, 46] but also
application of SAT [47].
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This paper introduces non-redundant implicational base using scales as back-
ground knowledge in many-valued context, models the problem, and formalizes it
in the satisfiability problem.

2 FOUNDATIONS

2.1 Formal Context

Definition 1 (Formal Context). A formal context (G,M, I) consists of two non-
empty sets G and M , and a relation I ⊆ G×M . We call the set G a set of objects,
whereas the set M a set of attributes. For g ∈ G and m ∈M , (g,m) ∈ I or gIm is
read as the object g has the attribute m [1].

A cross table can represent a formal context. The rows of the cross table rep-
resent the objects, and the columns represent the attributes. The headers of the
rows are object names, whereas the headers of the columns are attribute names. If
an object g has an attribute m, then we cross the table in row g and column m.
Figure 1 is a formal context in the cross table.

Definition 2 (Derivation Operator). If A ⊆ G is a set of objects, then we define [1]:

AI = {m | (g,m) ∈ I for all g ∈ A}. (1)

Reversely, if B ⊆M is a set of attributes, then we define:

BI = {g | (g,m) ∈ I for all m ∈ B}. (2)

Notation AII refers to (AI)I .

2.2 Attribute Implication

Let M a set of attributes in (G,M, I). A ⇒ B where A,B ⊆ M is an attribute
implication over the formal context. The attribute implication holds in the formal
context if each object of the formal context respects the attribute implication. An
object g ∈ G respects the attribute implication iff its attributes set is a model of
the implication [2].

Definition 3 (Model of Attribute Implication). Let A,B, T ⊆ M . T is a model
of attribute implication A⇒ B iff A ⊈ T or B ⊆ T [2].

Definition 4 (Respecting Object). An object g ∈ G respects to A ⇒ B over
(G,M, I) iff {g}I is a model of the attribute implication. An object g ∈ G respects
to a set L of attribute implications iff g respects all attribute implications in L [2].

Definition 5 (Holding Attribute Implication). An attribute implication A ⇒ B
holds in a formal context (G,M, I) iff all g ∈ G respect the attribute implication.
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Algorithm: Implicational Base
Input : A formal context (G,M,I)
Output: The implicational base, L
begin
X ← ∅
L ← ∅
repeat
if (X ̸= XII) then
L ← L ∪ {X ⇒ XII/X}

X ← Next Closure(X) from L
until (X = M)
return L

end

Figure 2. Implicational Base algorithm [1, 2]

A set L of attribute implications holds in a formal context (G,M, I) iff all attribute
implications in L holds in (G,M, I) [2].

Definition 6 (Inference). An implication A⇒ B can be inferred from L, denoted
by [2]

L ⊨ A⇒ B (3)

iff all models of L are also models of A⇒ B.

Definition 7 (Implicational Base). A set L of attribute implications is an impli-
cational base of a formal context, if the followings hold [2]:

• Sound, if L holds in the formal context.

• Complete, if the following holds. If there is an attribute implication which
holds in the formal context, it can be inferred from L.

• Non-redundant, if there is no attribute implication in L that can be inferred
from the others.

Figure 2 shows an algorithm to generate an implicational base of a formal con-
text. Next Closure(X) from L is the lexically smallest model of L which is lexi-
cally larger than X. Let A,B ⊆ M = {m1,m2, . . . ,mn} and m1 < m2 < · · · < mn.
We define A < B, which means “A smaller than B” or “B larger than A”, iff A <i B,
which is defined as follows, there is i such that

• i /∈ A and i ∈ B, and

• for all j < i, j ∈ A iff j ∈ B.

Example 1. Recall a formal context in Figure 1. The implicational base of the
formal context generated by algorithm in Figure 2 contains the following attribute
implications:



374 T. Hidayat, A. Ahmad, M. Ishak bin Desa

• {greater than 5} ⇒ {greater than 2},
• {greater than 2, prime} ⇒ {odd},
• {greater than 2, greater than 5, square} ⇒ {odd},
• {odd , prime} ⇒ {greater than 2},
• {odd , even} ⇒ {greaterthan 2, greaterthan 5, prime, square}.

2.3 Attribute Implication of Many-Valued Context

Definition 8 (Many-valued Context). Amany-valued context (G,M,W, I) con-
sists of a set of objects G, a set of attributes M , a set of attribute values W , and
a ternary relation I ⊆ G ×M × W where (g,m,w) ∈ I and (g,m, v) ∈ I imply
w = v [2, 3].

In the attribute exploration of a many-valued context, we have to transform the
many-valued context into one-valued context. The transformation is called scaling.
In the scaling, we need some scales, which are also formal contexts [2].

Definition 9 (Scale). A scale for attribute m ∈ M of a many-valued context
(G,M,W, I) is a one-valued context Sm = (Gm,Mm, Im) with {w | (g,m,w) ∈
I and g ∈ G} ⊆ Gm [2].

Final Written Practical
1 Pass Pass Pass
2 Fail Pass Fail
3 Fail Fail Pass
4 Fail Fail Fail

Figure 3. Many-valued context
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Figure 4. Scales for attributes: Final, Written, and Practical, respectively
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Definition 10 (Derived Context). The derived context in scaling of the many-
valued context (G,M,W, I) and scales Sm for all m ∈ M is the context (G,N, J)
where

N =
⋃

m∈M

Mm (4)

and for g ∈ G and n ∈ N , (g, n) ∈ J iff (m, g, w) ∈ I and (w, n) ∈ Im [2].

Example 2. Figure 3 is an example of a many-valued context with

M = {Final ,Written,Practical}.

The many-valued context shows all possible results of driving test. The driving
test consists of two parts which are written and practical part showed by attribute
Written and Practical, respectively. The final result which depends on both test
parts is showed by attribute Final.

By scaling with a formal context in Figure 4 for all attributes in M , we obtain
a derived context in Figure 5.
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Figure 5. The derived context

2.4 SAT Problem

We take some notations from [36, 45] and [48] to formulate the propositional formula
and the SAT problem.

A propositional formula is a logical formula based on proposition. An atomic
(simple) formula consists of a single propositional variable whereas a complex for-
mula is a composition of connectors and propositional variable(s). The connectors
are ∧ (conjunction), ∨ (disjunction), → (implication), ↔, (biimplication), and ¬
(negation).
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Definition 11 (Propositional Formula). A propositional formula F is recursive-
ly defined as follows:

F =

 p,
¬F ′,
F1 ◦ F2, where ◦ ∈ {∧,∨,→,↔},

where

• p is a propositional variable, possibly with indices,

• F1, F2, and F ′ are propositional formulas.

Definition 12 (Interpretation). An interpretation Int is a mapping of proposi-
tional formulas to truth values {⊤, ⊥}.

An interpretation Int will uniquely act on each variable occurring in F . Let p
a propositional variable. Int will be either Int(p) = ⊤ or Int(p) = ⊥. An interpre-
tation Int will be a model of formula F if and only if Int(F ) = ⊤. F is satisfiable
if and only if F has some models, and F is unsatisfiable if and only if F has no
models.

Given a propositional formula F , the goal of the SAT Problem is to determine
whether the formula F is satisfiable or unsatisfiable.

3 BACKGROUND KNOWLEDGE IN MANY-VALUED CONTEXT

3.1 Background-Inferring Problem

Given an attribute implication which holds in a derived context, the question is
whether the attribute implication can be implied by the other attribute implications,
which also hold in the derived context, together with information in its scales.

Definition 13 (Background-inferring Problem). Scales can be considered as inter-
pretations of values in a many-valued context. Those are already some existing
knowledges which are used to derive the many-valued context to obtained a derived
one-valued context. The implicational base algorithm in Figure 2 does not con-
sidered the existing knowledge. The following shows that an attribute implication
probably can be inferred from some others attribute implications in the impliational
base together with the knowledge in those scales.

Let L a set of attributes implications which hold in the derived context from
a many-valued context (G,M,W, I) and scales Sm for all m ∈ M , H knowledge
represents the scales, and A ⇒ B an attribute implication which also holds in the
derived context. The background-inferring problem is whether:

(L ∪H) implies A⇒ B. (5)
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It means that all models of L and H are also models of A ⇒ B. Since a scale
Sm = (Gm,Mm, Im) consists of all possible combination values of attributes in Mm,
a model T of L is also a model of H iff for each Sm, T is compatible with Sm. T is
compatible with Sm iff there is g ∈ Gm such that {g}Im ⊆ T [30].

Example 3. These attribute implications hold in the derived context showed in
Figure 5:

• {Practical:Fail} ⇒ {Final:Fail},
• {Written:Fail} ⇒ {Final:Fail},
• {Written:Pass, Practical:Pass} ⇒ {Final:Pass},
• {Final:Fail, Practical:Pass} ⇒ {Written:Fail}.

Let L consist of the three first-attribute-implications and H represent informa-
tion from scales in Figure 4. All models of L containing {Final:Fail, Practical:Pass}
are

• {Final:Fail, Final:Pass, Practical:Pass, Written:Pass}, and
• {Final:Fail, Practical:Pass, Written:Fail}.

Because of the scale of attribute Practical (Figure 4), the first model is not the
model of H. Thus, only the second model is the model of (L∪H). It is also a model
of

• {Final:Fail, Practical:Pass} ⇒ {Written:Fail}.

Therefore, (L ∪H) implies the attribute implication.
For the next examples, we will use the natural numbers 1, 2, . . . to refer attribute

names Final:Pass, Final:Fail, . . . , respectively.

4 BACKGROUND-INFERRING PROBLEM IN SAT

The followings are some corresponding notations between formal context and propo-
sitional formula in this encoding:

• An attribute m ∈M corresponds to a propositional variable pm.

• T ⊆M corresponds to an interpretation IntT . m ∈ T iff IntT (pm) = ⊤.

Proposition 1. Let T,A,B ⊆M . T is a model of A⇒ B iff

IntT

(∧
b∈B

((∧
a∈A

pa

)
→ pb

))
= ⊤.
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Proof.

1. T is a model of A⇒ B. There are two possibilities:

(a) A ⊈ T
↪→ there is c ∈ A, but c /∈ T
↪→ IntT (pc) = ⊥
↪→ IntT

(∧
a∈A pa

)
= ⊥

↪→ For all b ∈ B, IntT
((∧

a∈A pa
)
→ pb

)
= ⊤

↪→ IntT
(∧

b∈B
((∧

a∈A pa
)
→ pb

))
= ⊤

(b) B ⊆ T
↪→ For all b ∈ B, IntT (pb) = ⊤
↪→ For all b ∈ B, IntT

((∧
a∈A pa

)
→ pb

)
= ⊤

↪→ IntT
(∧

b∈B
((∧

a∈A pa
)
→ pb

))
= ⊤

2. IntT
(∧

b∈B
((∧

a∈A pa
)
→ pb

))
= ⊤

↪→ For all b ∈ B, IntT
((∧

a∈A pa
)
→ pb

)
= ⊤

↪→ There are also two possibilities:

(a) For all b ∈ B, IntT (pb) = ⊤
↪→ B ⊆ T
↪→ T is a model of A⇒ B

(b) IntT
(∧

a∈A pa
)
= ⊥

↪→ There is c ∈ A, such that IntT (pc) = ⊥
↪→ There is c ∈ A, but c /∈ T
↪→ A ⊈ T
↪→ T is a model of A⇒ B.

□

From Proposition 1, A⇒ B corresponds to a propositional formula:

∧
b∈B

((∧
a∈A

pa

)
→ pb

)
.

We will use FA⇒B to refer the formula.

Example 4. Recall Example 3. We have the following correspond formulas, re-
spectively:

• p6 → p2,

• p4 → p2,

• (p3 ∧ p5)→ p1,

• (p2 ∧ p5)→ p4.
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Proposition 2. Let Sm = (Gm,Mm, Im) a scale to obtain a derived context (G,N,
J) and T ⊆ N . T is compatible with Sm iff

IntT

 ∨
g∈Gm

 ∧
a∈{g}Im

pa ∧
∧

a∈Mm/{g}Im

¬pa

 = ⊤.

Proof.

1. T is compatible with Sm = (Gm,Mm, Im)
↪→ There is gc ∈ Gm, such that {gc}Im ⊆ T
↪→ IntT (

∧
a∈{gc}Im pa ∧

∧
a∈Mm/{gc}Im ¬pa) = ⊤

↪→ IntT

(∨
g∈Gm

(
∧

a∈{g}Im pa ∧
∧

a∈Mm/{g}Im ¬pa)
)
= ⊤

2. IntT

(∨
g∈Gm

(
∧

a∈{g}Im pa ∧
∧

a∈Mm/{g}Im ¬pa)
)
= ⊤

↪→ There is gc ∈ Gm, such that IntT (
∧

a∈{gc}Im pa ∧
∧

a∈Mm/{gc}Im ¬pa) = ⊤
↪→ {gc}Im ⊆ T
↪→ T is compatible with Sm = (Gm,Mm, Im).

□

From Proposition 2, we know that the information related with a scale Sm =
(Gm,Mm, Im) corresponds to a propositional formula:

∨
g∈Gm

 ∧
a∈{g}Im

pa ∧
∧

a∈Mm/{g}Im

¬pa

 .

We will use Hm to refer the propositional formula which a scale Sm corresponds to.

Example 5. Recall Example 3. From scale of attribute Final, Written, and Prac-
tical in Figure 4, we have the following formulas:

• (p1 ∧ ¬p2) ∨ (¬p1 ∧ p2),

• (p3 ∧ ¬p4) ∨ (¬p3 ∧ p4),

• (p5 ∧ ¬p6) ∨ (¬p5 ∧ p6).

Proposition 3. T is a model of a set of attribute implications L, iff

IntT

( ∧
A⇒B∈L

FA⇒B

)
= ⊤. (6)

Proof. T is a model of L
iff For all A⇒ B ∈ L, T is also a model of A⇒ B
iff For all A⇒ B ∈ L, IntT (FA⇒B) = ⊤ {from Proposition 1}
iff IntT

(∧
A⇒B∈L FA⇒B

)
= ⊤. □
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Proposition 4. T is a model of H, which is information representing scales Sm =
(Gm,Mm, Im) for all m ∈M , iff

IntT

( ∧
m∈M

Hm

)
= ⊤. (7)

Proof. T is a model of H
iff For all m ∈M , T is compatible with Sm = (Gm,Mm, Im)
iff For all m ∈M , IntT (Hm) = ⊤ {from Proposition 2}
iff IntT

(∧
m∈M Hm

)
= ⊤. □

Let FL =
∧

A⇒B∈L FA⇒B and FH =
∧

m∈M Hm. L corresponds to FL, whereas
H corresponds to FH.

Proposition 5. T is a model of (L ∪H) iff IntT (FL ∧ FH) = ⊤.

Proof. T is a model of (L ∪H)
iff T is a model of both L and H
iff IntT (FL) = ⊤ and IntT (FH) = ⊤ {from Proposition 3 and Proposition 4}
iff IntT (FL ∧ FH) = ⊤. □

Proposition 6. (L∪H) does not imply A⇒ B, iff FL∧FH∧¬FA⇒B is satisfiable.

Proof. (L ∪H) does not imply A⇒ B
iff There is T ∈M , T is a model of (L ∪H), but T is not a model of A⇒ B
iff There is T ∈ M , IntT (FL ∧ FH) = ⊤ (Proposition 5) and IntT (FA⇒B) = ⊥
(Proposition 1)
iff There is T ∈M , IntT (FL ∧ FH ∧ ¬FA⇒B) = ⊤
iff FL ∧ FH ∧ ¬FA⇒B is satisfiable. □

Example 6. Recall Example 3, 4, and 5. Let L = {{6} ⇒ {2}, {4} ⇒ {2}, {3, 5} ⇒
{1}} and H information from scales in Figure 4. We want to check whether (L∪H)
does not imply {2, 5} ⇒ {4}. Then, we obtain the following propositional formula:

1. p6 → p2,

2. ∧p4 → p2,

3. ∧(p3 ∧ p5)→ p1,

4. ∧((p1 ∧ ¬p2) ∨ (¬p1 ∧ p2)),

5. ∧((p3 ∧ ¬p4) ∨ (¬p3 ∧ p4)),

6. ∧((p5 ∧ ¬p6) ∨ (¬p5 ∧ p6)),

7. ∧¬((p2 ∧ p5)→ p4).

Let F be the propositional formula. If we consider the conjunct 4 then we only
have two possible interpretations e.g. IntT1 and IntT2 , where:
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• IntT1(p1) = ⊤ and IntT1(p2) = ⊥,
• IntT2(p1) = ⊥ and IntT2(p2) = ⊤.

IntT1(F ) = ⊥ since IntT1(¬((p2 ∧ p5)→ p4)) = ⊥ (conjunct 7).
Whereas IntT2 will be a model of F , if IntT2(p3) = ⊥ or IntT2(p5) = ⊥ because

of conjunct 3. Suppose IntT2(p3) = ⊥. Because of conjunct 5, IntT2(p4) = ⊤. It
makes IntT2 over conjunct 7 be ⊥. Thus, IntT2(F ) = ⊥.

Also IntT2 over conjuct 7 will be ⊥ if IntT2(p5) = ⊥.
We can conclude that neither IntT1 nor IntT2 will be a model of F . Thus, F is

unsatisfiable. Therefore, (L ∪ H) implies {2, 5} ⇒ {4}. It is the same conclusion
obtained in Example 3.

5 CONCLUSION

We showed that some attribute implications in an implicational base of derived
context of many-valued context can be inferred from the many-valued context’s
scales. Even though, the scales are intepretation of some values in the many-valued
context, therefore the scales are an existing knowledge. Some literatures proposed
that knowledge in knowledge discovery from data, an implicational base in case
of a formal context, which can be inferred from existing or background knowledge
should be eliminated. They will be redundant knowledge.

We also formalized a model to check the redundancy in SAT Problem. The
formulation has also been proven.

In the next research we will develop an algorithm to obtain non-redundant im-
plicational base of many-valued context using scales as background knowledge based
on the proposed model. Some experiments with real data also will be conducted
using the algorithm.
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[31] Bělohlávek, R.—Sklenář, V.—Zacpal, J.: Concept Lattices Constrained by
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Abstract. In recent years, the task of human pose estimation has become increas-
ingly important, due to the large scale of usage, including VR applications, as well
as higher-level tasks, such as human behavior understanding. In this paper, we
introduce a novel two-stage deep learning approach named Segmentation-Guided
Pose Estimation (SGPE). The pipeline is based on two neural networks working in
a sequential fashion, while both models effectively process unorganized point clouds
on the input. First, the segmentation network performs a pointwise classification
into the corresponding body regions. In the next step, the point cloud with the
per-point region assignment, forming the fourth input channel, is passed to the re-
gression network. This way, both local and global features of the point cloud are
preserved, helping the model fully maintain the body pose structure. Our strat-
egy achieves competitive results on all of the examined benchmark datasets, and
outperforms state-of-the-art methods.

Keywords: Machine vision, deep learning, neural networks, pose estimation, point
clouds
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1 INTRODUCTION

One of many fields where the neural networks are applicable is the human motion
analysis. Some of the most frequent motion tasks include skeleton tracking, human
motion prediction and pose estimation. The motion tasks using either data-based or

https://doi.org/10.31577/cai_2021_2_387
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physics-based methods still remain a challenge these days. The data-driven methods
rely mostly on motion capture systems, while the physics-based methods depend
on optimization to predict motion. The task of human pose estimation attracts
a lot of attention among deep learning researchers, mainly because of its frequent
usage in virtual and augmented reality, ergonomic body posture analysis, action
recognition, surveillance, human-robot interaction, trajectory prediction or motion-
based human identification. Although a lot has been achieved in the 3D human
pose estimation task, there are still many challenges nowadays, which are not easy
to overcome.

Analyzing previous human pose estimation methods based on deep learning, the
pipeline is usually formed by passing a single 2D image to the network, which directly
regresses the 3D skeletal joint coordinates. Single-person pose estimation forms
a basis for a number of related tasks, such as multi-person pose estimation [3, 18, 28],
pose tracking [38, 40] or video pose estimation [24]. Most of the research is currently
focused on estimating the pose from RGB data [2, 18, 25, 28, 33], mainly due to easily
obtainable data which can be captured using a conventional RGB camera, without
requiring a special hardware setup for recording. On the other hand, methods
processing depth data on the input proved to be beneficial in terms of accuracy, by
providing the additional spatial information.

Since most of the research is currently focused on estimating the pose from
RGB data [5, 17, 18, 20, 23, 28], one of the most critical challenges of pose esti-
mation from 3D input is data availability. To successfully train a neural network
of reasonable size, a large and well labeled dataset is crucial. Currently, there is
a very limited set of publicly available 3D human pose estimation databases. More-
over, even among the available datasets, it is hard to find one that is both large
enough in its scale, and accurate enough to avoid overfitting of the neural model.
There are several large action recognition datasets with motion capture ground
truth, but since providing the exact skeleton joint locations is not their primal
purpose, the ground truth is often not accurate enough for the task of pose estima-
tion. Due to the lack of the accessible depth data, many researchers have recently
used their own recorded depth datasets to evaluate the results of their proposed
method. However, this leads to the fact, that it is difficult to objectively compare
the particular methods, because the recorded databases are often not published. It
is important to mention that recording of a quality depth dataset is not a trivial
task, mainly since the expensive motion capture system is usually required to ob-
tain accurate ground truth labels, which also limits us to indoor scenes. The usual
workaround is to use the Kinect camera for recording, which can also directly ex-
tract the 3D skeleton joint coordinates, even though still working well only in indoor
scenes.

Another issue concerning pose estimation from 3D data is the actual type of 3D
data that is passed as input to the neural network. The most frequent option is to
use depth maps [14, 15, 30, 39], thus encoding the third dimension into the 2D image.
The depth maps are the very dense representation of a human pose, which results in
expensive computations and lowering the time efficiency, while also processing the
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seemingly redundant data. Furthermore, since depth maps are usually treated by
neural networks as 2D images, there arises the same problem as in estimating 3D pose
from RGB data, i.e. the need for highly non-linear operations. Additionally, because
of the projection of an object in 3D space onto a 2D image plane, the actual shape
of the human pose can be distorted in the depth map, which means the network
has to perform the perspective distortion-invariant estimation [21]. In an attempt
to overcome these drawbacks, voxelized grids have been used in several solutions [9,
13, 21] to provide sparser 3D data representation. Despite that, voxels have their
shortcomings, too. First of all, voxels require 3D convolution operations, which
are rather demanding in terms of memory, time, and computing power. Moreover,
the conversion of point clouds or depth maps into the voxelized grids can be time-
consuming itself.

Sparser 3D representations of the human pose, like voxels or point clouds, are
usually employed to perform the classification, segmentation, or related tasks. They
are rarely used in pose estimation, mainly because the common 2D convolutions
cannot be used on this type of data in the same way as on RGB or depth im-
ages. Treating point clouds as unorganized sets of points, this type of data can
be processed inside the network either by extracting features for each point sepa-
rately, which yields exclusively local information, or by aggregating the features of
all points, which gives us global information about the whole point cloud. Alterna-
tively, the data can be clustered in particular point sets, which are treated as local
regions [37]. While in the classification tasks, the global features are those needed
to predict the correct class scores, both local and global information is essential in
pose estimation task. Hence, the main issue with performing local context-driven
tasks on point clouds is often related to poor propagation of local features inside
the network.

Our work solves the task of single-person human pose estimation from depth
data using a novel two-stage deep learning method called Segmentation-Guided
Pose Estimation (SGPE). To avoid the projection of 3D human pose to 2D image
space, we employ unorganized and unordered point clouds on the input to compute
3D skeletal joint coordinates as a result. We enhance the local and global feature
propagation by performing an auxiliary semantic segmentation into the body re-
gions. First, a corresponding body region is assigned to each point of the point
cloud in a segmentation stage. To enable the network to fully perceive the data in
its local as well as global context, we also make use of the intermediate concatena-
tion of pointwise and aggregated features inside the model. Second, the input point
cloud containing the point coordinates is concatenated with the per-point body re-
gion labels, adding the fourth channel to the data. Afterwards, the four-channel
point clouds are fed into the regression model, which is where the resulting joint
coordinates are estimated as an output. The main contributions of this work can
be summarized as follows.

• We cope with the excessive number of network parameters and computational
cost by processing depth data in a form of sparse unordered point clouds, instead
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of the commonly used depth maps. This way, we also avoid the need for the
model to perform a distortion-invariant estimation.

• Our two-stage pipeline deals with the issues related to poor propagation of
local context through the networks, by concatenation of features extracted in
intermediate layers before and after pooling aggregation, and by incorporating
residual connections in-between the layers. Thus, we improve the gradient flow
inside the models. Furthermore, to increase the accuracy of estimated joint
coordinates, we augment the initial 3D point clouds with a per-point body region
segmentation predicted in the first stage of the pipeline.

• To evaluate our approach, we conduct experiments on a number of depth-based
human pose benchmark datasets, including both synthetic and real data. Our
strategy achieves competitive results on all of the examined datasets, and out-
performs state-of-the-art methods.

2 RELATED WORK

Nowadays, neural networks are widely used in the field of image processing, pat-
tern recognition, human movement analysis and many more. There are numerous
types of tasks concerning human movement analysis, where the neural networks
proved to be beneficial, e.g. action recognition [36], action classification, body-
movement-based human identification, pose estimation etc. Focusing on the pose
estimation task, there have been many different methods and approaches presented
in recent years. Based on the type of the input data, the studies can be divided
into approaches inferring from two-dimensional data (RGB images) [5, 17, 18, 20,
23, 28, 33, 42], and three-dimensional data (depth maps, point clouds, voxelized
grids etc.) [1, 6, 7, 8, 11, 15, 21, 31, 32, 39, 41]. The two-dimensional approaches
are far more usable and easily accessible in real-time applications, being able to
run without any special devices, using only the RGB camera. On the other hand,
the regression of 3D joint positions from 2D input data requires highly non-linear
operations, which can lead to many difficulties in the learning procedure. The
three-dimensional approaches provide the additional depth information, which can
significantly simplify the task for the network, and thus improve the estimation
accuracy.

2.1 Human Pose Estimation from RGB Data

We can divide studies working with the RGB input data in two main groups based
on whether they directly regress the 3D pose coordinates [16, 34] or use the 2D pose
to infer the 3D pose [4, 17, 19, 20, 28]. Among those employing the 2D pose, many
approaches make use of lifting the estimated 2D pose to 3D [4, 10, 16, 22] by direct
regression, database matching etc.

One of the first real-time approaches was proposed by Mehta et al. [20]. They
introduced a system to obtain real-time full global 3D skeletal pose, combining
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a pose regressor based on convolutional neural network with kinematic skeleton
fitting. They parametrized each 3D skeletal joint by a confidence heatmap and
three location maps, one for each axis. However, the stated model was unable to
handle occlusions. Thus, they removed the restrictions in the follow-up work [18],
where the model is also extended to capture multiple people in the scene by a single
RGB camera. Unlike the previous work, the model outputs full skeletal pose in joint
angles and global body positions of a coherent skeleton in real-time.

2.2 Depth-Based Human Pose Estimation

The depth data used as the input to the neural networks comes in various forms.
Most frequently, the 3D input data is in a form of a depth map (RGB-D image).
Depth maps are actually encoding 3D space into 2D image, where the value at
each pixel position represents the corresponding depth value (third axis coordinate).
Marin-Jimenez et al. [15] proposed a technique where the final estimated pose is
computed as the weighted sum of the predefined set of prototype poses. The weights
corresponding to the prototypes are directly regressed from input depth maps by
a convolutional neural network. The stated approach is an example of a single-stage
method.

The two-stage methods generally consists of the segmentation stage and the
regression stage. First, the input data is segmented to the corresponding body-parts.
Then, the segmented input data is used to infer 3D joint coordinates. An example
of a two-stage method was proposed by Shafaei and Little [31]. They treat the
problem of 3D pose estimation from depth data through a two-stage pipeline, where
in the first stage the body parts are identified in the input depth maps by a dense
classifier. In the second stage, all camera views are merged, and a set of statistics
concerning a created unified 3D point cloud is collected and passed as features to
a linear regressor to compute 3D body joint locations.

Aside from depth maps, some of the methods make use of the voxelized grids,
made by discretizing a given point cloud in a predefined set of values. However,
voxels require use of three-dimensional convolutions, which makes operations with
them very time-consuming and computationally expensive. V2V PoseNet [21] oper-
ates with this kind of data and regresses joint locations with 3D CNN-autoencoders.
They first use 3D CNN encoder and decoder to estimate per-voxel likelihood of each
skeleton joint from voxelized input. Afterwards, they refine the target object lo-
calization with a 2D CNN which takes a cropped depth map and output an offset
from its reference point to the center of ground truth joint positions. This way, they
obtain an accurate reference point.

2.3 Point Cloud Input Data

As an alternative to depth images or voxels, there are several networks proposed
which work directly with unordered point clouds as input data, yet implement the
convolution operations on the point clouds without using computationally expensive
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3D convolutions. Some of the methods decided to use shared multi-layer percep-
trons and max-pooling layers to obtain the features of a point cloud. Although
they manage to extract global features, since the max-pooling layers are applied
on the whole set of points, it is hard to capture the local context. Qi et al. [26]
proposed a classification and segmentation model called PointNet, where they in-
tend to incorporate the local features by an aggregation of the intermediate out-
puts from the classification network, before and after max-pooling. Afterwards,
they fed the aggregated local and global features into the segmentation network.
Later, Qi et al. [27] introduced PointNet++ model, which has similar key struc-
ture as the previous PointNet, but it improves the model by utilizing a hierar-
chical structure, similar to the one used in image processing convolutional neural
networks. It recursively applies PointNet on a nested partitioning of the input
point cloud, starting from small local patches and gradually extending to bigger
regions.

In another study, Wu et al. [37] presented a new convolution operation called
PointConv, which can be applied on unordered and irregular point clouds. They
treat convolution kernels as nonlinear weight and density functions of the local coor-
dinates of 3D points. The weight functions are learned with multi-layer perceptron
networks and density functions through kernel density estimation. Such learned ker-
nels can be used for translation-invariant and permutation-invariant convolutions on
any 3D point set.

It is worth mentioning, that all of the stated methods processing unordered
point clouds perform object classification or segmentation task, which is not an aim
of this work. Concerning pose estimation task, Ali [1] introduced a novel one-
stage approach in his thesis, called Point-Based Pose Estimation (PBPE), using
point clouds directly as input data to the model which outputs 3D skeleton joint
coordinates. He concludes, that since point clouds are able to provide sparser rep-
resentation of the human body, compared to depth maps, the operations on them
would be much easier, and thus, the computational complexity would be reduced.
The inspiration for the model was in the PointNet architecture. Besides the pro-
posed PBPE model, the contribution of his work also consists of the refinement of
several two-stage methods by using an automatic annotation mechanism for labeling
body regions in real data. Next, the study presents the benefits of fusion of the real
training data and more complex synthetic training data. The poses in the synthetic
dataset are much more varied, so by adding certain amount of the synthetic data to
the real dataset during the training phase, they extend the diversity of the training
set. As a result, the model is able to generalize better. On the other hand, the
synthetic data is also useful for pre-training a model, reducing the computational
cost and time of the real data annotation. Thus, such pre-trained model can be
fine-tuned on a relatively small part of the real dataset, yet achieving reasonable
results.

As a part of our previous research, we re-implemented the method from [1],
while slightly modifying the model architecture to improve the final estimations.
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We enhanced the part of the network which extracts local features of the input
point cloud, and reduced the amount of batch normalization in the model.

In this paper, we solve the problem of depth-based human pose estimation
using unordered point clouds as the input data type. However, unlike the pre-
vious approaches processing point clouds, our pipeline works in two subsequent
stages, instead of a direct regression, to effectively merge both local and global
features of the data without losing any contextual information. Thus, the re-
sulting pose coordinates can be regressed from a point cloud enhanced by addi-
tional regional information, helping the network fully maintain the body pose struc-
ture.

3 OVERVIEW

We introduce the Segmentation-Guided Pose Estimation (SGPE) – a two-stage
pipeline which takes a point cloud as an input, and outputs the 3D coordinates
of the estimated skeletal joint positions. Incorporating the idea of handling unor-
ganized and permutation-invariant point clouds, both stages of the pipeline are
based on pseudo-convolutions, which operate in the filter dimension. The first
stage of our pipeline involves a segmentation network, which classifies the points
representing a human pose into the corresponding body regions. In the second
stage, the original input point cloud containing the point coordinates is concate-
nated with the output regions from the segmentation network, thus forming a four-
channel point cloud input. Such produced data, conserving together the local as
well as the global information, is then fed into the second model – the regres-
sion network, where the joint coordinates are finally regressed. The architecture of
both networks, as depicted in Figure 1, makes use of residual connections added
to the shared multi-layer perceptron blocks, to strengthen the feature propaga-
tion.

4 SEGMENTATION-GUIDED POSE ESTIMATION

This section describes our proposed method in detail, providing further information
on the training procedures. Our pipeline takes a point cloud on the input, passes
it through two subsequent neural networks, and outputs the 3D coordinates of the
skeletal joints, defining the estimated human pose. Prior to sending the input point
cloud to the first neural network, the background scene is segmented out – the
ground floor and the surrounding walls are removed using RANSAC plane fitting
algorithm, and the biggest cluster of the point cloud is extracted, being considered
the captured human subject. To unify the dimension of the model input, the point
cloud is subsampled to a fixed number of points using the farthest point sampling.
We set the hyperparameter determining the number of points in each point cloud
to p = 2048, yielding a fair density of the input data. Both the ground truth
skeleton coordinates, as well as the input point clouds, are normalized to the range
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Figure 1. The overview of the proposed Segmentation-Guided Pose Estimation pipeline:
First, the point clouds are segmented into body regions in the segmentation network (top),
then the input point clouds are concatenated with the predicted per-point body region
assignment as a fourth channel, and fed into the regression network (bottom)

[−1, 1] along each axis, using minimum and maximum values of the whole training
set.

4.1 Shared Multi-Layer Perceptron Module

The shared multi-layer perceptron (MLP), introduced in [26], is a stack of con-
volutional layers with kernel size 1 × 1. Unlike the standard convolutional lay-
ers, they do not affect the dimension of the input, but instead expand (or shrink)
the dimension of the filters. By operating in the filter space, the 1 × 1 convolu-
tions allow us to process unorganized and permutation-invariant sets of points. The
points passed to the shared MLP module are treated as 2D input with dimensions
1× 3.

4.2 Body Region Segmentation Network

As a part of our pipeline, we propose a segmentation network with an architecture
similar to the one of the regression model, instead of making use of one of the existing
segmentation methods (e.g. U-net [29] or PointNet [26]). Instead of using an ex-
hausting segmentation architecture, which has high memory and time requirements,
we decided to utilize the same main modules in the segmentation and regression
model. This is partly because segmentation is not the main task of this work, and is
strictly in role of an auxiliary subtask, therefore the absolute segmentation accuracy
is not crucial in our study. Also, we believe preserving a similar network-specific rep-



Segmentation-Guided Pose Estimation 395

resentation of the body pose in both models works for the benefit of more accurate
pose estimation.

In the first stage, the pre-processed point clouds are fed into the segmenta-
tion network, which performs a pointwise classification into the corresponding body
regions. The architecture of the model, as shown in Figure 1 (top), is based on
the shared multi-layer perceptron modules. To obtain global features, the output
vector of the first shared MLP is aggregated in a pooling layer across all points
of the point cloud. Since the local information is essential in the task of seman-
tic segmentation as well, we want to avoid losing the local context after the max
pooling aggregation. Therefore, the local features extracted from the intermedi-
ate layers of the shared MLP are concatenated with the aggregated global features
and sent off to the second shared MLP module. After the second shared MLP,
the model outputs the predicted per-point classification probabilities for each body
region.

In order to help the gradient flow, and enhance the feature propagation, we
improved the shared MLP modules in our approach by adding residual connections
in-between the convolutional layers. Referring to the figure, the numbers in the
brackets near the shared MLP blocks describe the number of filters in the respective
1× 1 convolutional layers.

Since the real data does not come with body-parts segmentation, we perform
an automatic annotation of the point clouds to acquire ground truth body region
classification of the data. The number of regions matches the number of joints in
skeleton, each region being associated with the particular joint. Every single point of
the point cloud is then assigned to the region corresponding to the nearest skeleton
node in terms of Euclidean distance.

4.3 Regression Network

The second stage of our pipeline is based on the regression network. To incorporate
the idea of retaining both local and global context of the input point clouds, the
initial 3D point cloud is concatenated with the predicted pointwise region assign-
ment after the body region segmentation, forming a four-channel input point cloud,
which is passed to the regression model (as indicated in Figure 1, bottom). Again,
the network incorporates two shared MLP blocks. The first one contains three con-
volutional layers with 1× 1 kernels, followed by one residual connection adding up
the outputs of the three preceding layers. To control the number of parameters
of the network, the second shared MLP includes two layers and no additional skip
connections. To avoid having majority of the model parameters concentrated in the
first fully-connected layer, the global average pooling is utilized instead of a simple
flattening layer to spatially average across all points right before the fully-connected
layers. Finally, the model estimates the 3D skeletal joint coordinates of the captured
human subject as the output.
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5 RESULTS

5.1 Benchmark Datasets

ITOP. The ITOP dataset [8] contains 40K training and 10K testing depth frames
recorded from two viewpoints (front-view and top-view). The dataset captures
20 different subjects, each performing 15 sequences. The ground truth skeleton
is defined by 3D coordinates of 15 skeletal joints.

UBC3V. The UBC3V [31] is a synthetically made human pose dataset. It contains
around 6M synthetic depth frames structured in three parts according to the
complexity of the human postures – easy, medium and hard pose, each with its
train, validation and test split. The pose in each frame is represented by the
position of 18 skeletal joints. It captures a total of 16 characters and each frame
is observed from three different viewpoints.

MHAD. The MHAD dataset [35] consists of 11 actions performed by 7 male and
5 female subjects. Each subject performed each of the actions 5 times, which
yields about 660 action sequences corresponding to about 82 minutes of total
recording time. The total number of depth frames is over 250K. The skeleton
structure in this dataset contains 35 joints.

CMU Panoptic dataset. The CMU Panoptic [12] is a large scale multi-modal
human pose dataset containing video recordings from 480 VGA cameras and
more than 30 HD cameras, RGB and depth data from 10 Kinect v2 sensors,
and 3D body poses. The full dataset yields around 6 hours of recordings. The
synchronization of the devices is hardware-based, although, as the authors state
in the database description, there is no way to perfectly synchronize multiple
Kinects. However, most of the data is aligned accurately by hardware mod-
ifications for time-stamping. The skeleton structure consists of 15 joint loca-
tions. The database captures multiple actors of different gender, age and body
shape.

5.2 Evaluation Metrics

In the process of evaluation, we used mean per joint position error (MPJPE) and
mean average precision (mAP) as metrics, following [1, 8, 15, 31]. Mean average pre-
cision is defined as percentage of all skeletal joints predicted under 10 cm threshold
from ground truth.

5.3 Implementation Details

We conduct experiments on NVIDIA GTX 1070. Both networks are trained using
the Adam optimizer with the initial learning rate equal to 10−3, and an exponential
decay rate of d = 0.2 applied at the end of each epoch. All weights are initial-
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ized with Xavier normal initializer. The batch size is fixed to b = 32 for both
models.

Regarding segmentation network, the categorical cross-entropy is employed as
a loss function, to measure the accuracy of the body part classification. In the
case of the regression network, mean absolute error between the predicted locations
and the ground truth labels of all skeletal joints is used to determine the model
loss. We have also evaluated the performance of the regression network using hu-
ber loss with a regularization term, yielding approximately the same estimation
accuracy.

For the regularization purposes, a single dropout layer with rate of 0.2 is in-
cluded before the output layer of the segmentation network (as shown in Fig-
ure 1 (top)).

5.4 Experiments

For the purpose of evaluation, we used several benchmark datasets, including the
challenging ITOP front-view [8], UBC3V hard-pose [31], MHAD [35] and a subset of
CMU Panoptic dataset [12]. On a test set of the ITOP front-view dataset, the mean
per joint position error our method achieves is 6.40 cm (as shown in Figure 5, left).
Using a 10 cm threshold, the mean average precision is 85.57%, which is comparable
to the state-of-the-art results.

Regarding the CMU dataset, we evaluated our method specifically on the Range
of motion section of the dataset, yielding approximately 141K frames, as it was
the only section capturing a single person, having ground truth labels available
at the time of this research. Since prior to our work, there was no protocol es-
tablished for the utilized section of the dataset, and considering the amount of
data in the selected section of the dataset, we marked 20% of the data obtained
by random sampling as the test set. There are also no existing results to com-
pare to, concerning the single person pose estimation on this dataset (up to our
knowledge). The mean per joint position error using our proposed approach is
2.11 cm (as shown in Figure 5, right), and the mean average precision at 10 cm is
98.39%. Figure 2 illustrates the qualitative results on samples from CMU Panoptic
dataset.

Similarly, the MHAD dataset does not originally come with a train and test
split, thus we carried out experiments using two different protocols:

1. choosing the test set as randomly sampled 25% of the dataset,

2. leave-one-subject-out cross validation.

In case of MHAD data, the original skeleton is rather complex, containing as many
as 35 skeleton nodes. We have slightly modified the original skeleton structure by
removing several redundant joints – one pair repeated at fingertips, two additional
pairs present at toe tips. This way, we restricted the skeleton to the resulting
29 joints (as shown in Figure 3), in the same way as in [1]. However, we present
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Figure 2. Qualitative results of our method on CMU Panoptic dataset [12]. The ground
truth skeletons (green) vs. our estimation (magenta). Best viewed in color.

results of our approach also on the original full skeleton, to be able to compare our
strategy to the existing methods (as shown in Table 1). Since in the case of the
modified skeleton we have only removed the redundant skeletal nodes, we have not
reduced the complexity of the skeleton in a significant manner, but rather increased
the focus on more relevant joints in the skeleton. As it can be seen in Table 1,
the mean per joint position error has visibly decreased after omitting the redundant
skeletal joints.

Figure 3. The original skeleton structure used in MHAD dataset (left) vs. the modified
skeleton (right)

Following the first protocol, i.e. establishing the test set as 25% of the data by
random sampling, our method achieves the mean per joint position error as low as
1.39 cm for the multi-view approach, and 1.59 cm for the single-view approach (as
shown in Figure 4, left), when using the modified skeleton structure. The achieved
mean average precision at 10 cm is as high as 99.80% and 99.21% for the multi-
view and single-view approach, respectively (Figure 6). We set a novel state-of-
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Figure 4. The mean per joint position error (MPJPE) on MHAD (left) and UBC3V (right)
datasets, comparing multi-view and single-view approach

Figure 5. The mean per joint position error (MPJPE) on ITOP (left) and CMU (right)
datasets

the-art for MHAD dataset, lowering the mean per joint position error by almost
65% following the multi-view approach, and by approximately 50% following the
single-view approach.

Table 2 summarizes the mean per joint position error on UBC3V hard-pose
dataset for both single-view and multi-view approach. Using our approach, the
achieved mean per joint position error is 3.36 cm in the case of single-view data,
and 3.53 cm with multi-view data (as shown in Figure 4, right). The mean aver-
age precision at 10 cm is 95.63% and 95.71% for the single-view and multi-view
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Method Eval. Protocol MPJPE [cm] MPJPE [cm]
Single-View Multi-View

Shafei et. al [31] LOSO – 5.01
PBPE [1] random 25% 7.46 3.92
PBPE [1] (29 joints) random 25% 3.20 –

Ours – FCPE LOSO 3.97 3.36
Ours – FCPE (29 joints) LOSO 3.23 2.97
Ours – FCPE random 25% 1.85 1.62
Ours – FCPE (29 joints) random 25% 1.59 1.39

Table 1. The mean per joint position error (MPJPE) of our approach on MHAD dataset
evaluated following the leave-one-subject-out (LOSO) cross validation strategy, as well as
randomly sampled test set, compared to state-of-the-art methods

Figure 6. Mean average precision at 10 cm threshold on MHAD dataset for multi-view
and single-view approaches

approach respectively. The claimed results of the Deep Depth Pose (DDP) model
proposed in [15] are listed in italics, due to a number of unsuccessful attemps to
reproduce them by various researchers. The observed results on the reproduced
DDP model, implemented following the same training procedures as the original
implementation, are indicated in the table as well. Sample qualitative results on
UBC3V hard-pose test set are shown in Figure 7, predicted on merged multi-view
point clouds.

We also present evaluation of the first stage of our pipeline. The accuracy of
the semantic segmentation into the corresponding body regions over training epochs
for all examined datasets is depicted in Figure 8. Our method achieves up to 95%
segmentation accuracy on CMU Panoptic dataset.
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Method MPJPE (cm) MPJPE (cm)
Single-View Multi-View

DDP (observed) 19.23 –
PBPE [1] 7.59 5.59
Shafei et. al [31] – 5.64
DDP (claimed) [15] 3.15 2.36

Ours – FCPE 3.57 3.53

Table 2. The mean per joint position error (MPJPE) of the proposed method on the test
set of the UBC3V hard-pose dataset compared to state-of-the-art methods

Figure 7. Qualitative results of our approach on test set of UBC hard-pose dataset [31].
The ground truth skeletons (green) vs. our estimation (magenta). Best viewed in color.

6 LIMITATIONS

We consider an important part of this study to point out the most relevant limi-
tations we encountered during the experiments. Regarding the depth-based human
pose estimation, we see the biggest shortage in the range and accuracy of the avail-
able datasets. The suitable public datasets, containing both depth data of a captured
human subject and the ground truth skeletal joint coordinates, are either too small
to be used as training data for a neural network, or the accuracy of the ground truth
labels is not sufficient. Moreover, even in large datasets, the data is often incom-
plete for certain sections, so the valid subset of the dataset ends up of a too small
range after all. The limited accuracy of the ground truth poses is usually caused
by poor synchronization of a depth sensor and a motion capture system. The most
commonly used depth sensors do not have a stable frame rate, which results in
time delays and misalignment between frames, and makes the precise synchroniza-
tion practically impossible. In some of the datasets, this issue is partly fixed by
time-stamping technique, refining the frame alignment, and filtering out the mis-
matches. It is even harder considering the multi-view approach, when the multiple
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Figure 8. Accuracy of the body-parts segmentation performed in the first stage of our
pipeline on all examined datasets

depth sensors need to be synchronized mutually as well as with the motion capture
system.

7 CONCLUSIONS

We proposed a novel method for the accurate single-person depth-based human pose
estimation called Segmentation-Guided Pose Estimation (SGPE). Main contribution
of our work is the elimination of drawbacks related to the projection of 3D space
to a 2D image, when estimating pose from depth maps, by introducing a concept
of unordered point clouds as a permutation-invariant input to a neural network.
To allow the network to maintain both local and global contextual information, we
employ intermediate concatenation of extracted pointwise and aggregated features
inside the model. Additionally, we perform semantic segmentation of the input
point cloud into the corresponding body regions, and utilize the per-point region
assignment as an extend of the input point cloud before the final regression. We
believe engaging sparse point clouds as an input to the neural network instead of the
commonly used depth maps allows us to provide a representation of the human body
that is easier to be perceived by the network, while lowering memory requirements
and computational cost at the same time. Moreover, to help preserve gradient
flow throughout the entire depth of the network, we improved the shared multi-
layer perceptron modules by additional skip-connections. Our strategy achieves
competitive results on a number of benchmark datasets, and outperforms state-of-
the-art approaches.
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1 INTRODUCTION

The sale rate of electric vehicles (EVs) has been growing rapidly over the past ten
years, and there is a need to adapt the current transportation infrastructure to
meet future recharging demands. Increased use of EVs – including both plug-in
hybrid electric vehicles (PHEVs) and battery electric vehicles (BEVs) – has been
recognized as a promising, sustainable approach to lowering traffic emissions, in-
cluding greenhouse gases [1]. However, their limited driving range and the scarcity
of public accessible charging stations prevent EVs from gaining widespread mar-
ket acceptance [2]. Psychological stress caused by the fear that the vehicle will
run out of energy and be stranded is referred to as range anxiety [3]. As a con-
sequence of range anxiety, EV owners may use their electric-powered vehicles for
short trips exclusively, with the result that they require an additional vehicle for
longer trips. In a small survey with 58 participants from 2011, Skippon and Gar-
wood [4] report that consumers might consider an EV as their main car or second
car if it had a range of 150 miles (241 km) or 100 miles (161 km), respectively.
In a more recent survey, from 2016, Skippon et al. [5] report that consumers’ de-
sired driving ranges for EVs have substantially increased. The results show that
people who have driven a modern EV would consider having an EV as the main
car if the driving range is 200 miles (322 km) and as the second car if the driving
range is 150 miles. Also, the study by Jensen et al. [6] confirms that the limited
driving range is a concern for the acceptance of EVs. The study reports that the
EVs’ driving ranges do not match the expectations of consumers, after they use
EVs for a trial period. Thus, as decision-makers and infrastructure planners con-
sider to gain market acceptance for EVs, it will be important to determine how
to best allocate charging stations to compensate for the current limited capacity
of EV batteries. A strategic allocation of accessible charging facilities or battery
swap stations may reduce the range anxiety of EV owners. Hence, an important
step in addressing the problem of allocating of the charging station is to identify
the routes in the transportation network that are most likely to be used to serve as
many EV drivers as possible. Additionally, a desirable outcome of a charging station
allocation is that every vehicle that drive around in the network, regardless of its
position, should be able to reach a charging station before it runs out of energy.
A strategic deployment of charging infrastructure may also minimize the initial cost
of the installment of new charging facilities and relieve the load on the electrical
power system [7].

In the current paper, we propose a novel solution procedure for the set covering
problem for the allocation of EV charging stations. The basic formulation of the
set covering problem is to minimize the number of charging stations such that each
route is covered by at least one charging station [8, 9]. The set covering formulation,
among other methods of deploying a public charging infrastructure, has received
substantial attention from the research community. In what follows, we give a brief
review of some of the methods that have been proposed in the literature. In Wang
and Lin [10], a flow-based set covering method is proposed to minimize the cost of
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installation of charging facilities such as fast-refueling stations and battery exchange
stations. The optimization method for the flow-based set covering method is based
on the following vehicle-routing logic: the greater the distance a vehicle is driving,
the more likely it is that the vehicle will require refueling. An extension to the
problem is to consider a dual objective model to minimize the installation cost and
maximize the population coverage, by combining the flow-based set covering model
and the traditional set covering model [11]. Wang [11] considers the allocation
of charging stations for electric scooters, where the aim is to minimize the total
installation cost. The model by Wang [11] is extended by Wang and Lin [12] to
consider facility budget constraints, multiple types of recharging stations, and vehicle
routing behavior. The types of charging stations include slow- and fast-recharging
stations as well as battery swap stations. The case study presented in [12] shows
that the results achieved with mixed-type charging facilities are better than those
achieved with single-type facilities. The refueling logic requires numerous binary
variables, which makes the problem hard to solve. When a flexible expanded network
method is used, as proposed by MirHassani and Ebrazi [13], the solution time of
the flow-based set covering method is significantly reduced. Wen et al. [14] consider
both the problem of how to maximize the flow coverage with a fixed number of
available charging stations and the problem of how to minimize the number of
charging stations to obtain full coverage. In both models, the limited driving range of
EVs is addressed by partitioning routes into sub-routes according to recharging logic.
In the above-mentioned model, the general assumption is that vehicles would only
consider routes that are the shortest or have the least traveling time between origin
and destination. Li and Huang [15], Huang and Zhou [16], and Hosseini et al. [17]
use the concept of deviation path. In their models, the shortest-path assumption is
relaxed by the assumption that EV users are willing to slightly deviate from their
preferred trips to ensure that they can refuel en route to their destinations. Frade
et al. [18] present a mixed-integer optimization problem to maximize the coverage
of both daytime and nighttime demand within an acceptable level of service for
a neighbourhood in Lisbon. Funke et al. [19] propose a framework based on the
hitting set problem, which aims to guarantee energy supply for all shortest paths in
the network.

Another method commonly used to locate charging facilities and battery swap
stations is based in flow capturing models [20, 21]. The Flow Refueling Location
Model (FRLM) aims to locate a fixed number of charging stations in the nodes in
such a way that the total number of vehicles can be refueled within their limited
driving range [22]. Further, if it is possible to locate charging stations both along
links and in nodes, the coverage of the network may be substantially improved com-
pared to when nodes are the only candidate sites [23]. A more realistic extension
to the FRLM is to consider the charging capacity of the allocated facilities [24].
In the capacitated FRLM, the location variables are not binary but non-negative
integers, meaning that multiple charging facilities could be located to serve as many
vehicles as possible. Based on a flow-capturing model, Lim and Kuby [25] devel-
oped three heuristic algorithms for locating alternative-fuel stations. Solving the
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FRLM is usually a two-stage process; the first stage generates combinations of can-
didate locations, and the second stage uses these combinations to locate charging
stations to maximize the number of refueled vehicles. Capar and Kuby [26] devel-
oped a method to solve the FRLM in one stage. To plan and design an infrastructure
complete with battery swapping stations and battery management, Mak et al. [27]
study the robust location problem of battery swapping stations under demand un-
certainty.

If available, Global Position System (GPS) data can be utilized to support the
allocation of charging stations. GPS data can, for example, be collected from taxis
to obtain vehicle travel patterns, which are used to allocate charging stations [28,
29, 30, 31]. GPS travel survey data can also be used to simulate vehicles’ driving
and charging behavior to optimally locate charging stations such that the number
of missed trips is minimized [32]. Additional data, such as initial battery level of the
vehicle and charging mode (normal or fast), together with GPS data, may provide
useful insights on the charging behavior of EVs [33]. However, the applicability of
methodologies based on GPS data is limited, due to the lack of data available for
research purposes [34].

To capture the interaction between the availability of charging stations and the
route choices of drivers, several studies use traffic assignment models to identify the
locations of charging stations. Traffic assignment models are multi-commodity flow
problems under some given optimal or equilibrium routing principle. He et al. [35]
propose a bi-level traffic assignment model. The upper level allocates a fixed number
of charging stations such that the number of vehicles that use a charging station is
maximized, while user equilibrium of route choice together with the EV’s limited
range is considered in the lower level. He et al. [36] propose a framework to cap-
ture the interactions between the locations of charging stations, electricity prices,
route choices, and recharging time, which is solved by an active-set algorithm. Ad-
ditionally, He et al. [37] present three different network equilibrium models, where
the different flow dependencies and energy consumption are integrated. A similar
model considers drivers’ spontaneous adjustments and the interactions of travel and
recharging decisions [38].

Despite the extensive work in academia, the process of allocating charging sta-
tions is still a challenging problem in real-world scenarios due to legal, physical, and
financial constraints [34]. Typically, constraints are much stricter and more com-
plex than is assumed in studies, and there is a need for data and knowledge to fully
understand the impacts of charging infrastructure concerning location, installation,
operation, and future maintenance.

The current paper extends the paper by Fredriksson et al. [39] where an iterative
solution procedure to optimally allocate charging stations for EVs is proposed. In
particular, the contribution of the current paper is an explicit termination criteria for
the iterative method, along with an improved route identification method to capture
driving behavior. The studied problem is formulated as a set covering problem
where the constraints in the associated integer problem are obtained by self-avoiding
random walks. In the random walks, a probabilistic rule determined by link flows



412 H. Fredriksson, M. Dahl, J. Holmgren

is applied in each node to select the next node in the walk. By iteratively adding
constraints and solving sub-problems, we obtain a lower bound approximation of
the minimal number of charging stations required to cover a transportation network
without route enumeration.

The paper is organized as follows: In Section 2 we describe the model and the
problem formulation. The proposed solution algorithm is explained in Section 3.
Numerical results are presented in Section 4, and Section 5 concludes this paper
and discusses some future research directions.

2 PROBLEM FORMULATION

A transportation network is described by a set of nodes N = {1, 2, . . . , n} and
a set of routes R. For each route r ∈ R, let δir = 1 if a vehicle is visiting node
i ∈ N while traveling on route r, and δir = 0 otherwise. Let xi be a binary
variable where xi = 1 if a charging station is allocated in the node i ∈ N , and
otherwise xi = 0. An allocation of charging stations is mathematically defined by
a vector x = (x1, x2, . . . , xn) ∈ {0, 1}n. The driving range is the maximal distance
a vehicle can drive without recharging and is denoted by dmax. Let dEw be the Eu-
clidean distance from the start node to the end node in a self-avoiding walk w.
A self-avoiding walk w is a route if dEw > dEmin where dEmin is a positive real num-
ber.

The problem studied in this paper is formulated as a set covering problem and
is based on covered known routes. A route r ∈ R is covered if at least one charging
station is placed in one of its nodes. The route cover criteria for a route r correspond
to the inequality ∑

i∈N

δirxi ≥ 1. (1)

The set covering problem for the allocation of charging stations can be described
as follows: Given a transportation network, find the set of all routes R and the
minimal number of charging stations and their locations such that each route r ∈ R
is covered. The optimization part of the problem corresponds to the optimization
program

(P ) z = min
x∈{0,1}n

{∑
i∈N

xi :
∑
i∈N

δirxi ≥ 1,∀r ∈ R

}
. (2)

Theoretically, even for a rather small transportation network, a complete route
enumeration can lead to an unmanageable number of constraints in our set covering
problem. Furthermore, if a complete route enumeration is available, we strongly
believe that many of these routes may not be used at all by any vehicle. Instead of
trying to find the set of all routes, we claim that it is sufficient to identify the most
probable sub-routes (sub-routes that are most likely to be used), which, however,
is far from a trivial task in large transportation networks. For simplicity, we refer
to these sub-routes as routes. We assume that all routes r ∈ R have a maximum
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length dmax. Hence, vehicles driving distances shorter or longer than this maximum
distance cover fractions of routes or multiple routes, respectively. We describe our
route identification method in Section 3.2, where we also discuss how we deal with
the limited driving range of EVs.

3 OPTIMAL PLACEMENT OF CHARGING STATIONS

In this section we describe the solution procedure for our set covering problem.
We also discuss how we obtain the routes that will be iteratively added to our
model.

3.1 Solution Procedure

A solution to the charging station allocation problem is obtained by iteratively
solving sub-problems (P (k)) of our problem (P ), where the sub-problems are based
on subsets of routes Rk ⊂ R. The sub-problems yield a sequence of optimal solutions
with a monotonically increasing minimum number of charging stations, converging
to the optimum value of problem (P ). Our aim is to search and select routes
in the network to achieve a solution with coverage of the most probable routes.
To this end, we exploit probabilistic self-avoiding random walks to identify routes
in the transportation network. The identified routes are iteratively generated and
added as constraints to the integer problem under consideration. The approximation
technique proposed to solve our problem is based on integer programming, and the
outline of the method can be described with the following basic steps:

0. Initialization: Set iteration counter k = 0, and Rk = ∅. Fix xi = 1 if a charging
station is already allocated in node i ∈ N .

1. Given a reference set Rk ⊂ R, solve the sub-problem

(
P (k)

)
z(k) = min

x∈{0,1}n

{∑
i∈N

xi :
∑
i∈N

δirxi ≥ 1,∀r ∈ Rk

}
(3)

yielding the solution vector x(k).

2. Define the entering index by a route re ∈ R satisfying
∑

i∈N δirex
(k)
i = 0. Stop

with approximate optimal reference set Rk ⊂ R, if a new re cannot be found
according to some termination criteria.

3. Define the new reference set by Rk+1 = Rk ∪ {re}, set k = k + 1, and go to
step 1.

A flowchart of the solution procedure is depicted in Figure 1. At iteration k,
the solution vector x(k) is infeasible for the new reference set Rk+1 since the new
entering index re is uncovered. We can easily provide a feasible solution to sub-
problem P (k+1) by setting xi = 1 where i = min{k : δkre = 1}.
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Without any prior knowledge about the routes in the network, it is compu-
tationally difficult to estimate the number of routes in a transportation network,
and thereby to find a suitable, explicit termination criteria. For instance, the it-
erative method could be terminated when a sufficient number of constraints has
been collected, when some search time for a new uncovered route is exceeded, or
when a new uncovered route cannot be found within a certain number of iterations.
In our numerical examples in Section 4 we apply the latter termination criteria.
If a new uncovered route cannot be found after 10 000 random walk attempts, we
assume that the most commonly used routes in the network have been taken into
consideration.

Initialization.
Set k = 0 and Rk = ∅

Solve sub-problem (P (k))

Search for entering index re
Add route re to Rk.
Set k = k + 1

Entering
index re
found?

Termination
criteria
met?

Stop

Yes

No

Yes

No

Figure 1. Flowchart for the solution procedure for our set covering problem
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3.2 Self-Avoiding Random Walks

As mentioned above, the constraint index re, which is chosen to enter the basis Rk

is defined by a route that does not satisfy the current solution, i.e., a constraint
violation. By using the most probable routes in the network, we claim that when
no entering index re can be found according to some termination criteria, the most
commonly used (probable) routes in the network will be covered by at least one
charging station.

In practice, finding the complete route set R is computationally difficult, and
several models use a predefined set of routes. We use self-avoiding random walks
as a search method to simulate the driving behavior of EV drivers to find new
uncovered routes. A self-avoiding random walk is defined as a random walk with
the restriction that it cannot revisit a node. Self-avoiding random walks can be
more effective when exploring a transportation network and may model driving
behavior more realistically than unrestricted random walks, since they cannot return
to already visited nodes [40]. A probabilistic rule determined by collected link flows
is applied at each node to select the next node among the neighbors of the current
node, yielding a probabilistic self-avoiding random walk. Let i ∈ N be the current
node in the walk; then the probability of choosing the next neighboring node j is

p =
ϕ(i, j)∑

x∈Ni
ϕ(i, x)

. (4)

Here, Ni ⊂ N is the set of adjacent and unvisited nodes of the current node i, in
the current walk under construction, and ϕ(i, j) is the flow on link (i, j).

Link flows can be collected using temporary or permanent sensors, including
pneumatic tubes, that are moved around in the network according to a periodic
scheme. Obviously, the link flows do not provide as much information as other
flows – e.g., origin–destination flows and route flows – but they are easier to ob-
tain. Obviously, the link flows vary over time, but on an aggregate level, static
link flows provide a sufficient approximation to generate the most probable routes
in a transportation network. The collected link flows are utilized to model driv-
ing behavior in the network. We argue that this approach provides a reference for
planning and charging infrastructure for the current transportation situation. Due
to the current vehicle market, the collected link flow data are mainly constituted
by vehicles with internal combustion engines fueled by gasoline or diesel. Although
changes may occur depending on vehicle type, in this study we assume that travel
patterns and driving behavior are the same for EVs and for gasoline or diesel-fueled
vehicles.

Depending on the scenario under investigation, in our route generation process,
we restrict our selection to only consider routes with maximum length dmax, which
is assumed to be the maximal distance a vehicle can to travel without passing
a node equipped with a charging station. Thus, a partition of the full route into
road segments, of appropriate lengths to handle the limited driving range of EVs is



416 H. Fredriksson, M. Dahl, J. Holmgren

identified directly. Since the program optimally allocates charging stations such that
each route is covered, a solution will ensure coverage of the most probable routes of
length dmax. In other words, an EV cannot travel longer than dmax without passing
a charging facility if it travels on the most probable route. In this way, we can adjust
the parameter dmax to respect the driving range of an EV.

Since we are demonstrating our proposed method on a government-controlled
transportation network with roads between cities and metropolitan areas, we are
especially interested in covering routes that are included in trips between communi-
ties. To avoid peculiar zigzag behaviors or U-turns, we only consider routes where
the Euclidean distance is at least dEmin between the start- and end-nodes of the route.

Each of the random walks begins in a randomly chosen node. If a walk reaches
a node already equipped with a charging station, i.e., the route is already covered
by the current solution, a new random walk is restarted in a randomly chosen node
until a new unique entering index re, violating the constraints in the current sub-
problem, is found. The search method for the entering index re is done by the
following steps.

1. Start in a random node.

2. With probabilities according to Equation (4), randomly choose a neighbouring
unvisited node (in the current walk).

(a) If the chosen node has a charging station allocated on it, discard the walk
and go to Step 1.

(b) If the total length of the walk under construction exceeds dmax, and the
Euclidean distance between the first and current node exceeds dEmin, add
the walk to the problem as a constraint, solve the sub-problem, and go to
Step 1.

(c) Otherwise, repeat Step 2.

Depending on the network under study, there is a margin of error concerning the
limited driving range, since the generated walks are presumed to be slightly longer
than dmax. This error, however, can be alleviated by lowering dmax.

As the number of constraints increases, it will be more and more difficult to
find new uncovered routes, since vehicles are more likely to traverse a node already
equipped with a charging station. Hence, our iterative process converges towards
an optimal solution where the most probable routes are covered. Because the iter-
ative solution procedure converges to an optimal solution with full coverage of the
most probable routes in a transportation network, we argue that a solution using
our proposed method is worthy of consideration since it does not contain routes that
are less likely to be used.

3.3 Outline of the Convergence

The main idea of the optimization procedure is to iteratively solve sub-problems
of our set covering problem and to continuously further extend the current sub-
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problem into a slightly larger problem. Since the problem is formulated as a set
covering problem, a solution to the problem is not necessarily unique, but the it-
erative procedure is continuously striving for a solution with a minimal number of
charging stations. The procedure ensures coverage and localizes common junctions
of interest within the given transportation network. The main purpose of this pro-
cedure is to ensure that each charging station is placed in an environment that is of
mutual interest to several of the found routes.

The behavior of convergence can be briefly outlined, and the emphasis is on an
intuitive understanding for the optimization procedure. Assume that we are given
the solution xk to any sub-problem P (k). If we now add one single constraint where
xk violates the constraint, we can easily provide a feasible solution to iteration k+1
as described in Section 3.1. We now establish the following important inequality
relations

z(1) ≤ . . . ≤ z(k) ≤ z(k+1) ≤ . . . ≤ z. (5)

The first inequality is due to the fact that the optimal solution for problem
(P (k+1)) is a feasible solution for problem (P (k)) in integer problem formulation (3)
and provides an upper bound for (P (k)). The sequence (z(k)) is thus monotoni-
cally increasing and upper bounded. Convergence to the optimum value of z(k)

is motivated by the last equality where the existence of a finite optimal reference
set R is established. We note, in this context, that the convergence of the algo-
rithm is based on the assumption that numerical difficulties (such as randomness,
size of network, etc.) are avoided due to the presence of a reliable software for
the solution. In practice, the optimal value of z will never be reached for large-
scale networks. However, the system yields an appropriate approximation, and
therefore it is subject to continuous improvement with the aim of reaching the op-
timum.

In this presentation, we emphasize the simplicity and efficiency of this approach
to finding a minimal number of charging stations and allocating them so that every
route is covered. Since the procedure is based on a controlled selection of con-
straints, there are opportunities to add and fulfill requirements that make the pro-
cedure of selecting routes to model the transportation network even more realis-
tic.

4 COMPUTATIONAL STUDY

To demonstrate our proposed method’s effectiveness, we consider the network of the
southernmost part of Sweden. This network is one of six traffic regions maintained
by the Swedish Transport Administration. The network consists of 14 500 nodes
and 34 500 links distributed over an area of approximately 44 500 square kilometers,
spread across five counties, and it is shown in Figure 2. The mean length of the
links is 1.29 km with a standard deviation of 1.98 km. The distribution of the link
lengths in the network under study is shown in Figure 3. Since the majority of the
links are quite short, routes in our scenarios ranges 60 km to 100 km in length, and
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will consist of several nodes. Although, a random walk may have choose a node with
low probability, according to the probabilistic rule (4), it will most likely reassemble
with more probable links in a later stage. The link flows used in our study are based
on real-world data collected from traffic counts in July 2018. The data was obtained
from The Swedish National Road Database (NVDB) provided by the Swedish Trans-
port Administration. In the optimization procedure, neighboring regions have not
been taken into account.

Figure 2. The national transportation main road map for the southern Sweden (area of
interest is beneath the black border). The transportation network (all roads) consists of
14 500 nodes 34 500 links distributed over an area of 44 500 square kilometers.

We implemented our problem-solving method to find allocations of charging
stations in the numerical computing environment MATLAB® [41] and Gurobi Op-
timizer [42].
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Figure 3. Distribution of link lengths in the network of southern Sweden, where the mean
length of the links is 1.29 km, with a standard deviation of 1.98 km. The 339 points counted
in the rightmost bin are links with length greater than 9.06 km.

4.1 Scenario Descriptions

In our numerical evaluations we consider 3 different scenarios, each with varying
maximal driving range dmax, and minimal distance travelled dEmin. We study the
number of charging stations required to obtain full coverage of all found routes. In
all scenarios we used a maximum number of search iterations as termination criteria.
If no new uncovered route re could be found within 10 000 iterations, the program
was terminated. The number of constraints in the final iteration and the number of
allocated charging stations for each scenario are shown in Table 1. As mentioned
in Section 3.3, a solution to our set covering problem might not be unique, but it
provides a lower bound of the number of charging stations required to cover each
of a number of considered routes. Examples of solutions for each of the considered
scenarios are illustrated in Figures 4, 5, and 6.

We emphasize that, since we use a network in the southernmost part of Swe-
den, the studied scenarios have a macroscopic approach. The allocation of charging
stations has a focus outside urban and metropolitan areas, in this regard, the pro-
cess of its optimization has a focus on the government-controlled transportation
network.

As the numerical results show, the number of required charging stations de-
creases as dmax increases. For illustrative purposes, Figure 7 shows how the optimal
placements of charging stations have evolved during the iterative process for Sce-
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dmax (km) dEmin (km) Constraints Allocated Charging Stations

Scenario 1 60 30 1 177 203
Scenario 2 80 40 1 075 174
Scenario 3 100 50 569 104

Table 1. Number of constraints and number of allocated charging stations of the iterative
set covering model for the three scenarios generated by different parameter settings of
dmax and dEmin

nario 3 with dmax = 100 km and dEmin = 50 km. The figure shows all nodes that have
been included in an optimal solution x(k) for some iteration index k. As seen in the
figure, numerous nodes have been considered as candidate sites for optimal place-
ment to achieve coverage. The final allocation of charging stations for this scenario
is depicted in Figure 6.

Figure 4. The allocation of charging stations for dmax = 60 km and dEmin = 30 km

5 CONCLUSIONS AND FUTURE WORK

EVs for both public and private transport seem to be a promising solution to reduce
greenhouse gas emissions. However, the scarcity of available charging stations and
the limited driving range of EVs, are two major barriers for the widespread adoption
of EVs. In the current paper, we propose a node-based formulation of a set covering
method to optimally allocate charging stations for EVs. The constraints in the
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Figure 5. The allocation of charging stations for dmax = 80 km and dEmin = 40 km

Figure 6. The allocation of charging stations for dmax = 100 km and dEmin = 50 km
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Figure 7. All candidate nodes for optimal allocation of charging stations for dmax =
100 km and dEmin = 50 km

corresponding optimization problem are based on self-avoiding random walks along
the links in the network and the problem is solved by a pruned integer program that
can take the existing infrastructure into consideration. The iterative optimization
procedure and the probabilistic route selection provide an approximation of the
optimal allocation to obtain full coverage.

The computational results of the proposed iterative method, in the case study
of the Southern Sweden transportation network, shows that the method is able
to allocate charging stations optimally without numerical difficulties. The results
indicate how charging facilities can be located strategically to cover the most prob-
able routes for an EV fleet in the studied area, for the several different scenar-
ios. In particular, the method provides a lower bound to obtain full coverage and
localizes nodes that are of common interest for the routes in the transportation
network. From the results of our computational study, in which we compared max-
imal driving distances of 60, 80, and 100 kilometers, respectively, we observe that
the ability to extend the driving distance of EVs significantly reduces the need for
EV charging stations. In particular, the number of allocated charging stations in
our considered network dropped from 203 to 88 when dmax was increased from 60
to 100 kilometers. This means that the number of charging stations dropped by
56.7% when we increased dmax by 66.7%. Hence, in addition to helping drivers
to overcome the range anxiety, increasing the driving range of EVs also signifi-
cantly reduces the need to build charging infrastructure. Further research based on
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the current work can be conducted in several directions. One direction could con-
sider the inclusion of budgetary constraints and the recharging capacity of charg-
ing stations. Another research could be focused on the search method for uncov-
ered routes. A third direction of further research includes the optimal allocation
considering that charging will most likely occur in the beginning or the end of
a trip.
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interests include agent–based simulation and modeling, mathe-
matical optimization, simulation, and machine learning, and his
application areas include freight transport and traffic modeling,
public transport, and health-care logistics.



Computing and Informatics, Vol. 40, 2021, 428–445, doi: 10.31577/cai 2021 2 428

VERIFICATION OF LOCALIZATION VIA
BLOCKCHAIN TECHNOLOGY ON UNMANNED
AERIAL VEHICLE SWARM

Mustafa Cosar, Harun Emre Kiran

Department of Computer Engineering
Hitit University
North Campus
19030, Corum, Turkey
e-mail: {mustafacosar, harunemrekiran}@hitit.edu.tr

Abstract. Verification of the geographic location of a moving device is vital. This
verification is important in terms of ensuring that the flying systems moving in
the swarm are in orbit and that they are able to task completion and manage their
energy efficiency. Cyber-attacks on unmanned aerial vehicles (UAV) in a swarm can
affect their position and cause various damages. In order to avoid this challenge,
it is necessary to share with each other the positions of UAV in the swarm and to
increase their accuracy. In this study, it is aimed to increase position accuracy and
data integrity of UAV by using blockchain technology in swarm. Experiments were
conducted on a virtual UAV network (UAVNet). Successful results were obtained
from this proposed study.

Keywords: Distributed network, UAVNet, localization, blockchain, Merkle algo-
rithm, energy efficiency

1 INTRODUCTION

In recent years, the concept of blockchain in information technologies has started
to come to the fore in areas such as finance, wireless sensor networks [1], medical
applications [2], unmanned aerial vehicles [3], cyber security [4] and finance [5].
It is obvious that the majority of these areas focus on communication security.
The starting point of the research is based on taking measures in order to increase
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the coefficient of confidence during the communication of the devices used and to
establish a healthier communication.

While blockchain is used in various fields such as cryptocurrencies, supply chain
management and e-voting systems, it is also used to provide secure communication
in autonomous systems. UAV Swarm Robot autonomy, decentralized control, col-
lective decision making ability, high fault tolerance etc. It has some features such as
Blockchain, a decentralized ledger managed by a peer-to-peer network with crypto-
graphic algorithms, provides a platform for the secure execution of different transac-
tions [6]. The decentralized nature of swarm robotics pushes it to think together with
blockchain technology. It also allows it to implement different decentralized decision
making, behavior differentiation and other business models. Blockchain technology
has become an increasingly popular technology in recent years to provide decentral-
ized trust and security in many digital systems, following its success with Bitcoin.
Blockchain is used in many areas, which are listed below, as it eliminates the need
for a trusted third party.

• Access management [7],

• Digital content distribution [8],

• Applied in areas such as supply chain management [9],

• Smart contracts in the Internet of Things (IoT) field [10, 11],

• Distribution and verification of sensitive business documents [12],

• Increasing privacy in healthcare [13, 14],

• Firmware update of embedded devices [15],

• Security of military autonomous systems [16],

• Swarm management, organization [11].

UAV uses many sensors such as Inertial Measurement Units (IMU), Laser,
Global Positioning System (GPS) and Cameras to solve the positioning problem [17].
The UAV is only equipped with GPS equipment for location information due to vari-
ous constraints such as cost, weight and range. The GPS signal can be easily affected
by external interference, noise, receiving equipment failure [18] and cyber attacks.
In real experiments for UAVs equipped with GPS only, it has been observed that
some may temporarily lose their GPS connection for an extended period of time. In
such a case, UAVs that lose their GPS connection have to be downloaded and their
missions are canceled due to security concerns. To solve this problem, UAVs need
location verification from within the swarm.

The addition of location information to the blockchain as described above pro-
vides control of the pre-recorded position evidence with distributed architecture.
In this way, it can be stored and protected against attack. Furthermore, the
blockchain as a distributed control and security system scenario, can provide the au-
tonomy of UAV when communication channels from other components of UAVNet
are lost [19].
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Data packets are encrypted using cryptology to ensure secure data transmis-
sion in network technologies. However, in some cases, cryptology may be insuf-
ficient when a group of network nodes communicate among themselves. In the
transmission between nodes, security measures are taken from the center according
to the traditional architecture. In these centralized security methods, some ma-
jor problems arise when there is no communication with the center at the time
of the attack. As a solution to these problems, a new technology called blockchain
is suggested when it is required to communicate securely between complex
nodes.

The use of UAV for civil and military purposes is increasing day by day [20].
These vehicles have some disadvantages. For example, battery life, energy consump-
tion values, physical and cyber-attacks [21]. There are many types of cyber-attacks
on UAV networks. Examples of these cyber-attacks include disrupting communica-
tion broadcast, DoS / DDoS, buffer overflow, flooding can be shown as attacks [22].
Such attacks cause of UAVs to remain out of service, to fail the task, and even to
crash. Another attack on UAV swarms is GPS attacks to change and disrupt their
location information [23]. While the GPS signals of the UAVs used for military
purposes are kept in an encrypted manner, this information of the civilian UAVs is
transmitted directly in an unencrypted form [24].

The process of protecting the connection of devices in UAVNet is largely pro-
vided manually. This protection, which is done by encryption methods, is deprived
of operational agility and transparency once applied. In the future, a kind of cryp-
tographic infrastructure architecture should be simplified to distribute key data to
the desired operating positions against the Man-In-The-Middle attack. In addition,
some improvements in transmission methods should ensure that the network is pro-
tected against intrusion or interference, while the key information must be able to
verify operational changes and users on the route, minimizing the burden on each
UAV [19].

In this study, blockchain technology was applied in order to increase the accuracy
and data integrity of geographic location information of different numbers of UAV
swarms. In this way, against the attacks on the GPS position was tried to provide
protection against the swarms. In addition, the energy consumption data of the
UAVs were measured as a result of the application and another advantage of this
technology was revealed.

In the next part of the study we provided the literature research, and in Section 3
the basic information was given. Section 4 introduces the proposed method and the
results are given in Section 5. Conclusions are summarized in Section 6.

2 RELATED WORK

When the blockchain distributes directly to each UAV, it can significantly prevent
the implementation of integrity and usability threats. Since each UAV has a copy
of a blockchain, it can autonomously complete its course regardless of other ele-
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ments of UAVNet. Knowing the location of neighbouring UAVs will prevent air
collision [19].

Nowadays, the increased exposure of UAVs to cyber-attack due to their com-
munication with wireless technologies leads to an increase in their work on their
security [22]. In these studies, attentions are focused to position accuracy. In the
literature, there are many studies on location accuracy of UAVs. The authors in [25]
analyze the behaviour of the GPS deception attack targeting the GPS coordinates
of the UAVs from the satellite. This study, although the author says that only the
distribution of signal strength requires monitoring, does not give much detail on how
to determine it. In [26], the author aimed at taking a precaution against GPS attack
by means of multiple antennas. The solution made with this multi-antenna is an
effective solution to the deterioration when used with the physical security function.
This solution, however, is not cryptographic, and brings more weight and cost to
the buyer. In many studies similar to these studies, a centralist security approach
is recommended.

Since the blockchain is still a new technology, there are very few studies in the
UAVNet area. In this area, there are studies such as data collection with data
chain, protocol architecture [3] and data transfer [27]. A UAV that wants to ensure
the position accuracy can verify the location via its short distance technology with
the help of the UAVs in its neighbouring area [28]. In addition to neighbouring
verification, we also recommend that the current location of the requesting UAV
should not be changed with the previous location records thanks to the blockchain
records.

As the use of blockchain technology increases in different areas, it is possible
to use it in networks where devices such as UAVNet need to make geo-location
accuracy. The fact that this kind of practice is not included in the literature has
been evaluated as a motivation for this study. In this study, a model proposal has
been made to verify the geographical location information of UAVs. In this model,
it is based on a safe publication of adjacent UAVs by adding blockchain switch in
a data packet for the location of a selected node of the selected UAVs.

Blockchain is a structure in which transactions and messages are electronically
stored in blocks. It is also known that these messages and transactions are recorded
by sending them to the entire network. If the messages pass the authentication test,
one more block is added to the chain. Verifying any message on the blockchain
is extremely simple and only requires a single hashing. In literature, numerous
methods have been proposed in the literature to filter false reports from networks.
All these schemes are based on collaborative report approval and hop-by-hop report
verification [29].

3 CONCEPTUAL FRAMEWORK

The UAV requesting location verification from neighbouring UAVs in blockchain
technology is protected against attack because they have signed the information in
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the data packets they use with their private keys. However, due to GPS attacks, the
UAV cannot determine its correct position. Thanks to the close distance technol-
ogy [28] used in this study, it can determine its actual position with evidence from
neighbouring GPSs. However, if the neighbouring UAVs are also attacked after the
control center publishes these packages:

• If the UAV which requests location verification, has position information already
registered in the blockchain, the maximum distance that this UAV can go with
the old records is calculated. If the new location info is greater than the maxi-
mum destination, this package is not used in the blockchain. In such a case, if
the attacker wants to accept the package, he either has to change the blockchain
or must capture more than 50% of the system. The capture of such a system is
almost impossible [28].

• If the UAVs requesting proof of location have two or more different location
proofs in their neighbour UAVs, the high number of approved proof packages
will be approved.

The addition of location information to the blockchain as described above pro-
vides control of the pre-recorded position evidence with distributed architecture.
In this way, it can be stored and protected against attack. Furthermore, the
blockchain as a distributed control and security system scenario, can provide the au-
tonomy of UAV when communication channels from other components of UAVNet
are lost [19].

3.1 Distributed Consensus

The concept of blockchain was first in the economy sector with the crypto cur-
rency called bitcoin [5]. The blockchain consists of each block and all blocks are
connected to each other. Each block is created according to the consensus mecha-
nism [30].

Consensus mechanisms allow nodes in the network to trust others. The four most
popular consensus mechanisms, according to [31], are Proof of Work (PoW) [32],
Proof of Stake (PoS) [33], Practical Byzantine Fault Tolerance (PBFT) and Dele-
gated Proof of Stake (DPoS), with other significant approaches including Proof of
Authority (PoA), Proof of Elapsed Time (PoET) or Proof of Bandwidth (PoB). Of
these PoW is considered to be a disadvantage because of the resource requirements
of the systems that will produce the block [34].

The model we propose in this study is closer to the PoS algorithm in terms of
block creation process. In UAVNet, as in this algorithm, it will be tasked to create
a block to one of the UAVs whose neighbours receive the highest approval over the
limit value. The UAVs exceeding the maximum limit shall have the right to be
elected in proportion to the number of approved UAVs. Any of these UAVs will
be randomly selected. This UAV is assigned by the control center to be selected
in a random time and the task of creating new blocks. The first task of the UAV
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that has taken the task of creating a block is to summarize the location evidence
packages of the UAVs with the current blockchain summary and combine it with
the Merkle algorithm [35].

Then, to add new blocks to this UAV; it creates a data packet by adding the
credential, location records, summary of the previous block, summary of the candi-
date block, and block creation time. Finally, it signs it with its own private key and
transmits this package to other UAVs through the control center. If the majority of
UAVs accepts the request to create this new block, the data packet is added to the
blockchain, as shown in Figure 1.

Figure 1. Data package for adding new block to blockchain

3.2 Merkle Tree

A Merkle Tree is a binary tree, a way of iteratively repeating to combine the two
hashes in each transaction of a block, then hashing the two hashed transactions again
and concatenating them two by one until they become one. The Summary Syntax
Tree is a way to bind each function until all of the program’s dependencies have been
matched. A general structure of the Merkle Tree is shown in Figure 2. A Merkle tree
is a secure and efficient [36] chain structure used to verify the consistency of a large
set of data records. This structure improves transaction validation performance on
blocks.

Each parent node derives its hash value from the value of its children that are
recursively dependent on all values in its subtree. Figure 2 shows an example of
a Merkle tree, each leaf (H1–H4) gets its value by calculating the imported value
(D1–D4) and parents (H5–H6) get values from their children (H1–H4) and finally
the root. The value of this Merkle tree (H7) corresponding to each value in the
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Figure 2. A general structure of the Merkle Tree [37]

tree is obtained. For example, H4 and H5 are needed to verify if H3 is in the tree.
A root (H8) can be calculated using H3, H4, and H5. By comparing H7 and H8 we
can confirm that H3 is in the tree if the two roots are the same, or that H3 is not
in the tree if the two roots are different [37]. The top node named Top Hash [38]
represents the Merkle root. All child nodes are leaf nodes and intermediate hash
nodes are branches. The leaf nodes of the Merkle tree calculate hashes of numbers
proportional to the logarithm, while the number of proportional leaf nodes has lists
of hashes.

In the blockchain, a public key is used as the identity of the user and a private
key is used to authenticate the data [39]. Also, the blockchain uses a Merkle tree in
1 blocks. In a Merkle tree, changing a value also changes the hash of the entire tree.
However, before adding data to the blockchain, each miner must reach an agreement
on the validity of the data [40]. Once accepted by everyone, the data is included
in the blockchain. After adding data to the blockchain, no changes can be made.
If someone tries to make a change to the block, the hash of the block also changes
and breaks the blockchain. All validators must agree on this change to reconfigure
the chain. Thus, the data on the blockchain remains secure. These blockchain
features can be a potential solution to the above mentioned security threats (i.e.
cyber attacks, data integrity issue).

3.3 UAV and Swarm Organization

Although UAVs were originally designed for military purposes, they are also pre-
ferred in civilian applications due to their promising functions such as ease of deploy-
ment, low maintenance cost and usability [41, 42]. Also, a drone swarm can power
IoTs by acting as a relay to transmit data. The use of autonomous systems such as
unmanned aerial vehicles has greatly facilitated military operations and is successful
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in collecting sensitive data and transmitting it to the command center. However,
due to the hardware and software components it contains, it has become the target
of cyber attacks. Examples of these attacks are manipulating the content of critical
messages used in the decision-making of autonomous systems, changing the flight
path and changing the current location information. To ensure the successful op-
eration of autonomous military systems [15], it is necessary to develop mechanisms
that will strictly protect the integrity of data and messages collected/exchanged,
and to provide an immutable record of each message.

Particle swarm optimization and ant colony optimization are the two main tech-
niques in the swarm intelligence family. In particle swarm optimization (PSO),
a swarm of particles is placed in a hypothetical solution space with multiple con-
straints to be met. The particle’s global best position and velocity guide the swarm
to reach the optimum position and velocity. PSO is a population-based technique
and can be effectively used for route optimization problem [43].

3.4 Location Verification Process of a UAV

1. A UAV wanting to verify location, as shown in Figure 3, signs its own identity,
the current location information, the summary of the blockchain, the creation
time of the last block added to the chain, the time to create the package and
the public key in a package and sign it with its private key. Then, the UAV
issues this signed data package with the original package to the neighbour nodes
and waits for a while. This UAV makes a publication covering the locations
of neighbouring UAVs close to it, taking into account the energy consumption
when broadcasting the package. If a certain number of neighbouring UAVs
have not received approval during this period, they will repeat the broadcast
by increasing the area to send the package. This process continues in the form
of iterations until the confirmation of the determined number of neighbours is
received.

Figure 3. The contents of the location verification in data package that the UAV sends
to neighbouring UAVs

2. Neighbouring UAVs compare the contents of the data packet from the UAV that
wants to verify its position with a summary of the current blockchain available
in them. Because of the comparison, if the summaries of the blockchains are
equalized, the neighbouring UAV approves its position information in the chain.
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Then, comparing the requesting UAV’s position information with the informa-
tion in its chain, it summarizes its answer with its own private key, including the
information in Figure 4, adds it to the data package and sends it to the control
center.

Figure 4. Content of the data package prepared by the neighbouring UAV for the UAV
that wants to verify its position

3. The control center broadcasts this package to the other UAVs without making
any changes. In fact, the neighbouring UAVs proving the accuracy of the loca-
tion can broadcast this package directly to all UAVs. However, this publication
is made by the center because the UAVs in the swarm may be scattered over
a wide area and their battery capacity may have decreased.

3.5 Security

Information security is a concept that has been studied since the beginning of com-
puting. Also, some specialized fields such as cryptography have been explored earlier
than this. The main objectives of security requirements are: confidentiality, authen-
tication, availability, integrity, and non-repudiation [42]. Cyber security comes to
the fore when computers are connected to each other.

Wireless sensor networks are an easy target for report generation attacks where
compromised sensor nodes can be used by an attacker to flood the network with
fake/false reports. Pathway filtering is a mechanism where intermediate forward-
ing nodes identify and drop false reports as they are routed to the pool. Current
path-through filtering schemes have either high storage overhead or low filtering
efficiency [44]. As it is known, DoS, DDoS, MITM ataks, non-repudiation, content
poisoning [45] are cyber attacks on UAVs. In addition, attackers UAVs can launch
alteration attack to inject, delete or modify any message. Therefore, they may mali-
ciously respond with data packets modified to meet the consumer interests, resulting
in cache poisoning.

4 METHOD

The communication architecture with the neighbours for the location verification of
a UAV within the UAV swarm is shown in Figure 4. The most remarkable innovation
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in this model is the use of blockchain technology. When a communication started,
it was hashed into the code sent by a block and then broadcast to each node.
Since thousands of transaction records can be processed in each node’s block, the
blockchain uses the Merkle Tree function to generate a final hash, which is the
Merkle tree root.

The reason we included the Merkle Tree method in the formation of the block-
chain is that it leads to a decrease in the block propagation speed between points.
In [36], performing an application with the blockchain and Merkle tree simula-
tor, showed that block transactions have a high effect of reducing the verification
time by up to 30 times, with no effect on the block propagation delay. This lat-
est hash value will be saved in the block header (the hash of the current block),
thus greatly reducing data transmission and system resources using the Merkle Tree
function.

As shown in Figure 5, UAV, which is orange in its background, transmits a broad-
cast to the neighbour UAVs to ensure location verification. The vector position
deviation that occurs during the attack of the selected UAV is planned to be equal
to the position deviations of the neighbouring UAVs.

The location verification process we have tried to summarize in 3 items above in
Section 3, we experimented with a lot of 100 UAVs in the simulation environment. In
this study, 10 different flight plans from 500 meters to 5 000 meters were conducted
with UAVs. The energy consumption and position verification information of the
swarm which is distributed randomly is tried to be calculated. Experiments were
repeated 10 000 times in order not to be affected by different parameters, then
an average value was calculated.

The information obtained using GPS trajectory data is becoming more com-
prehensive, detailed and accurate [46]. UAVs need accurate location information
for a variety of purposes, including route planning, operations, control and mission
completion [17]. Most UAVs use location information; global positioning system
(GPS), inertial navigation system, or a combination of both [47].

5 RESULTS

5.1 Location Verification During Attack

During the location verification process, a simulation was made with 100UAVs in
the 5 000m × 5 000m area. In order to determine how the location verification of
the UAVs was affected during the attack, one of the UAVs with randomly selected
at least 6 neighbours was attacked with GPS Spoofing. The resulting position
deviation of the attacked UAV was applied to the neighbours UAVs as the position
deviation vector of the same value. This experiment was repeated 10 000 times
in order to minimize the effects of the parameters that could not be taken into
account.
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Figure 5. Location verification model among neighbours with blockchain technology in
UAV swarm

As shown in Table 1, the number of attacked neighbouring UAVs increased as
a result of a decrease in the position verification performance of UAVs. However,
even with a decrease in performance rate, even if the attack rate is the highest, it
is determined that the UAVs in the network, such as 84%, have a high position
accuracy.

When GPS is the Spoofing attack, a certain period of time is expected as the
UAVs cannot be contacted immediately. In this study, since the UAVs are assumed
to be attacked as soon as they start flying, the initial position information is not
added to the blockchain. If the instant location information can be added to the
blockchain in the first time interval, it is thought that these performance rates will
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Number of attacked UAVs Position verification performance of UAVs [%]

0 99.9

20 99.7

40 98.5

60 92.2

80 87.4

100 84.3

Table 1. Position accuracy performance of UAV, which will make position verification,
based on the increase in the number of attacked UAVs

increase to close to 100%. Because, even if an attack occurs, the positions stored
in the blockchain will not be affected and the UAVs will be able to broadcast the
correct position information.

5.2 Energy Consumption

As a result of the experiments, the second calculated value was energy consumption
data. This value was calculated by taking the average of all experiments. It is known
that the energy consumption values of UAVs increase as the flight range increases.
As shown in Figure 6, it was determined that the UAVs communicating via the
control center consumed more energy than the UAVs that communicated directly
among them.

Figure 6. Energy consumption between models
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6 CONCLUSIONS

In the proposed model, a hybrid method was used by combining UAV-Neighboring
communication and UAV-Control center communication. In particular, in the po-
sition verification phase, UAV-Neighbour communication was made according to
the possibility of attack of the control center. Blockchain technology was used to
increase the reliability coefficient of this communication. Evidence validation was
performed with special key in the chain formed by the merkle algorithm. With this
model, a UAV deviating from orbit at the time of an attack may request verification
from its neighbours. In addition, it is thought that performing location verification
by block broadcasting between neighbors will increase energy efficiency, with the
thought that broadcasting new locations to the entire swarm by the control center
at the end of the location verification process of UAVs will increase energy con-
sumption. Since the control center is included in the chain here, the new location
information will also reach it. It can be said that it is unnecessary to verify by
contacting the control center again.

In this study, it is aimed to increase the coefficient of trust by the blockchain
technology of the location verification process of the UAV flock under attack. During
CPS-attack in a UAV swarm, a UAV can verify a position information added to the
blockchain, at a rate close to 100% when from neighboring UAVs require verification.
Even if the number of attacked UAVs increased, the verification rate did not fall
below 80%. When the energy consumption values with our model are examined, it
is seen that there is a decrease in the rate of 8 times.

An attacker could compromise multiple sensor nodes to inject false reports into
the network. These false reports claim events that do not exist at random locations
on the network, causing the pool to make incorrect decisions. Therefore, such attacks
can cause mission-critical networks to fail. Thanks to this blockchain developed for
UAVs,

• Avoiding excessive signature verification for each Data packet,

• Refrain from passing on Interests to potential attackers, provided.

These advantages ensured energy efficiency. Blockchain technology is recommended
against some attacks such as content poisoning. However, the method of moving
block data to the cache may have a degrading effect on system performance.
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Abstract. Enterprise information systems (EIS) play an important role in busi-
ness process management. Process mining techniques that can mine a large num-
ber of event logs generated in EIS become a very hot topic. There always exist
some deviations between a process model of EIS and event logs. Therefore, a pro-
cess model needs to be repaired. For the process model with selection structures,
the mining accuracy of the existing methods is reduced because of the additional
self-loops and invisible transitions. In this paper, a method for repairing Logical-
Petri-nets-based process models with selection structures is proposed. According
to the relationship between the input and output places of a sub-model, the de-

∗ Corresponding author

https://doi.org/10.31577/cai_2021_2_446


Method for Repairing Process Models 447

viation position is determined by a token replay method. Then, some algorithms
are designed to repair the process models based on logical Petri nets. Finally,
the effectiveness of the proposed method is illustrated by some experiments, and
the proposed method has relatively high fitness and precision compared with its
peers.

Keywords: Logic Petri net, model repair, token replay, choice structures, process
model

1 INTRODUCTION

Business process management has significantly promoted the development of com-
pany business processes with the help of advanced enterprise information systems
(EIS). Meanwhile, a large number of event logs are generated every day [1]. These
event logs can be mined which in turn improve EIS [2] and further the competitive-
ness of enterprises or organizations. Process mining can extract valuable informa-
tion from the event logs and improve the actual process models [3]. Process mining
techniques mainly include process discovery, conformance checking, and process en-
hancement [1, 2, 3, 4]. For process discovery, a process model can be built by mining
the existing event logs. Conformance checking can find the deviations between a pro-
cess model and the event logs [4]. For process enhancement, a process model can be
expanded and improved by further studying event logs [5]. At present, many pro-
cess discovery algorithms have been proposed by scholars. A reasonable workflow
model with complete logs can be mined based on α algorithm [6], but non-free-
choice structures and invisible transitions cannot be well handled. Some extension
methods of α algorithm are proposed in [7, 8] to deal with the above problems.
A proposed approach based on the genetic algorithm [9, 10] can guarantee a certain
quality standard, but it restricts the accurate discovery of block-structured process
models and has high computational complexity. A repairing method proposed by
Fahland et al. has high fitness [5], but the precision is low because of self-loops and
invisible transitions. A single activity with self-loops is inserted into the original
models based on Goldratt’s and Knapsack’s method [11], but the precision is still
not high.

A process model is described by Petri nets in [12], since Petri nets have the
advantages of rigorous mathematical definitions and powerful graphic display. The
static and dynamic states of business processes can be described in Petri nets. How-
ever, the existing process models cannot completely replay event logs when busi-
ness processes or environments are changed. The repaired can replay most of the
logs without breaking the main structure of the original model [13]. In this paper,
a method for repairing process models with selection structures based on logical Petri
nets is proposed. First, model deviations are determined by calculating missing and
remaining-tokens; then, the process model is repaired according to the deviations.
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The proposed method has higher fitness and precision than Fahland’s and Goldratt’s
methods [5, 11].

The rest of the paper is organized as follows. Section 2 presents some prelimi-
naries and briefly reviews some important concepts. Section 3 presents an approach
to repair models with selection structures based on a token replay method via logi-
cal Petri nets. The results and performance analysis of simulation experiments are
given in Section 4. Section 5 concludes this paper and discusses the future work.

2 PRELIMINARIES

Some basic concepts are introduced in this section including multi-sets [3], tuple [14],
event logs, projection, Petri nets [14], logical Petri nets [15], process trees, and
workflow nets.

Definition 1 (Multi-sets [3]). S is a set. A multi-set Z over S is denoted by Z :
S → N+, N+ represents a set of positive integers. β(S) represents all multi-sets
over S.

Definition 2 (Tuple [14]). A tuple consisting of n elements is denoted by x =
(a1, a2, . . . , an) ∈ S × · · · × S, where S is a set. πi(x) is the ith element of x,
where i ∈ (1, 2, . . . , n).

Definition 3 (Trace and event log [16]). Let A be a set of actives. σ ∈ A∗ is a trace
if 1 ≤ i < j ≤ σ : σ[i] ̸= σ[j], and it is a queue of actives. (&σ) represents the set
of all activities in trace σ. An event log is a finite nonempty multi-set of trace σ,
denoted as L ∈ β(A∗).

For example, given an activity set A = {t1, t2, t3, t4}, σ = ⟨t2t3t1t4⟩ is a trace
and (&σ) = {t2, t3, t1, t4}.

Definition 4 (Projection). Let β be a multi-set over A, Q ⊆ A, and σ ∈ A∗. σ|Q
denotes the projection of σ on Q, and β|Q denotes the projection of β on Q.

For example, if σ = ⟨aabc⟩, Q = {a, c}, and β = [a3, b, c2], then σ|Q = ⟨aac⟩
and β|Q = [a3, c2].

Definition 5 (Petri net). A Petri net is a four-tuple PN = (P, T ;F,M), where P
is a finite place set, T is a finite transition set, and F ⊆ (P ×T )∪ (T ×P ) is a finite
arc set, where

1. N = (P, T ;F ) is a net;

2. M : P → {0, 1, 2, . . . } is a marking of N ; and

3. The transition firing rules of Petri nets are as follows:

(a) For transition t ∈ T , if ∀p ∈• t : M(p) ≥ 1, then t is enabled at M , denoted
as M [t >.
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(b) If M [t>, then transition t can fire at M , and it generates a new marking M ′,
denoted as M [t > M ′. For ∀p ∈ P , we have

M ′(P ) =

 M(P )− 1, p ∈ •t− t•;
M(P ) + 1, p ∈ t• − •t;
M(P ), otherwise.

Definition 6 (Pre-set and post-set [15]). Let N = (P, T ;F ) be a net. For x ∈
P ∪ T , •x is the pre-set of x if •x = {y|y ∈ P ∪ T ∧ (y, x) ∈ F}. x• is the post-set
of x if x• = {y|y ∈ P ∪ T ∧ (x, y) ∈ F}.

Definition 7 (Workflow net [17]). WFN = (P, T ;F,M, i, o) is a workflow net,
where P , T , F and M can constitute a Petri net; i represents an input place and
o represents an output place, where

1. There is an input place i ∈ P , •i = ϕ and Mi is an initial marking;

2. There is an output place o ∈ P , o• = ϕ, and Mo is a final marking; and

3. x ∈ P ∪ T is always on the path from i to o.

Definition 8 (Logic Petri net). A logic Petri net is a six-tuple denoted by
LPN = (P, T ;F, I, O,M), where

1. P represents a finite set of places;

2. T = TD ∪ TI ∪ TO represents a finite set of transitions, and T ∩ P = ϕ. If
t ∈ TI∩TO, then

•t∩t• = ϕ. TD represents a set of traditional transitions in Petri
nets. TI represents a set of logic input transitions. For ∀t ∈ TI ,

•t is restricted
by a logical input expression fI(t). TO represents a logic output transitions set.
For ∀t ∈ TO, t

• is restricted by a logical output expression fO(t);

3. F = (P × T )(T × P ) is a finite set of arcs;

4. I is a mapping from logic input transitions to logic input functions, and for
∀t ∈ TI , I(t) = fI(t);

5. O is a mapping from logic output transitions to logic output functions, and for
∀t ∈ TO, O(t) = fO(t);

6. M : P → {0, 1, 2, . . . } is the marking function; and

7. The transition firing rules are as follows:

(a) For ∀t ∈ TD, the transition firing rules are the same as in Petri net;

(b) For ∀t ∈ TI , if fI(t)|M = •T•, then a logic input transition can be fired,
denoted as M [t > M ′, and for ∀p ∈ •t, M ′(p) = 0; and for ∀p /∈ •t ∪ t•,
M ′(p) = M(p); and for ∀p ∈ t•, M ′(p) = 1; and

(c) For ∀t ∈ TO, if ∀p ∈ •t, M(p) = 1, then a logic output transition can be
fired, and for ∀p ∈ •t, M ′(p) = 0; for ∀p ∈ t• must satisfies fO(t)|M = •T•,
and for ∀p /∈ •t ∪ t• : M ′(p) = M(p).
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For example, a logic Petri net is shown in Figure 1. t1 is an input transition.
I(t1) = p1 ∨ p2 is the logic input function of t1. From firing t1, there are three
situations:

1. p1 contains a token, or

2. p2 contains a token, or

3. both p1 and p2 contain a token.

t3 is an output transition. O(t3) = (p6 ⊗ p7) ∧ p8 is the logic output function of t3.
There are two situations when t3 is fired: each of p6 and p8 contain a token, or each
of p7 and p8 contain a token.

p1

p2

t1 p3
t
2 p5

t
3 p7

p6

p8p4

I(t1)=p1Úp2      O(t3)=(p6Äp7)Ùp8

Figure 1. A logic Petri net model LPN 1

Definition 9 (Process tree [18]). Let A be a set of actives. ⊕ is a given operator
set, and τ is an invisible transition, where

1. a ∈ A ∪ {τ} is a process tree;

2. If PT 1, . . . , PT n (n > 0) are process trees, then ⊕(PT 1, . . . ,PT n) is also
a process tree; and

3. There are 4 operators:

• × stands for a selection relation, and only one sub-tree can occur among
PT 1, . . . , PT n;

• → represents a sequence relation, and the corresponding sub-trees will occur
in sequence;

• ∧ denotes a parallel relation, and the corresponding sub-trees will occur
simultaneously; and

• ⟲ represents a loop structure, and PT 1 denotes a circulatory body, and PT 2,
. . . , PT n (n ≥ 2) denotes a loop path.

3 MODEL REPAIRING OF SELECTION STRUCTURES

When business processes or actual working environment changes, event logs gen-
erated by actual processes cannot be completely replayed by its original model.
Therefore, deviations between an actual event log and its original model should be
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identified, and the original process model can be repaired accordingly. In this sec-
tion, a repairing method is proposed based on a token replay method for models
with selection structures. It can find deviations between the original model and the
generated logs. Therefore, an original model can be repaired.

3.1 Model Repairing with the Equal Number of Transitions
and Log Activities

When a model is repaired, it is necessary to determine the location of deviations
between a model and logs. By replaying event log L in a model, the missing and
remaining-tokens can be calculated [19]. The position of deviations can be deter-
mined. In token replay, tokens will dynamically change from the initial place to the
final place when a trace is completely consistent with a model. If there are devia-
tions between a trace and a model, tokens cannot reach the end place according to
the missing-tokens, and the fitness of the rest trace cannot be analyzed. Thus an
enhanced replaying algorithm is given next.

Algorithm 1 Enhanced Replaying Algorithm

Input: A Workflow net WFN = (P, T ;F, i, o) and an event log L ∈ β(σ∗);
Output: M .
1: for each p ∈ P do
2: if p = i then
3: M(i) = 1;
4: else
5: M(p) = 0;
6: end if
7: end for
8: for (j = 1; tj ∈ &(σ); j ++) do
9: if tj ∈ T and p ∈ •tj − t•j then

10: M(p)←M(p)− 1;
11: end if
12: if tj ∈ T and p ∈ t•j − •tj then
13: M(p)←M(p) + 1;
14: end if
15: end for
16: M(o)←M(o)− 1;
17: return M.

In Algorithm 1, all places are initialized in Steps 1–7. There is a token in the
initial place, and there is no token in other places. The transitions in traces are
replayed in Steps 8–15. If tj ∈ T and p ∈ •tj − t•j , then M(p) = M(p)− 1. If tj ∈ T
and p ∈ t•j − •tj, then M(p) = M(p) + 1. In Step 16, a token is consumed from
the output place, and a final marking is obtained in Step 17. The computational
complexity of Algorithm 1 is O(n).
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Example 1. A workflow netWFN 1 is shown in Figure 2 where σ1 = ⟨t1, t2, t4, t5, t6,
t7⟩ is replayed. Table 1 shows the change of tokens based on Algorithm 1.

p1

p2

t1

p6

t2

t4

p3

p4

t3

p8
t5

p5

t6 p7

t7

Figure 2. Workflow net model WFN 1

M(p8) = 0 at the end of a replay. After executing Algorithm 1, M(p2) =
−1 represents that a token is missing, and M(p3) = 1 represents that a token is
remaining. For missing-token places, there should be an arc connecting a place
such that tokens can be generated. For remaining-token places, there should be
an arc connecting a transition to consume a token. The locations of missing and
remaining-token places represent an end position and a start position of an adding
arc, respectively. When a model is repaired, another side of the connecting arc needs
to be calculated. For example, •p3 should connect t4 in Figure 2. To repair WFN 1,
the arc from p3 to t4 should be added based on σ1 = ⟨t1, t2, t4, t5, t6, t7⟩. Another
side of an added arc can be determined based on the start position p2 or the end
position p5 in selection structures. From a process tree and selection relation pairs,
start and end pairs are defined with selection structures.

Transisions M(p1) M(p2) M(p3) M(p4) M(p5) M(p6) M(p7) M(p8)

Start 1 0 0 0 0 0 0 0

t1 0 1 0 0 0 1 0 0

t2 0 0 1 0 0 1 0 0

t4 0 −1 1 1 0 1 0 0

t5 0 −1 1 0 1 1 0 0

t6 0 −1 1 0 1 0 1 0

t7 0 −1 1 0 0 0 0 1

End 0 −1 1 0 0 0 0 0

Table 1. Change of token in WFN 1

Definition 10 (Selection relation). Let PT be a process tree of WFN = (P, T ;F,
M, i, o). n = ”×” is a node of PT , and it represents a selection structure. CRP =
(t1, t2) is called a selection relation where t1 = nl and t2 = nr where nl and nr

represent the leftmost and rightmost subtree of a selection structure, respectively.
SCRP represents a set of selection relations, i.e., SCRP = {(t1, t2) | t1 = nl, t2 =

nr,∀n = ×}. For example, SCRP = {(t2, t5)} in Figure 3.
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®

t6

t1 t7
Ù

´
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t3
t2 t5t4

Figure 3. The process tree PT 1 of WFN 1

Definition 11 (Selection structure). PT is a process tree of WFN = (P, T ;F,M,
i, o). n = ”×” is a node of PT , and it represents a selection structure. CRP ∈ SCRP

represents a selection relation pair. CSEP = (p1, p2) represents the start and end pair
of a selection structure, and p1 = •(π1(CRP )), p2 = (π2(CRP ))

•. SCSEP represents
a start and end pair set of selection structures. SCSEP = {(p1, p2) | p1 = •(π1(CRP )),
p2 = (π2(CRP ))

•, ∀CRP ∈ SCRP}.

For example, CRP = (t2, t5), and
•t2 = {p2}, t•5 = {p5}, in Figure 3. Therefore,

CSEP = (p2, p5), and SCSEP = {(p2, p5)}. Thus, an algorithm of calculating SCSEP

is given as follows.
Algorithm 2 gives a calculating method of start and end pair sets with selection

structures. SCRP and SCSEP are initialized in Step 1. Steps 2–15 find out the left-
most and rightmost sub-tree pairs of all selection structures in WFN , and they are
saved in SCRP . Steps 16–18 calculate the start and end pairs of selection structures,
according to SCRP , and store them in SCSEP . Step 19 returns SCSEP .

Definition 12 (Mapping function). Given log activity a ∈ &(σ) and a transition t
corresponding to it, Map(a, t) is the mapping function from a log activity to a model
transition for trace σ in log L.

p1

p2

t1

p6

t2

t4

p3

p4

t3

p8
t5

p5

t6 p7

t7I(t4)=p2Äp3

Figure 4. A repaired model of WFN 1 with L1

Algorithm 3 gives a model repairing method. Step 1 calls Algorithm 1 to re-
play the logs. Step 2 calls Algorithm 2 to calculate the start and end pair set of
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Algorithm 2 SCSEP Calculation

Input: A Workflow net WFN , the non-leaf node of process tree PT denoted by n;
Output: A start and end pair set of selection structures, SCSEP .
1: SCRP ← ϕ, SCSEP ← ϕ;
2: for each n ∈ PT do
3: if n! = ϕ and n ∈ ⊕ then
4: if n = ”×” then
5: SCRP ← SCRP ∪ {(nl, nr)};
6: else
7: for all the sub nodes SN ∈ n do
8: n← SN ;
9: Skip to Setp 3;

10: end for
11: end if
12: else
13: break;
14: end if
15: end for
16: for CRP ∈ SCRP do
17: SCSEP ← SCSEP ∪ {(•(π1(CRP )), (π2(CRP ))

•)};
18: end for
19: return SCSEP .

SCSEP . Steps 3–13 calculate a pre-set for remaining-places, remaining-places, the
number of remaining-places, a post-set for missing-places, missing-places, and the
number of missing-places. Their results are stored in Ts[ ], Ps[ ], m, Tq[ ], Pq[ ],
and n, respectively. All remaining-places and missing-places are judged whether
they belong to a start or end place of selection structures in Steps 14–29. If the
answer is no, an arc should be added from a remaining-place to Tq[i], and a logic
input expression I(Tq[i])← Ps[j]⊗ Pq[i] should be added, for the remaining-places.
Moreover, an arc should be added from Ts[j] to Pq[i], and a logic output expression
O(Ts[j])← Ps[j]⊗Pq[i] should be added too, for the missing-places. Steps 30 and 31
mean P ′ and T ′ are the same as P and T , respectively. Finally, Algorithm 3 returns
a repaired model LPN in Step 32. The computational complexity of Algorithm 3 is
O(n3).

Example 2. Algorithm 3 is used to repairWFN 1 in Figure 2 where L1 = {⟨t1, t2, t4,
t5, t6, t7⟩}. The repaired result is shown in Figure 4.

Example 3. Algorithm 3 is used to repairWFN 1 in Figure 2 where L2 = {⟨t1, t2, t3,
t5, t6, t7⟩}. The repaired result is shown in Figure 5.
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Algorithm 3 Model Repairing Algorithm

Input: A workflow net WFN = (P, T ;F,M, i, o) and an event log L ∈ β(σ∗);
Output: A repaired logic Petri net, denoted by LPN = (P, T ;F, I, O,M).
1: Call Algorithm 1 to replay event logs;
2: Call Algorithm 2 to calculate the set of a start and end pair SCSEP ;
3: for (i = 1; i < |T |; i++) do
4: m = n = 0;
5: if M(pi) > 0 then
6: Ts[m]← •pi;
7: Ps[m]← pi;
8: m++;
9: end if

10: if M(pi) < 0 then
11: Tq[n]← p•i ;
12: Pq[n]← pi;
13: n++;
14: end if
15: end for
16: for (j = 1; j <= m; j ++) do
17: for (i = 1; i <= n; i++) do
18: for each σ ∈ L(k = 1; k < |σ|; k ++) do
19: if Ts[j] ∈ σk and Tq[i] ∈ σk+1 then
20: if Ps[j] /∈ π1(SCSEP ) and Ps[j] /∈ π2(SCSEP ) then
21: F ′ ← F ′ ∪ Ps[j]→ Tq[i];
22: I(Tq[i])← Ps[j]⊗ Pq[i];
23: end if
24: if Pq[i] /∈ π1(SCSEP ) and Pq[i] /∈ π2(SCSEP ) then
25: F ′ ← F ′ ∪ Ts[j]→ Pq[i];
26: O(Ts[j])← Ps[j]⊗ Pq[i];
27: end if
28: end if
29: end for
30: end for
31: end for
32: P ′ ← P ;
33: T ′ ← T ;
34: return LPN = (P ′, T ′;F ′, I, O,M).
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Figure 5. A repaired model of WFN 1 with L2

3.2 Model Repairing with Different Number of Transitions
and Log Activities

It is supposed that model activities and log activities are the same in Algorithm 3.
However, log activities generated by an actual process are generally more than model
activities. When this situation happened, Algorithm 3 cannot complete a model
repairing. To take with this problem, newly added log activities need to be calculated
first. A sub-model can be mined according to the newly added log activities and the
inductive algorithms. Finally, a sub-model can be inserted into the original model.
The algorithm for calculating the newly added log activities is given as follows.

Algorithm 4 New Log Activities

Input: A workflow net WFN = (P, T ;F,M, i, o) and an event log L ∈ β(σ∗);
Output: The set of newly added log activities, denoted by NewAct .
1: NewAct ← ϕ, TM ← ϕ;
2: for (i = 1; i <= |T |; i++) do
3: TM ← TM ∪ {ti};
4: end for
5: for each σ ∈ L do
6: for (j = 1, aj ∈ σ; j <= |σ|; j ++) do
7: Map(aj, tk);
8: if tk /∈ TM then
9: NewAct ← NewAct ∪ {aj};

10: end if
11: end for
12: end for
13: return NewAct .

New log activities are calculated in Algorithm 4. Step 1 initializes NewAct and
TM as an empty set. From Steps 2–4, all model activities are added in TM . Log
activities are mapped to model activities in Steps 5–13, and it is judged whether
the model activities belong to TM . If the answer is no, then the log activities are
added to NewAct . Step 14 returns NewAct of new activities. The computational
complexity of Algorithm 4 is O(n2).
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WFN 2 is shown in Figure 6, and L3 = {σ1, σ2, σ3, σ4, σ5} = {⟨t1, t2, t4, t8⟩,
⟨t1, t9, t5, t6, t12, t8⟩, ⟨t1, t3, t5, t6, t7, t8⟩, ⟨t1, t9, t10, t12, t8⟩, ⟨t1, t9, t11, t12, t8⟩}. Newly
added log activities t9, t10, t11 and t12 can be calculated based on Algorithm 4.

p1 p2t1

t2

t3

p3

p4

t4

p6t5 p5 t6 p8t7 p7 t8

Figure 6. Workflow net model WFN 2

Algorithm 5 Order Relation from an Event Log

Input: An event log L ∈ β(σ∗);
Output: An event log relation set R.
1: R← ϕ, R′ ← ϕ;
2: for each σ ∈ L do
3: R′ ← R′ ∪ {ai >L ai+1};
4: if a ∈ σ and b /∈ σ or b ∈ σ and a /∈ σ then
5: R← R ∪ {a#Lb};
6: end if
7: if a >L b and b ≯L a then
8: R← R ∪ {a→L b};
9: end if

10: if a >L b and b >L a then
11: R← R ∪ {a||Lb};
12: end if
13: end for
14: return R.

Algorithm 5, the order relationship of logs can be found. a →L b, and a||Lb,
a#Lb represent a causality, parallel, choice relation between a and b, respectively.
The computational complexity of this algorithm is O(n).

A repairing method of including sub-models with selection structures is shown
in Algorithm 6. Algorithm 4 is called to calculate a new log activities set NewAct
in Step 1. Step 2 calculates the projection of NewAct in L to find sub log SL.
InductiveMiner(SL) algorithm is called to mine a sub-model WFN ′ = (P ′, T ′;F ′,
M ′, i′, o′) in Step 3. Step 4 calls Algorithm 5 to calculate the order relation of event
logs. A sub-model is inserted into the original model in Steps 5–13. Step 14 calls
Algorithm 3 to repair the model.

Example 4. Workflow net WFN 2 can be repaired based on Algorithm 6, and L3 =
{σ1, σ2, σ3, σ4, σ5} = {⟨t1, t2, t4, t8⟩, ⟨t1, t9, t5, t6, t12, t8⟩, ⟨t1, t3, t5, t6, t7, t8⟩, ⟨t1, t9,
t10, t12, t8⟩, ⟨t1, t9, t11, t12, t8⟩}.
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Algorithm 6 Model Repairing Method for Sub-Models with Choice Structures

Input: A workflow net WFN = (P, T ;F,M, i, o) and an event log L ∈ β(σ∗);
Output: The repaired logic Petri net LPN = (P ′, T ′;F ′, I, O,M).
1: Call Algorithm 4 to calculate a new log activities set NewAct ;
2: Calculating the projection of NewAct in L to find its sub log SL;
3: Call InductiveMiner(SL) algorithm to mine a sub-model WFN ′ = (P ′, T ′;F ′, i′,

o′,M ′);
4: Call Algorithm 5 to calculate the order relationship of event logs;
5: for each (ti →L i′•) ∈ R do
6: F ′ = F ′ ∪ (t•i → i′•);
7: end for
8: for each (•o′ →L ti) ∈ R do
9: F ′ = F ′ ∪ (•o′ → •ti);

10: end for
11: F ′ = F ∪ F ′ − (i′ → i′•)− (•o′ → o′);
12: T = T ∪ T ′;
13: P = P ∪ P ′ − i′ − o′;
14: Call Algorithm 3 to repair the model.
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Figure 7. Sub Workflow net model WFN ′

NewAct = {t9, t10, t11, t12} is calculated first according to the Algorithm 4. Then
the sub log SL = {⟨t9, t12⟩, ⟨t9, t10, t12⟩, ⟨t9, t11, t12⟩} is calculated based on NewAct
and L2. A sub-model WFN ′ can be mined according to the inductive algorithm,
and the result shows in Figure 7. The relationship between the new log activities
t9–t12 and the original model transition is calculated. Besides, the relationships are
t1 → t9, t2#t9, t3#t9, and t12 → t8. Finally, WFN ′ is inserted into the original
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Figure 8. Repaired model of WFN 2
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model and the model is repaired according to Algorithm 3. The repaired model is
shown in Figure 8.

4 SIMULATION EXPERIMENTS

Simulation experiments are conducted in this section. The data is from an inspection
department from a hospital in Qingdao, China, and event logs can be accessible at:
https://pan.baidu.com/s/1AG4TvrxF62uAP2Q0owOSEQ. The experimental results
of the proposed method in this paper are compared and analyzed with those of
Fahland’s method [5] and Goldratt’s method [11], where the former is implemented
by the corresponding plug-ins in ProM 6.10 available at http://www.promtools.
org/; and the latter is implemented in the DOS window and edited in ProM 6.10.

4.1 Model Repairing

The Petri net model in Figure 9 can be mined by α algorithm [7] according to
event logs, and it shows the whole process of patients from outpatient appointments
to treatment and departure. First, a patient makes an appointment at the triage
station or by phone call. Then he (or she) needs to book and then gets a reservation
number. Some patients may not make an appointment, but they need to register
at first. After that, the patients need to wait for calling their number and are
inquired by the doctor. Then the patients may need to do some examinations, i.e.,
common CT, PET-CT, chest enhanced scan, ESR, biochemical full set, blood gas
analysis, and blood routine. Then, the doctor makes a diagnosis according to the
results of examinations and decides whether the patients leave the hospital or be
hospitalized.

The event logs L1–L3 are shown in Table 2 including the number and length of
traces, and the number of events and activities.

Logs Traces Events Activities Length

L1 105 980 24 7 ∼ 11

L2 210 1 960 24 7 ∼ 11

L3 314 2 938 24 7 ∼ 11

Table 2. Event logs

There are some deviations between event logs and the process model in Figure 9
since there are some new occurring activities. For example, a patient can make
an appointment by internet or WeChat. Besides, the doctor may choose other
decisions after diagnosis, i.e., referral or conservative treatment.

The model in Figure 9 can be repaired by three methods. The repaired model of
Fahland’s method is shown in Figure 10. The repaired model of Goldratt’s method
is shown in Figure 11. The repaired model of our approach is shown in Figure 12.
From Figures 10, 11 and 12 the repaired models of Fahland’s and Goldratt’s methods

https://pan.baidu.com/s/1AG4TvrxF62uAP2Q0owOSEQ
http://www.promtools.org/
http://www.promtools.org/
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Figure 9. A Petri net of thoracic surgery

add some self-loops and invisible transitions to improve the fitness of models. Self-
loops and invisible transitions can decrease the model precision, and increase the
model complexity.

The following situation will occur according to actual occurrence logs in this
paper. After the common CT, it is possible to check blood gas analysis, ESR,
blood routine, biochemical full set, or entering the diagnosis directly. In this paper,
suppose that the logic output function of t12 is O(t12) = p9 ⊗ p10 ⊗ p11 ⊗ p12. After
checking chest enhanced scan, blood routine, biochemical full set, or directly entering
the diagnosis can be done. Thus the logic output function of t13 is set as O(t13) =
p10⊗p11⊗p12. After checking PET-CT, biochemical full set or directly entering the
diagnosis can be done. The logic output function of t14 is set as O(t14) = p11 ⊗ p12.
Common CT can be done before checking ESR. Therefore, the logic input function
of t16 is set as I(t16) = p8 ⊗ p9. After inquiry blood routine, biochemical full set,
blood gas analysis or directly entering the diagnosis can be done. Therefore, the
logic input function of t15, t17, t18, t19 are set as I(t15) = p8 ⊗ p9, I(t17) = p8 ⊗ p10,
I(t18) = p8 ⊗ p11, I(t19) = p8 ⊗ p12, respectively.

In the process model of Figure 12, the mapping relationship between transitions
and activities is shown in Table 3.

4.2 Model Evaluation

The simplicity of the repaired process model can be analyzed by three repairing
methods according to the principle of Occam’s Razor [20]. The increased number
of places, transitions, invisible transitions and arcs are compared in Table 4, after
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Figure 10. Fahland’s method

Transitions Activities Transitions Activities

t1 reserve by phone t13 chest enhanced scan

t2 reservation at triage station t14 PET-CT

t3 reserve by Internet t15 blood gas analysis

t4 reserve by WeChat t16 ESR

t5 consult without reservation t17 blood routine

t6 booking t18 biochemical full set

t7 get reservation number t19 diagnosis

t8 registration t20 leave

t9 arranging t21 hospitalization

t10 call number by order t22 conservative treatment

t11 inquiry t23 recommend referral

t12 common CT t24 referral treatment

Table 3. The mapping relationship of transitions and activities in Figure 9
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Figure 11. Goldratt’s method

the model is repaired by three methods. From the analysis, the invisible transitions
are not added in our method, while 8 and 7 invisible transitions are increased by
Fahland’s and Goldratt’s methods, respectively. From the increasing number of
arcs, 21 arcs are added by the repairing method of this paper, while 30 arcs are
increased by Fahland’s and Goldratt’s methods, respectively. Thus, the simplicity
of our approach is lower than the two repairing methods.

Models Places Transitions Invisible transitions Arcs

Our approach 1 5 0 21

Fahland’s method 1 5 8 30

Goldratt’s method 0 5 7 30

Table 4. Comparison of simplicity in three repairing models
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Figure 12. The repaired model by our approach

The fitness [21] is another important metric of conformance checking of pro-
cess models. The fitness of different models is analyzed based on the number of
traces in Figure 13. The fitness of Fahland’s and Goldratt’s methods are cal-
culated according to the tool of ProM 6.10 plug-in “Replay a Log on Petri Net
for Performance Analysis”. The fitness of the logical Petri net model proposed in
this paper is calculated manually according to reference [21]. From Figure 13, the
fitness of every method is more than 0.9. besides, Fahland’s method is slightly
lower than our approach and Goldratt’s method. The fitness of our approach
is 1.

The precision of the three repairing methods is shown in Figure 14. The pre-
cision of Fahland’s and Goldratt’s methods are calculated by plug-in “Check Pre-
cision based on Align-ETCformance” in ProM 6.10. The precision of the logical
Petri net model proposed in this paper is calculated manually according to refer-
ence [21]. When the given amount of available repair resources is small, the re-
paired model by Goldratt’s method cannot display all the new log activities. If
the value of R is set to 16 in Goldratt’s method, all log activities can appear in
the repaired model. Therefore, the precision of Goldratt’s method is relatively low,
around 0.67. The precision of Fahland’s method is about 0.73. The precision of
our approach is about 0.85. Obviously, our approach has higher precision than
others.
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Figure 13. The fitness between different models
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Figure 14. The precision between different models

5 CONCLUSIONS

Aiming at the low precision of Fahland’s and other repairing methods, a repairing
method of token replay is proposed based on logical Petri nets in this paper. The
deviation locations are firstly determined by token replay. A sub-model of newly
added log activities is mined by the inductive algorithm. Then an insertion location
of the sub-model is determined based on the relationship between the input and
output places of the sub-model and event logs. Finally, an original model can
be repaired by given algorithms via logical Petri nets. The repairing methods of
process models with selection structures are discussed in this paper. Therefore, the
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repairing methods of process models with parallel structures or loop structures will
be analyzed in our future research.
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