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Abstract. In the fast evolution of storage systems, the newly emerged flash memo-
ry-based Solid State Drives (SSDs) are becoming an important part of the computer
storage hierarchy. Amongst the several advantages of flash-based SSDs, high read
performance, and low power consumption are of primary importance. Amongst
its few disadvantages, its asymmetric I/O latencies for read, write and erase op-
erations are the most crucial for overall performance. In this paper, we proposed
two novel probabilistic adaptive algorithms that compute the future probability of
reference based on recency, frequency, and periodicity of past page references. The
page replacement is performed by considering the probability of reference of cached
pages as well as asymmetric read-write-erase properties of flash devices. The ex-
perimental results show that our proposed method is successful in minimizing the
performance overheads of flash-based systems as well as in maintaining the good
hit ratio. The results also justify the utility of a genetic algorithm in maximizing
the overall performance gains.
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1 INTRODUCTION

1.1 Flash Based Systems

Most storage systems built on conventional hard disk drives (HDDs) suffer from
technical limitations, such as low random access performance and high power con-
sumption. The mechanical nature of HDDs prevents these problems to get addressed
via technology evolution. Flash memory based Solid State Drive (SSD) is a type of
electrically erasable and programmable read-only memory (EEPROM) which plays
a crucial role in revolutionizing the storage system design. With the continuous
decrease in price and increase in storage capacity, the usage of SSDs is growing in
mobile devices, embedded computing and portable devices such as PDAs (personal
digital assistants), digital audio players, digital cameras, HPCs (handheld PCs),
etc. Due to its several other attractive features like high reliability (shock resis-
tant), high I/O performance (fast random reads) and low power consumption it is
also considered for replacing magnetic hard disks in enterprise database servers.

Unlike rotating hard disk drives which have mechanical movement overheads
measured in terms of seek time and rotational latency, the flash SSD requires no
movement of any of its mechanical part while read or write access to it. Unlike hard
disks which have nearly uniform read-write cost, random writes to SSDs are much
slower than random reads from it because of its erase-before-write limitation. In
SSDs typically, write operations are about ten times slower than read operations,
and erase operations are about ten times slower than write operations [13].

The storage space of flash memory is divided into fixed-sized blocks, each one
containing fixed-sized pages. Hence block size (usually 16 KB) is multiple of page
size (usually 512 bytes). Read/write operations are performed in units of pages
whereas erase operation is performed in units of blocks. Flash memory has the
typical property of writing a page only once, because of which page data cannot be
updated in-place. Hence when some contents of a page need to be modified, the
entire page must be written into a free page slot and the old page contents need to
be invalidated (out-of-page updates) [25]. The invalidated page can be written only
after erasing the block containing that page, i.e., a written memory must be erased
before it can be written again. SSDs use an additional driver software called flash
translation layer (FTL) which works in coordination with the host operating system,
and whose function is to map the logical blocks to the physical pages on the flash
device [27]. SSDs have limited processing power and random access memory (RAM),
to manage relatively much larger sized flash memory. To achieve good performance
with limited resources, FTLs are designed to hide the mismatch between the write
and the erase operations, by exploiting the localities in the write requests. But
in case there is a high percentage of random write requests, the performance of
SSDs can drop significantly. Especially in cloud environments where the page access
patterns are highly complicated due to numerous clients with diverse requirements
accessing the cloud storage simultaneously, the random write performance of SSDs
is extremely crucial.
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The erase operation is performed by garbage collection policy, whenever a suffi-
cient number of free slots are not available in the flash memory. Hence the increase
in the number of writes will cause an increase in the number of erase operations,
which are slowest among the 3 flash operations. Another unique feature of flash
memory is limited erase count, i.e., a limited number of erase operations are allowed
to be carried on each block. After a specified number of erase operations (in the
range 10 000 to 1 000 000 depending on its physical characteristics) the block will
become unreliable. Due to this, the lifetime of flash memory is shorter than that of
devices like the hard disk.

Moreover, due to the electrical properties of flash cells, garbage collection over-
heads are higher in the case of random writes as compared to sequential writes. If
the write requests are randomly distributed over the logical block address space,
sooner or later all the physical blocks in flash memory will be fragmented, severely
damaging the performance of garbage collection by increasing I/O latencies [15].

Based on the above facts we can conclude that, in flash SSDs, replacement of
a dirty page can induce more cost than the cost of replacement of a clean page. This
reduces the guarantees of optimizing I/O performance with the reduction in the miss
rate. In other words the relationship between I/O cost and miss rate may not be
consistent in the flash disks. Hence the effectiveness of buffer management schemes
can be measured in terms of hit rate and average I/O service cost per page fault.
The average I/O cost depends on flash memory characteristics as well as read-write
patterns in the workload.

As flash memory is becoming a promising alternative to replace hard disks,
like other software systems, the database systems also need to device techniques to
cope with flash I/O properties to reduce I/O latencies. Unfortunately, most of the
existing disk-oriented buffer replacement algorithms aim at better performance by
considering

1. read and write operations equally, i.e., having the same latency,

2. hit ratio improvement as the only means of performance improvement,

due to which hard disk-based DBMS buffer managers are inefficient to deliver good
DBMS performance on flash-based systems.

While designing the buffer management policy for flash-oriented systems, its
asymmetric read-write feature needs to be taken into account in addition to the
locality of pages in the main memory. Hence the buffer management schemes for
flash memory need to aim at not only the better hit ratios but also to minimize
the replacement costs incurring when a dirty page has to be propagated to flash
memory to make room for a requested page currently not in buffer. In other words,
the replacement policy should be able to minimize the number of erase operations
by controlling the number of write operations on flash memory and, at the same
time, avoid a significant fall in the hit ratio, because the fall in the hit ratio will
lead to an additional increase in the number of read operations.
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1.2 Cloud Databases

Cloud computing has emerged as an important computing paradigm which refers to
both the applications delivered as services over the Internet and the hardware and
systems software in the data centers that provide those services. The services offer
facilities for data storage, data processing, and information management [26]. The
services have been referred to as Software as a Service (SaaS), IaaS (Infrastructure
as a Service) and PaaS (Platform as a Service). A cloud database is a database that
typically runs on a cloud computing platform (private, public or hybrid ), access to
it is provided as a service.

Nowadays many applications are hosted on cloud databases where several ap-
plications share the same database instance. Such a database management system
exhibits periodic behavior in terms of data references. For example, US customers
access data at a particular time while Japanese customers access data at some other
time. The periodicity of data references is translated into periodic page references.
This periodicity of page references can be used as a new parameter to improve cache
performance by improving page replacement policy.

1.3 Our Contributions

To meet the above-mentioned challenges on cloud-based flash memory devices, we
propose two cost-based adaptive buffer-management algorithms based on the prob-
abilistic model of page references, namely Accurate Probabilistic Adaptive Clean
First Algorithm (APR-ACF) and Approximate Probabilistic Adaptive Clean First
Algorithm (PR-ACF). Our algorithms focus on achieving the following objectives:

1. Reducing the number of write/erase operations by considering the read-write
cost ratio of flash disks at each replacement.

2. Maintaining the hit rate as high as possible by considering the recency, frequency,
and periodicity of page references.

An additional feature of our algorithms is that it is self-tuning to respond to changes
in page reference patterns, by analyzing the frequency, recency, and periodicity of
page references in an online as well as offline manner.

Summarizing:

• We have introduced the idea of the periodicity of page references considering
recent trends in database applications, especially in a cloud environment.

• We have designed the concept of buffer management based on the probability
distribution of page reference which is more generalized and is capable to map
any existing specialized algorithms.

• The probability of reference is used to calculate which pages may be referenced
soon. The probability of reference gives us the information about pages in the
buffer cache, which one of them is a cold/warm/hot page.
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• Our flash aware buffer management scheme prefers to make replacement in the
COLD REGION; a part of the buffer cache which contains the pages with a low
probability of reference.

• Within the COLD region it prefers to replace the CLEAN page with the lowest
probability of reference. In the absence of a CLEAN page in the COLD region,
it replaces the DIRTY page with the lowest probability of reference.

• Our algorithm is designed to retain in the buffer:

1. The dirty pages with medium to high reference probability (warm/hot dirty
pages).

2. The clean pages with high reference probability (hot clean pages).

• Our algorithm is designed to quickly remove from buffer:

1. The dirty pages with low reference probability (cold dirty pages).

2. The clean pages with low to medium reference probability (cold/warm clean
pages).

If a conflict arises, clean pages are preferred over dirty pages for replacement.
The hotness or coldness of a page is decided based on its current probability of
reference. Here, the reference probability of a page is computed based on recent
references and past historical references, as described in Section 3.

• Our algorithm adapts with the changing page reference patterns by dynamically
resizing the COLD and HOT regions of the buffer cache.

The remainder of this article is structured as follows. The related works in
this field of cache management in hard disks based systems and flash-based systems
are introduced in Section 2 before describing the proposed buffer replacement al-
gorithms APR-ACF and PR-ACF in Section 3. Section 4 describes a page access
probability model and Section 5 explains the proposed page replacement algorithm
using the probabilistic model described in Section 4. Section 6 presents cost-benefit
analysis, whereas Section 7 explains a practically more efficient version of the page
replacement algorithm described in Section 5. The detailed analysis of the simu-
lation experiments and the results on various traces of different characteristics are
explained in Section 8. Section 9 explains the need for finding the optimal set of
time intervals, its application in maximizing the overall performance benefits, and
the use of genetic algorithms in defining the optimal time intervals.

2 RELATED WORK

2.1 Literature Survey

Since the database management system is accessed by various types of users and data
is stored in different types of storage structures, more complex referencing patterns
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are seen. Such page referencing patterns are categorized as sequential references,
random references, hierarchical references and looping hierarchical references [1].
Such referencing patterns describe a new query behavior model, the query locality
set model [QLSM] and based on it, a buffer management algorithm DBMIN was
proposed by Chou and DeWitt [2]. Based on the looping behavior of the operations
the hot set model is proposed by Sacco and Schkolnick [3]. The domain separation
algorithm proposed by authors in [3] divides the buffer pool into several domains.
Each domain represents a separate data structure like B-Tree or Cluster. So when
B-Tree is accessed it is ensured that non leaf parent node always resides in memory.
Another problem in database cache optimization is handling infrequent long queries.
If the query is infrequent and requires lot of disk page access then to bring the re-
quired disk pages in the cache, whole existing buffers will be replaced. This will
lead to removal of existing and stable working set in the cache and can result in lot
of cache misses afterwards. Nowadays most of the database instances are residing
in cloud environment and same database instance can be shared by multiple users
across the globe. Each such user may not access whole data but some specific set of
data. For example users from U.S. may access data of baseball products, while the
users from Brazil may be interested only in football products. So if the data of such
products is stored in clustered table and in data pages 〈Bm . . . Bm+i〉 [pages having
data of baseball products] and 〈Bn . . . Bn+j〉 [pages having data of football prod-
ucts], then the pages, 〈Bm . . . Bm+i〉 may be referred more frequently in 12–18 UTC
while pages 〈Bn . . . Bn+j〉 may be referred more frequently in 17–23 UTC. So the
page referencing pattern shows certain periodicity and can be modeled using some
probability distribution such as Gaussian distribution. Due to advent of superior
hardware and advanced tracing systems in database, the detailed historical page
trace is available indicating page number and page reference time which can be
processed offline to construct probability distribution of page reference.

Nowadays different storage options like index organized tables, clusters, indexes,
and partitions are available for storing data. In such structures, all data related with
same key are stored in the same page or in pages that are physically contiguous to
each other. Same query may generate different referencing pattern if the underlying
storage structure is different. The heterogeneity of users in terms of their likings,
their operating time, 24×7 application environment and different underlying storage
structures has generated many complex reference patterns and conventional buffer
management algorithms, which are based on one or two reference pattern(s), may
not provide better solution for buffer management.

The efficient buffer management system demands accurate estimation of future
probability of reference. The estimation should consider heterogeneity of users and
their operating time, different storage structures and current pattern of references.
Such estimation requires analysis of past references which normally provided by
database management systems and decision of replacement should be taken using
complete past pattern rather than using single event like LRU. Modern machine
learning techniques can be used to estimate probability distribution and allows us
to map the problem of replacement as classification problem. The only argument
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against such methodology is time required for such complex decision making which is
very critical in cache management. Modern hardware can provide better implemen-
tation of such algorithms and the improvement in hit ratio, which may substantially
reduce disk access, may outweigh cost incurred due to complex buffer management.

2.1.1 Traditional Buffer Replacement Algorithms

Traditional replacement algorithms, which are hard disk-oriented buffer manage-
ment algorithms, primarily focus on the hit ratio for good performance. Many al-
gorithms have been proposed so far, most of which are based on the recency and/or
frequency property of page references. Among them, the best-known algorithms
are LRU, CLOCK [17], LRU-2 [18], 2Q [21], LRFU [19], etc. Few more of them
are algorithms like LIRS [20], ARC, CAR [15], CART, Clock-Pro [22], etc., with
an additional adaptability, i.e., self-tuning feature.

2.1.2 Buffer Management Algorithms for Flash-Based DBMSs

Most of the asymmetry-aware flash buffering algorithms indicate two design points:

1. Distinguish clean pages (pages which contains the same copy of the original
data in flash memory; need not be written back on flash memory at the time
of replacement) and dirty pages (pages which are modified after reading the
original data from flash memory into main memory; hence need to be written
back on the flash memory whenever they are replaced).

2. Compare the locality of the two kinds of pages to make the replacement decision.

Most of these algorithms try to reduce the number of write operations, by de-
laying the process of evicting the dirty pages to enhance the I/O performance. One
of the first flash-based buffering algorithm is proposed by Park et al. [7], namely
CF-LRU which is based on the principle of holding the dirty pages as long as pos-
sible. For giving additional stay to dirty pages it enforces quicker replacement of
clean pages. Li et al. [13] published the Cold-Clean-First LRU (CCF-LRU) algo-
rithm which evict the cold clean pages first. It gives priority to replacing clean pages,
what many times results in quick replacement of newly inserted pages, thus reducing
the hit ratio. In absence of clean page, it prefers to replace cold dirty pages. Based
on CCF-LRU, Jin et al. [8] designed Adaptive Double LRU (AD-LRU) algorithm to
further improve the runtime efficiency. AD-LRU maintains the cold and hot pages
in two separate LRU queues and dynamically adjusts their length according to the
reference patterns. Jung et al. [16] propose the LRU-WSR algorithm which uses a
Write Sequence Reordering (WSR) strategy. LRU-WSR prolongs the stay of hot
dirty pages in the buffer and prefers replacing clean pages or cold-dirty pages. The
authors On et al. [12] develop a FD-Buffer algorithm in which clean and dirty pages
are separated into two pools. The size ratio of the two pools is dynamically ad-
justed based on the read write asymmetry property of the flash memory and the
runtime workload. Prober scheme [10] is efficient to exploit the workloads which
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contain large sequential write sequences, especially in the write-dominant traces.
To address the problem of cache pollution, Prober identifies large sequential write
request at early stage and enforces its quick replacement by labeling it as a cold
page. By monitoring I/O access patterns at runtime, Hystor [11] can effectively
identify pages that can result in long latencies or are semantically critical (e.g. file
system metadata), and stores them in SSDs for future accesses to achieve a signifi-
cant performance improvement. To further enhance write performances, Hystor also
serves a write-back buffer to speed up write requests.

3 PROPOSED WORK

3.1 Estimating Probability of Reference

In the proposed work we have provided a method for estimating the probability
of reference of the page in any time interval and suggested buffer management
algorithm based on it. We have also shown how different types of patterns can
be accommodated in this model and how algorithms like LRU and LFU can be
simulated by changing different algorithm parameters. We have also discussed the
cost-benefit analysis and analyzed to find out under what conditions the current
strategy provides benefit to cost ratio.

Moreover the proposed page referencing model essentially captures most of the
page referencing behavior [24]. The proposed method is based on the following
assumptions which are valid in most of the practical conditions.

1. The 24 × 7 internet-based database systems show periodicity of references due
to different users across the globe.

2. The queries are made efficient by using various storage structures that store the
related data physically adjacent to each other.

3. The query load generally comprises periodic frequent queries and infrequent
queries.

4. Based on the estimated probability of references we can determine cold, warm
and hot pages in the buffer cache.

5. Performance of flash-based database system can be optimized by modifying the
buffer management policy to minimize the replacement of hot or warm dirty
pages as well as hot clean pages if possible.

4 MODELING PAGE ACCESS PROBABILITY

The probability model [5] of page reference is based on recent references of the page
and periodic references of the page which are captured from past data in a specific
time interval. Generally in managing buffer cache, the page with a lower probability
of reference is replaced and page with a higher probability of reference is kept in the
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buffer cache. The probability of future reference from current time τc to future time
τc + Θ is estimated using following principles:

1. If the page is referred frequently in the recent past, then its probability of ref-
erence in the future is higher. The probability estimated using the principle is
denoted as Rbi,t1,t2 where bi is page id and t1−t2 (t2 > t1) indicates time interval.

2. If the page is referred frequently in some interval in the past, then there is higher
probability of referencing it in future in the same interval. The probability
estimated using this principle is denoted as Hbi,t1,t2 .

3. The total probability of reference Tbi,t1,t2 is calculated as weighted sum Rbi,t1,t2

and Hbi,t1,t2 . Thus Tbi,t1,t2 = ω1Rbi,t1,t2 + ω2Hbi,t1,t2 where ω2 + ω1 = 1, ωi ∈
Domain of real numbers between 0.0 and 1.0.

In calculating probability in all cases, probability distribution is estimated using
Parzen window technique with Gaussian kernel [4]. This technique provides all
the essential properties to capture behavior of page referencing pattern which is
explained in the remaining part of this section.

4.1 Calculating Probability Rbi,t1,t2 Based on Recent References

Using Parzen window classifier with normal distribution [4], probability density
estimation function of each page is estimated (Parzen window is used because the
approximate estimation can be chosen by changing distribution parameters).

Let

• N be total number of page references in time period t.

• t be total time period of data collection specified in small time units. For
example, if data is collected for 10 days and time unit is minutes then T =
10 ∗ 1 440 = 14 400 where 1 440 is the number of minutes for one day, i.e.,
24 hours.

• τi be time instance when page b is referred to in the specified interval.

• S = τ1, τ2, τ3, τ4, . . . , τk indicate the set of time units where a page is referred.
For example, if a page is referred at 11 am on day 1 and 11.05 am on day 2 then
S = {660, (1 440 + 665)}.

• P be periodicity of reference. For example, page referencing pattern is repeated
for each day, then P = 1 440, i.e., the number of time units in one day.

• σ be a user-defined parameter which controls the effect of past reference on
probability. The higher value of σ indicates bigger effect of reference on the
future pattern. For experimentation, value of σ is chosen as 1.

Hence, if page bi is accessed at time τ1, τ2, . . . , τk then probability density func-
tion of page bi is

Pbi =
1

N

k∑
i=1

1√
2πσ2

e
−1
2 ( t−τiσ )

2

. (1)
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Pbi = 0 if bi is not referred in the past. Probability of page reference bi in the interval
t1 to t2 is

Pbi,t1,t2 = Pbi(t1 ≤ t ≤ t2) =

∫ t2

t1

(
1

N

k∑
i=1

1√
2πσ2

e
−1
2 ( t−τiσ )

2

)
dt. (2)

The density function satisfies following essential properties of probability function:

Pbi(t1 ≤ t ≤ t2) 6= 0 if t2 > t1, (3)

Pbi(−∞ ≤ t ≤ ∞) =
NK

N
(4)

where NK is total historical references of page bi. If B = b1, b2, . . . , bn is set of all
pages then

Pbi(−∞ ≤ t ≤ ∞) =
n∑
i=1

Pbi,−∞,∞ =
1

N

n∑
i=1

Nk = 1. (5)

4.2 Calculating Probability Hbi,t1,t2 Based on Past References
of Historical Data

In this case, the time period is divided into fixed interval of equal size. For example if
the time period is a day then it is divided into time intervals of one hour, so number
of time intervals is 24 from 0–1 am, 1–2 am, etc. For practical implementation, they
are represented using number of minutes from the start of period as 0–60, 61–120,
121–180, etc. If the page is referred many times in the past in some interval then
it is also likely to be referred in the same interval in future. For each such interval
working set of pages is calculated as set of top N pages in terms of probability of
reference in that interval.

Here probability density function is similar to previous case but instead of using
τ1, τ2 as absolute time, the time is calculated from start of the period. For example
if page is referred on day 1 at 5:30 pm and on day 2 at 5:45 pm then τ1 & τ2 are
taken as 1 050 and 1 065 minute, i.e. number of minutes from start of the period.
The probability density function of reference of page bi is indicated as

Hbi =
1

N

k∑
i=1

1√
2πσ2

exp

(
−1

2

(
| t− τi |

σ

)2
)

(6)

where | t− τi | indicates time difference between t and τi considering circular scale.
The probability of reference between time period t1 and t2 is

H(t1 ≤ t ≤ t2) =

∫ t2

t1

Hbidt. (7)
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4.3 Finding Out LRU (Least Recently Used), MRU (Most Recently
Used), MFU (Most Frequently Used) Buffers from Probability Model

The above probabilistic model of page reference is able to capture various types of
buffers which may be used to implement existing conventional algorithms. Many of
the replacement policies consider least recently used buffers (LRU), most recently
used buffers (MRU), frequently used buffers (FUB) as criteria for replacement or
stay in buffer cache. These buffers are determined using following formulas. The
least recently used buffer (LRU) can be found out using Equation (8):

BLRU = argmin
i Pbi,tc,∞ (8)

where Pbi,tc,∞ is calculated based only on most recent reference of bi. The most
recently referred buffer (MRU) can be found out using Equation (9):

Bi = argmax
i Pbi,tc−θ,tc (9)

where σ � θ.
The most frequently used buffer (MFU) can be found out using Equation (9)

with the following constraints on the value of σ:

0� σ < θ.

5 PROPOSED ALGORITHMS

Based on the above probabilistic model of page reference the proposed algorithm is
designed as follows:

• Divide the period into number of intervals T0, T1, T2, . . .

• For each interval calculate the historical working set based on SQL traces as
given in Section 4.2 and Section 5.1.

• For each page in working set, calculate probability according to Equation (9).
For fast access the information of page and its probability is kept in a hash table.

5.1 Selecting Pages for Working Set

For each time interval, pages are sorted in descending order based on their computed
probability value in that interval and first k pages are chosen where k is the size of
buffer cache. The pages are chosen only if their probability is higher than predefined
threshold.

5.2 Assigning Ranks to Working Set Pages

Within each working set, pages are given ranks based on their probability values.
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5.3 Buffer Cache Organization

• Maintain list of pages which are referred in past along with their time of ref-
erence. This list is used to calculate probability Rbi,t1,t2 according to equations
given in Section 4.1. Since it is not possible to store all past references, the size
of list is m times the size of buffer cache where m > 1.

• Maintain list of pages in cache with their total probability value. The list is
sorted in descending order of their probability value. The page having lowest
probability is at the one end of the list which is called as COLD END while
page having highest probability is at another end which is called as HOT END.
The pages at the COLD END and HOT END are referred as ‘bc’ and ‘bh’,
respectively.

• The variable SPLIT divides the buffer cache into two parts which are HOT
REGION and COLD REGION. Initially SPLIT is initialized to 50 % of the
buffer cache size, hence it divides buffer cache into two equal parts. The first
part of the buffer cache starting with HOT END is called as HOT REGION and
the remaining part ending with COLD END is called as COLD REGION. The
other END of the HOT REGION opposite to HOT END is called as WARM
END.

• In order to keep adaptability with changing reference patterns, we maintain
a LRU list (LIST1) of recently replaced pages from the buffer cache. The length
of the list is same as the length of the buffer cache.

5.4 Accurate Probabilistic Adaptive Clean First Algorithm (APR-ACF)

When page bi is referred at time Ti then following procedure is called (assume buffer
full condition). We call this algorithm as Accurate Probabilistic Adaptive Clean
First Algorithm (APR-ACF).

Replacement (bi,Ti)
Begin
If (bi is not in buffer cache)

1. scan the COLD REGION from the COLD END towards the WARM END for
the first CLEAN page.

• if found then replace first CLEAN page with bi. (a)

• if not found then replace the COLD END page with bi.

2. Add replaced page to MRU end of LIST1. If LIST1 is already FULL, delete the
LRU END page from it, and add replaced page to MRU end. (a1)

3. Update probabilities of each page with new time reference Ti. (b)

4. Sort the list. (c)
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5. resize() (d)

6. End

Following procedure resize() adapts with the changes in the reference patterns
of the working set pages and normal pages. This is achieved by resizing the COLD
and HOT regions at each page reference as follows:

resize ()

• If referred page bi is a working set page and is present in the LIST1 (list of re-
cently replaced pages), then update variable SPLIT to decrease length of COLD
REGION by 5 % of the buffer cache length. This will increase the length of
HOT REGION by the same 5 %.

• If referred page bi is a normal page (does not belong to working set of current time
interval) and is present in the LIST1, then update variable SPLIT to increase
length of COLD REGION by 5 % of the buffer cache length. This will decrease
the length of HOT REGION by the same 5 %.

• The range of values that SPLIT variable can take are 10 %–90 % of the buffer
cache length (boundary condition). In case both the above two conditions fails
or increase/decrease of lengths of buffer cache parts causes violation of boundary
condition, the COLD and HOT regions will not be resized.

Step (a) executes in O(1) time. Step (b) is executed in O(k) time while Step (c)
is executed in O(k log k) time where k is size of buffer cache. Step (d) is an adaptive
step which responds quickly to changes in page reference patterns (can take place in
constant time). Adaptation occurs whenever the page fault corresponds to a page
which is recently replaced. In case it is a working set page, the length of HOT region
will be increased. In other case when it is a normal page, length of COLD region
will be increased. Our algorithm assumes that in the cache most of the working
set pages will be present in the HOT region and most of the normal pages will
be present in the COLD region. Generally, working set pages will join the buffer
cache in the HOT region, whereas normal pages will join the buffer cache in the
COLD region. Afterwards, based on their relative reference patterns with respect
to other cached pages, they will move towards the HOT end or COLD end of the
buffer cache. Step (a1) can also happen in a constant time. The proposed algorithm
is capable of providing performance for most of the common referencing patterns
which is explained as follows.

Sequential References. In a sequential scan, pages are referenced and processed
one after another. For non repeated scan, the probability of buffer goes on
decreasing and finally buffer is edged out of the cache. In case of repeated
scan the frequency of reference is increased and according to Equation (9) the
probability is increased which will increase stay of page in the buffer cache.
In the case of clustered sequential access (CS) like merge join, the buffer is
frequently referred and according to Equation (9) its probability is increased.
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Hierarchical References. This reference behavior is observed where index is re-
peatedly used, non leaf nodes of the index tree are referred frequently and their
probability of stay is increased according to the Equation (9).

Infrequent Long Query. If the query is infrequent and requires lot of disk page
access then to bring the required disk pages in the cache, whole existing buffers
will be replaced. This will lead to removal of existing and stable working set in
the cache and can result in lot of cache misses afterwards. The pages of such
long infrequent queries will not appear in the working set due to their infrequent
access pattern and they are inserted towards COLD END and subsequently they
will be replaced quickly without disturbing the stable working set.

6 COSTS BENEFIT ANALYSIS

The above proposed algorithm (APR-ACF) enhances flash I/O performance by in-
creasing the hit ratio and minimizing the write-erase operations, but the cost of
replacement policy is very high because it involves updating probabilities and sort-
ing list. The overall performance of the system can be analyzed by considering
overheads in replacement strategy and improved hit ratio as explained in following
section.

Suppose

• C: size of buffer cache,

• B: hit ratio,

• N : number of memory references made by replacement algorithm,

• M : time required for one memory access,

• D: time required for one disk access,

• B0: minimum hit ratio assuming elementary replacement policy,

• B1: maximum hit ratio gain by most complex algorithm.

Normally hit ratio is improved if more information is used to decide replacement
buffer, but the improvement is not linear. Practically after reaching certain value
there will be only marginal increase in hit ratio even if large information is scanned
for deciding replacement buffer. Thus the gain in hit ratio gain is inversely propor-
tional to the hit ratio hence the relationship can be approximated using following
equation:

B = B0 +B1(1− exp(−αinC)) (10)

where 0 < B0 +B1 < 1.
Assuming replacement decision is made by analyzing n bytes of information and

it is repeated C times, i.e. for each buffer in the cache. The α1 is proportionally
constant which is approximately equal to improvement in hit ratio by scanning ad-
ditional one information byte. Here exponential function is used because the hit
ratio will increase less as proportion to increase in complexity of the replacement



Optimizing Performance of Flash-Based Cloud Databases 1251

algorithm, and after certain value it cannot be increased by the most complex re-
placement algorithm.

The cost of replacement policy depends on number of information bytes scanned
in deciding replacement. This cost is linearly proportional to number of information
bytes scanned.

Cost of replacement strategy = (α0+α2nC) where α0 is minimum bytes scanned
for each reference and α2 is proportionality constant.

If there are N references, then the total access time (T0) with elementary re-
placement strategy is given by following equation:

T = N (M + (1−B0)D) +Nα0M = N (M + (1−B0)γM) +Nα0M (11)

where D = γM .

According to current technology parameters, γ � 106.

When replacement is done using complex algorithm by scanning n bytes of
information then the total access time (T ) is

T0 = N (M + (1−B)γM) +NM (α0 + α2nC)

= N (M + (1−B0 −B1exp(−αinC))γM) +MNα0 +Nα2nCM, (12)

T = T0 −NγB1exp(−αinC)M +Nα2nCM, (13)

T = T0 − T− + T+ (14)

where

• T− is reduction in time due to improved hit ratio due to complex replacement
strategy,

• T+ is increase in replacement time due to complex replacement strategy.

The overall reduction in time requires, T− � T+

γB1exp(−α1nC)� α2nC. (15)

If γ is more than n, then the proposed algorithm always gives good performance,
however, if buffer cache size is very large then n is also higher because information
of more buffers is to be kept and cost of replacement policy tends to be very high
making proposed algorithm less practically feasible. The cost can be reduced by
avoiding updating and sorting list for each reference.

By using efficient data structures n can be reduced and inequality given in
Equation (15) can be satisfied. To reduce cost of replacement we are proposing
approximate algorithm which is having reduced replacement cost without much
decreasing hit ratio.
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7 APPROXIMATE ALGORITHM

To avoid modification of probabilities in step (b) and sorting of the list in step (c) of
the above mentioned proposed algorithm, only historical count (HC) in the interval
time of the current reference and frequency count (FC), which is the number of
references in current time in that interval, are maintained. The total count (TC)
is calculated as sum of historical count and frequency count which is not changed
unless page is referred so the list will remain sorted and page which is referred is
always inserted to maintain it in sorted order. The modified algorithm is:

Replacement (bi, Ti)
If (bi is not in buffer cache)
bi.FC = 0;
bi.HC = (count from historical list if it exists in historical list, otherwise 0);

• scan the COLD REGION from the COLD END towards the WARM END for
the first CLEAN page.

– if found then replace first CLEAN page with bi. (a2)

– if not found then replace the COLD END page with bi.

• Add replaced page to MRU end of LIST1. If LIST1 is already FULL, then delete
the LRU END page from it, and add replaced page to MRU end. (a22)

bi.FC = bi.FC + 1; (b21)
bi.TC = bi.TC + 1; (b22)
cnt+ +;
Insert bi in page replacement list in sort order; (c2)
If (cnt > threshold) decrease FC and HC of each page; (c3)
resize() (d)
End

Steps a2, b21, b22 are executed in O(1) times and step (c2) is executed in
O(log k) times where k is size of buffer cache. If there is page in page reference list
having the same total count then bi is always inserted towards hot end in the sorted
order.

If the reference pattern shows periodicity of references then historical count is
increased and page is moved towards hot end. If the page is referred frequently then
its current count is increased and it is moved towards hot end. If the page is referred
by infrequent query then it is inserted towards cold end and it is finally moved out
of buffer cache. If the page is referred frequently initially but its recent references
are very less then it is moved towards cold end because of step (c3). In the COLD
REGION likelihood of replacement will be high. The cost of replacement policy
depends on step (c3) and can be reduced by increasing threshold. The algorithm
finally guarantees longer stay to non-cold DIRTY pages and HOT CLEAN pages
and a shortest possible stay to COLD CLEAN pages, followed by warm CLEAN
pages and COLD dirty pages.
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8 EXPERIMENTATIONS

For performance evaluation, we compare the best of our two algorithms, i.e., PR-
ACF with the performance of five best competitors, namely CF-LRU, LRU-WSR,
CCF-LRU, AD-LRU and PR-LRU. The performance measures used are buffer hit
ratio, number of write operations and runtime.

8.1 Experimental Environment

The simulation experiments are conducted based on flash memory simulation frame-
work, called FlashDBSim. FlashDBSim is a reusable and reconfigurable framework
for the simulation-based evaluation of algorithms on flash disks [23]. FlashDB-
Sim uses a modular design approach, which includes Virtual Flash Device Module
(VFD), Memory Technology Device Module (MTD), and Flash Translation Layer
Module (FTL). The VFD module is a software layer that simulates the actual flash
memory devices. Its most important function module is to provide virtual flash
memory using DRAM or even magnetic disks. It also provides manipulating op-
erations over the virtual flash memory, such as page reads, page writes, and block
erases. The MTD module maintains a list of different virtual flash devices, which
enables us to easily manipulate different types of flash devices, e.g., NAND, NOR,
or even hybrid-flash disks. The FTL module simulates the virtual flash memory
as a block device so that the upper-layer applications can access the virtual flash
memory via block-level interfaces. The FTL module employs the EE-Greedy algo-
rithm citeref14 in the garbage collection part and uses the threshold for wear-leveling
proposed in [6]. In our experiment, we simulate a 128 MB NAND flash device with
64 pages per block and 2 KB per page. The I/O characteristics of the flash device
are shown in Table 1 and the erasure limitation of blocks is 100 000 cycles.

Operation Access Time Access Granularity

Read 20µs/page Page (2 KB)

Write 200µs/page Page (2 KB)

Erase 1.5 ms/block Block (128 KB = 64 pages)

Table 1. The characteristics of NAND flash memory

8.2 Dataset Characteristics

We have performed a trace-based simulation to evaluate the performance of the
proposed PR-ACF algorithm in comparison with the competitor algorithms. We
have done the experimentation on four different traces of 24× 7 days which contain
a mixture of random, sequential and repetitive patterns along-with different read
and write localities. The first six days traces are used as a training dataset to define
working sets for different time intervals and seventh days trace is used as a test
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dataset for performance evaluation. The details of the traces are given in Tables 2
and 3.

Trace-ID No. of Refs No. of Pages Read/Write Ratio Locality

T1 250 000 12 000 80 %/20 % 60 %/40 %

T2 250 000 12 000 20 %/80 % 40 %/60 %

T3 250 000 12 000 50 %/50 % 80 %/20 %

T4 250 000 12 000 60 %/40 % 80 %/20 %

Table 2. Characteristics of four traces Set-A

A read/write ratio “X %/Y %” in Table 2 means that the read and write opera-
tions in the traces are of X and Y percentages, respectively. The locality expression
in Table 2, e.g. X %/Y %, means that X % of total number of accesses call Y %
of total number of data pages. Hence the likelihood of our working sets having
members as the subset of these Y % data pages is very high.

Another workload that we have used for experimentation is OLTP one hour
test trace in a real bank system containing 607 391-page references to a CODASYL
database with a total size of 20 Gigabytes. The number of different pages accessed is
51 870 with each page having the size of 2 048 bytes. Ratio of read/write operations
is 77 %/23 %. Table 3 gives the distribution of various types of references in each
workload trace.

8.3 Performance Metrics

Three performance metrics, write count, hit ratio, and runtime were used in our
simulation experiments to evaluate the results. The erase operations are not consid-
ered because the erase counts are nearly proportional to the write counts, as they
are triggered due to call to write operations.

The read operations are not considered because firstly reads are covered in the
hit ratio parameter and secondly they are less significant to overall performance due
to its low latency compared to write operations.

Runtime parameter is highly influenced by hit ratio and the number of writes
to the flash memory.

Trace-ID Periodic Refs Sequential Refs Repetitive Refs Random Refs

T1 7.22 % 14.43 % 60.26 % 18.09 %

T2 10.47 % 18.33 % 24.51 % 46.69 %

T3 19.32 % 21.62 % 29.58 % 29.48 %

T4 3.47 % 57.81 % 21.42 % 17.30 %

Table 3. Characteristics of four traces Set-B
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8.4 Parameter Settings

For all the datasets, parameter w of the CFLRU algorithm is set to 0.5, which means
half of the buffer is used as clean-first window. Parameter min lc of AD-LRU is set
to 0.2.

8.5 Results and Results Analysis

Figures 1–4 illustrate the comparison of the hit ratios on traces T1 to T4 for various
buffer sizes.

Figure 1. Hit ratio comparison on trace T1

On all the four traces, PR-ACF has a better hit ratio than the other algo-
rithms, as shown in Figures 1–4. PR-ACF considers the locality of pages from
recent as well as historical references. At each replacement, it selects the page from
the COLD region, and within the COLD region, it prefers the COLDEST clean
page for a replacement. In absence of CLEAN page in the COLD region, it re-
places the COLDEST dirty page. Here, the COLD page corresponds to a page
having a low probability of reference in the near future. Hence using this COLD
first policy PR-ACF has achieved the best hit ratio in read-most as well as write-
most scenarios, as the replaced page has a high probability of not getting re-
ferred shortly. On traces with a high percentage of random page references, PR-
ACF manages to outperform all the competitor algorithms, because of its online
adaptivity in which it continually controls the growth in the miss rate by resiz-
ing HOT and COLD regions, according to changes in the page access patterns.
One of the important advantages of probabilistic cache is that pages in sequen-
tial reads and sequential writes are directly inserted in the COLD region hence
quickly replaced, eliminating the possibility of cache pollution. Pages in random
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Figure 2. Hit ratio comparison on trace T2

Figure 3. Hit ratio comparison on trace T3

reads and random writes also will have a short stay in the buffer cache, whereas
pages in periodic and repetitive reads-writes will have longer stay in the buffer
cache.

The other way around, many of the competitor algorithms evicts clean pages
without considering their access frequencies, to protect dirty pages. Few of them
protect HOT clean pages by selecting COLD dirty pages for replacement, but they
consider only recent access patterns to predict the HOT and COLD pages. This
adversely affects their hit ratio, what is the reason why our proposed algorithm
outperforms them considerably. The increase in the hit ratio by PR-ACF when
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Figure 4. Hit ratio comparison on trace T4

compared with other best-performing algorithms CCF-LRU, AD-LRU and PR-LRU
is 6.3 %, 4.5 %, and 2.7 %, respectively, on trace T3.

Figures 5–8 show the number of write operations for each algorithm on traces T1
to T4 for different buffer sizes. As shown in Figures 5–8, the write count of PR-ACF
is less than all the competitor algorithms on all the traces. The primary reason for
this is that all the HOT dirty pages (having close to largest write and erase cost) are
saved from getting replaced, as all the HOT (having high probability of access at
current instance of time) pages are in the HOT region, a region which is forbidden
for replacement in PR-ACF. In the COLD region, PR-ACF favors evicting clean
pages first from the buffer so that the number of writes incurring from replacements
of COLD dirty pages can be reduced.

In absence of clean page in the COLD region, PR-ACF replaces the COLDEST
dirty page, thereby protecting the HOT clean pages from replacement, and avoiding
unnecessary degradation of the hit ratio. As COLDEST dirty page will be having
the lowest probability of reference in the cache, there is less chance of it getting
referred and causing an increase in the number of write counts in the current time
interval. As the time interval changes so as the working set and the decisions of
PR-ACF about which pages to protect from replacement also changes. Hence the
above working principle benefits PR-ACF in all the three read-most, write-most
and random-most scenarios in maintaining the low write count and high hit ratio
simultaneously. The reduction in the number of writes by PR-ACF when compared
with other best-performing algorithms CCF-LRU, AD-LRU and PR-LRU is 42.7 %,
29.6 %, and 24.2 %, respectively, on trace T2.

Figures 9–12 show the overall runtime of various replacement algorithms. The
runtime of an algorithm is the sum of time required for read, write and erase oper-
ations plus the memory time. The access time for each type of operation is given
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Figure 5. Write count comparison on trace T1

in Table 1. The total runtime of an algorithm can also be calculated as a number
of read operations ∗ read access time + a number of write operation ∗ write access
time+a number of erase operation∗erase access time. The total runtime of an algo-
rithm is highly influenced by its hit ratio and the number of write operations (write
count) involved.

Figure 6. Write count comparison on trace T2
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Figure 7. Write count comparison on trace T3

Specifically, total runtime is directly proportional to the write count and in-
versely proportional to the hit ratio. Figures 9–12 show that PR-ACF has the
lowest runtime. This is because PR-ACF maintains the highest hit ratio and lowest
write count amongst all the algorithms. The reduction in the runtime by PR-ACF
when compared with other best-performing algorithms CCF-LRU, AD-LRU and
PR-LRU is 30.4 %, 7 %, and 5.1 %, respectively, on trace T4.

Figure 8. Write count comparison on trace T4
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In most of the cases, total runtime is less influenced by running time of the
algorithm (also called memory time) as compared to the I/O operational time (time
taken by read, write and erase operations). However, with the weak locality, memory
time has a greater impact on the runtime. With the increasing buffer cache size, the
ratio of increase in memory time and decrease in total runtime keeps on increasing.

Figure 9. Runtime comparison on trace T1

Figure 10. Runtime comparison on trace T2
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Figure 11. Runtime comparison on trace T3

Figure 12. Runtime comparison on trace T4

Figures 13, 14, 15 show the hit ratio, write count and runtime comparison,
respectively, of various replacement algorithms on real OTLP trace. PR-ACF has
a clear advantage over other algorithms in terms of hit ratio, write count and runtime
for most of the buffer cache sizes.
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Figure 13. Hit ratio comparison on OLTP trace

9 OPTIMAL SET OF TIME INTERVALS

The above-proposed method uses static intervals like 9–10 am, 10–11 am and so on
for calculating the predictive working set. This will give a simple and less computa-
tional algorithm for replacement but it may not give optimal predictive working set.
Calculating correct intervals to get an optimized predictive working set and to get

Figure 14. Write count comparison on OLTP trace
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Figure 15. Runtime comparison on OLTP trace

minimum cache misses is a challenging task. Since it is a combinatorial optimization
problem, techniques like genetic algorithms can be used.

9.1 Genetic Algorithms

Genetic Algorithms (GAs) are adaptive heuristic search algorithms based on the
evolutionary ideas of natural selection and genetics. As such, they represent an in-
telligent exploitation of a random search used to solve optimization problems. After
an initial population is randomly generated, the algorithm evolves through three
operators:

• Selection, which equates to the survival of the fittest.

• Crossover, which represents reproduction by the crossover between solutions.

• Mutation, which introduces random modifications.

9.2 Proposed Genetic Algorithm for Finding Optimal Set
of Time Intervals

For finding an optimal set of time intervals we have defined a system that can
generate a solution under specified constraints. Initially, it reads values for the
following three input parameters.

• Total number of time intervals in a solution (N).

• The minimum length of the time interval (minlength).
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Algorithm 1 Generic Genetic Algorithm

1: randomly initialize population (p)
2: determine fitness of population (p)
3: while best individual is not good enough or number of evolutions does not reach

its limiting value do
4: select parents from population (p)
5: perform crossover on parents creating population (p+ 1)
6: perform mutation of population (p+ 1)
7: determine fitness of population (p+ 1)
8: end while

• The maximum length of the time interval (maxlength).

After receiving these 3 inputs, the system randomly creates an initial population of
M solutions (P ) in which each solution has exactly N time intervals and the length
of each time interval is between minlength and maxlength. Each solution needs to
cover a complete daytime of 24 hours represented by 1 to 1 440 (1 min to 1 440 min
(24 ∗ 60)). Where 1 represents 00:01 and 1 440 represents 00:00.

Example 1. Each solution of the sample solution set has the following charac-
teristics: N = 12, minlength = 80, maxlength = 160. In the initial population
of 100 solutions (M = 100) one of the solution is given in Table 4.

Interval-ID Start-Time End-Time Fitness

1 1 065 1 148 0.56

2 1 148 1 283 0.64

3 1 283 1 419 0.64

4 1 419 66 0.58

5 66 178 0.66

6 178 305 0.6

7 305 415 0.72

8 415 538 0.68

9 538 672 0.63

10 672 826 0.7

11 826 959 0.66

12 959 1065 0.71

Solution: 21 Total Fitness 7.78

Table 4. Sample solution

The proposed algorithm works as follows: Within the minimum and maximum
length constraints on the duration of the time interval, our algorithm randomly
generates a population of M solutions each having N time intervals. M and N are
predefined parameters that remain constant throughout the evolutionary process.
Fitness of each solution is computed by taking the summation of the fitness of its
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all the N time intervals. Fitness of each time interval is computed using the com-
puteFitness function which takes the starttime and endtime of the time interval as
input parameters and returns the summation of access probabilities of the top 15 %
pages (working set pages) in that time interval. The information about pagewise
reference probabilities for a given time interval is derived from the historical data
by applying the probabilistic model discussed in Section 4.

An initial population P of M solutions is generated through the 3 steps of
Algorithm 2.

9.2.1 Generating Initial Population of 100 Solutions

9.2.2 Finding Fairly Optimal Solution

The more the fitness of the solution, it can be expected that the higher is the overall
daywise benefits to the cache performance from the N working sets of the solution.
Here the N working sets of a solution are associated with N different intervals of time
(of unequal duration) having different fitness values (For example refer to Table 4).
To maximize the overall daywise benefits to the cache performance, i.e., to maximize
the cache optimization, we search heuristically for the close to an optimal solution.
For that the initial population of M solutions evolves through T iterations, using
the selection, mutation and crossover operators (described in Section 9.3). After
T iterations, in the final population of solutions, the solution with the highest fitness
value is to be selected as close to an optimal solution (fairly optimal solution).

9.3 Genetic Operators

9.3.1 Selection

This operator picks the top 25 % solutions (in terms of fitness) from the initial/pre-
vious population for reproduction. The top 25 % solutions (in terms of fitness) from
initial or previous population P are copied into the new population P ′. The rest of
the solutions in the new population P ′ are generated by crossover (50 % solutions)
and mutation (25 % solutions) operators.

9.3.2 Crossover

This operator picks randomly any 2 solutions parent1 and parent2 from P and
creates a new child solution having combined features of parent1 and parent2. The
child or a new solution is included in the new population P ′. We compute Avg1 and
Avg2 as the average fitness value of parent1 and parent2 respectively.

Avg1 = Total Fitness of parent1/N,

Avg2 = Total Fitness of parent2/N.
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The new – child solution will also have total N time intervals. The combined features
(best of each of them) of parent1 and parent2 are copied into a new solution in the
following way: The endtime of ith time interval of parent1 is copied into the endtime
of ith time interval of a new solution if parent1 has the best solution for the interval I,
i.e., interval I of parent1 satisfies the following conditions:

• Its fitness value > than Avg1 as well as Avg2.

• Its fitness value > fitness value of ith time interval of parent2.

The starttime of ith time interval of new solution is set to endtime of the previous –
(i−1)th interval of the new solution or to the starttime of ith time interval of parent1
if i = 1 (first interval).

A similar policy is employed for copying best fitness intervals of parent2 into
a new solution. For the time interval I if neither parent1 nor parent2 has the best
solution, we follow the following strategy: The starttime of ith time interval of new
solution is set to endtime of the previous – (i− 1)th interval of the new solution or
to the average of starttime of ith time interval of parent1 and parent2 (for the first
interval of a new solution).

The endtime of ith time interval of new solution is set to the average of endtime
of ith time interval of parent1 and parent2.

In case of violation of interval length constraint in computing endtime in the
above way, the endtime is recomputed using formula (16).

endtime = (starttime + random(maxlength−minlength) + minlength) %high. (16)

9.3.3 Mutation

This operator selects the top 25 % solutions in terms of fitness from population P and
adds them to empty set S. Each solution from set S is mutated randomly before
adding it to a new population P ′. The mutation is carried out in the following
way.

From the solution find the top N/4 time intervals with the lowest fitness value.
Mutate these intervals, i.e., regenerate the endtime of each of these intervals using
formula (16). Recompute their fitness and add them to the mutated solution. If
mutated intervals cause violation of interval length constraints for the subsequent
intervals regenerate the endtimes of subsequent intervals using formula (16), up to
the interval for which violation stops.

9.3.4 Experimental Results

We have taken a seven days OLTP traces from the commercial MIS database server.
These traces are timestamped and have the page size of 2 KB. After analyzing, the set
of intervals reported by the proposed genetic algorithm (Number of Iterations = 100,
Population Size = 100, Number of Intervals = 11) is as follows:

31–158–303–425–520–695–829–937–1 099–1 254–1 382–31.
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Algorithm 2 Generating initial population of 100 solutions

1: Step 1: . Parameters which are constant for all the solutions in the
population are initialized.

2: M = 100 . No of solutions in the initial population
3: Low = 1 . represents 00:01 hrs
4: High = 1 440 . represents 00:00 hrs
5: Read N . number of time intervals in each solution
6: Read minlength . minimum length of each time interval
7: Read maxlength . maximum length of each time interval
8: [end of Step 1]
9: Step 2: . create initial population P

10: for I = 1 to M repeat Step 3.
11: [end of Step 2]
12: Step 3: . create Ith solution in P
13: Solution (I).Interval (1).Starttime = Low + random(High− Low); . Set

starttime of first interval randomly by value between the range Low to High.
14: Solution (I).Interval (1).Endtime = (Solution (I).Interval (1).Starttime +

random (maxlength−minlength) + minlength) % High; . Set
the endtime of first interval by adding a random value between minlength and
maxlength to the starttime of first interval.

15: Solution (I).Interval (1).Fitness = computeFitness (Solution (I).Interval
(1).Starttime, Solution (I).Interval (1).Endtime); . Compute Fitness of first
time interval of Solution I

16: for J = 2 to N repeat Step 4. . Repeat the process
for remaining N − 1 time intervals of Solution I, all the time intervals will have
starttime equal to endtime of the previous time interval.

17: [end of Step 3]
18: Step 4:
19: Solution (I).Interval (J).Starttime = Solution (I).Interval (J − 1).Endtime;
20: Solution (I).Interval (J).Endtime = (Solution (I).Interval (J).Starttime +

random (maxlength−minlength) + minlength) % High;
21: Solution (I).Interval (J).Fitness = computeFitness (Solution (I).Interval

(J).Starttime, Solution (I).Interval (J).Endtime); . Compute Fitness of J th

time interval of Solution I
22: [end of Step 4]
23: Step : . Compute Fitness of a solution Solution(I).Fitness =

∑N
j=1

[Solution(I).Interval(J).Fitness]
24: [end of Step 5]
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We defined working sets for the above optimal set of time intervals as well as
working sets for the static time intervals of one-hour fixed length on the above
dataset.

Here a new working set (corresponding to new time interval) is loaded automat-
ically at the expiration of each time interval (which coincides with the start of the
next time interval).

Experimental results prove that the use of optimal time intervals in PR-ACF
maximizes the overall day-wise performance gains considerably in comparison to the
results achieved with static time intervals (one hour each), as shown in Figure 16.

Figure 16. Performance comparison of PR-ACF algorithm with static (S) and optimal
(O) time intervals

10 CONCLUSION

In this paper, we focus on a cache replacement policy for database systems equipped
with flash memory as a secondary storage. We propose a new replacement policy,
called PR-ACF, which considers the imbalance of read and write costs of flash
memory while replacing pages. The basic idea behind PR-ACF is to avoid the
replacement of dirty pages present in the buffer cache to minimize the number of
write operations and at the same time preventing the significant degradation in the
hit ratio to achieve the fairly close to overall optimal performance. To determine
the coldness and hotness of the cached pages we propose a probabilistic model that
calculates the probability of future reference of each cached page and organizes the
cache based on computed probability. To improve the accuracy of prediction, the
probability is calculated based on the study of reference patterns from a history
of references along with recent reference patterns. The buffer cache is divided into
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HOT and COLD regions which are dynamically resized according to the changing
access patterns. The page replacement always happens in the COLD region, and
within the COLD pages, the COLDEST clean page is targeted for replacement,
thus deliberately keeping the COLD dirty pages in the cache to avoid performance
degradation due to costly write and erase operations on flash memory. The proposed
PR-ACF algorithm was tested on the flash simulation platform Flash-DBSim, by
comparing its performance with best-known flash-based replacement algorithms.
The experimental results show that our proposed algorithm performs better than
the top-performing algorithms like CCF-LRU, AD-LRU, and PR-LRU with respect
to write count, runtime as well as hit ratio. Experimental results also prove that
the use of optimal time intervals maximizes the overall day-wise performance gains
considerably in comparison to the results achieved with static time intervals.
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Abstract. Most of the Visual Cryptography based image authentication schemes
hide the share and authentication data into cover images by using an additional
data hiding process. This process increases the computational cost of the schemes.
Pixel expansion, meaningless shares and use of codebook are other challenges in
these schemes. To overcome these issues, an authentication scheme is proposed in
which no embedding into the cover images is performed and meaningful authenti-
cation shares are created using the watermark and cover images. This makes the
scheme completely imperceptible. The watermark can be retrieved just by superim-
posing these authentication shares, thus reducing the computational complexity at
receiver’s side. Cellular Automata is used to construct the master share that pro-
vides self-construction ability to the shares. The meaningful authentication shares
help in enhancing the security of the scheme while size invariance saves transmis-
sion and storage cost. The scheme possesses the ability of tamper detection and its
localization. Experimental results demonstrate the improved security and quality
of the generated shares of the proposed scheme as compared to existing schemes.

Keywords: Image authentication, cellular automata, extended visual cryptogra-
phy, watermarking, normalized Hamming similarity, PSNR, SSIM

1 INTRODUCTION

There have been tremendous advancements in data transmission technology in the
past decade. The transmitted data can be easily recreated or tampered on the net-
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work. Images are popular media used in data transmission. Hence protection and
authentication of the images have gained a lot of attention in recent times. Protect-
ing the integrity of image from modification by unauthorized users is called image
authentication. Many image authentication schemes [11, 28] have been proposed in
the literature that can be classified into two categories:

Digital signature based authentication: In this type of schemes [3, 4, 5, 8, 13,
20, 27, 36, 39, 40], a signature is generated from the image using a hash function.
This signature is then embedded into the image. To verify authentication of the
image, the signature is again calculated from the image using the same hash
function and compared with the extracted signature. If both the signatures are
same, the image is ensured to be authenticated else detected as tampered.

Watermarking based authentication: In watermarking based schemes [6, 25,
34, 37, 41], a watermark is embedded into the image. The resultant image is
known as the marked image. On the receiver side, the watermark is extracted
from the marked image. If the extracted watermark is different from the em-
bedded one, the image is detected to be tampered. The original watermark is
required for the comparison.

Apart from watermarking, cryptography also plays a crucial role to protect the
data being transmitted. Naor and Shamir [19] proposed a modification of cryp-
tography scheme to share a secret among a number of participants in such a way
that every participant gets a part of the secret. This scheme is termed as Visual
Cryptography (VC). A (k, n) VC is a scheme in which n random shares are con-
structed from the secret image and later, it can be reconstructed by superimposing
authorized k or more shares where, k ≤ n. No information can be retrieved from
any subset of unauthorized shares or shares less than k. The shares created in this
scheme were meaningless in appearance which may create a suspicion of some secret
information being shared. Hence, this scheme was modified by Ateniese et al. [12] by
creating meaningful shares and termed as Extended Visual Cryptography Scheme
(EVCS). Here, when the meaningful shares are superimposed at the time of retrieval,
the meaningful information disappears from them and the secret hidden inside the
shares is recovered. Both of these schemes suffered from pixel expansion and low
contrast in the generated shares.

Kafri and Keren [22] further enhanced the existing VC scheme by handling pixel
expansion. Here, the binary secret image S is encoded into two random grids having
the same size as that of S. This scheme removed pixel expansion but created random
looking meaningless shares. Guo et al. [32] further improved the above scheme to
create meaningful random grids. This scheme shows the benefits of random grid
based VC to create meaningful shares with no pixel expansion. A probabilistic
parameter β is used to make a trade-off of visual quality deterioration between
share images and the decoded secret image. The larger value for β results in more
visual-pleasing share images and less visual-pleasing decoded image, while smaller
value for β results in less visual-pleasing share images and more visual-pleasing
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decoded image. These schemes have been further enhanced in [43, 42] to improve
the visual quality of generated shares.

The existing watermarking based authentication schemes [6, 25, 34, 37, 41] mod-
ify the original host image by embedding watermark into it, thereby resulting in the
image quality degradation. Hence, in the past decade VC based authentication
schemes [3, 5, 8, 13, 30, 36, 39] have gained a lot of attention as these schemes do
not embed watermark into the host original image. The shares are constructed from
the host image, and then these shares along with the authentication data or wa-
termark are embedded into some other cover images which are transferred through
the communication channels. This authentication data is extracted at the receiver’s
side and used to detect tamper in images. In all these schemes, an additional data
hiding scheme is required to hide the constructed shares in some cover images, which
increases complexity of these schemes.

The paper has been organized into the following Sections. Section 2 discusses
the related works, Section 3 briefly reviews the concepts used in the proposed scheme
like Cellular Automata (CA) and Wavelet Packet Decomposition (WPD). Section 4
presents the proposed authentication scheme. Experimental results and discussion
are presented in Section 5, followed by conclusions in Section 6.

2 RELATED WORKS

In past few years, many VC based authentication schemes have been proposed that
are briefly discussed in this section. In 2004, Lin et al. [5] proposed a VC based
authentication scheme in which the shares are generated from the secret image
using a polynomial. The image is divided into blocks and parity bits are calcu-
lated for every block. These parity bits are used as authentication data. This
data together with shares are embedded into cover images. The drawback of this
scheme is that the size of the cover image increases to four times the size of the
secret image. Yang et al. [8] modified Lin et al. [5] to enhance authentication abil-
ity and quality of reconstructed image. This scheme also used polynomial based
VC to generate n shares, but unlike the Lin’s scheme [5] which set the value of
the variable p to 251, this scheme set value of p to the Galois Field (GF), i.e.
p = g(x) = x8 +x4 +x3 +x1 +x0, which reduces the distortion in the received secret
image. The extracted secret image has minimum distortion, but the cover image
still remains four times the size of secret image. In some cases, this scheme provided
fake authentication. Chang et al. [3] proposed another VC based authentication
scheme using Chinese Remainder Theorem (CRT) that improved the authentica-
tion ability but the issue of pixel expansion still existed. The size of the cover
image was relatively decreased as compared to the previous two schemes but it was
still twice the size of the secret image. As this scheme uses CRT to evaluate the
authentication bits, the computational complexity got increased. Another scheme
was proposed by Lou et al. [9] in which the secret image is embedded inside two
meaningful cover images, with no pixel expansion. This scheme provides larger em-
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bedding capacity at the same transmission cost and better contrast of the generated
shares.

The Two in One Secret Sharing Scheme [44] was proposed to provide good
quality decoded images while performing decoding without use of any computations.
But this scheme had security limitations as it created noisy shares. This scheme was
improved by Srividhya et al. [30] by creating meaningful shares and enhancing its
security by sharing an authentication image along with the secret image. The visual
quality of the recovered image was improved due to usage of adaptive halftoning.

Eslami et al. [39] proposed an embedding scheme where the size of the block
depends on the data to be hidden, hence the cover images are used efficiently for
hiding the data. This scheme also included an authentication-chaining method which
used 2 authentication bits and was able to achieve 15/16 tamper detection ability.
But its disadvantage was that after encountering a tampered block, the rest of the
image could not be tested. The authentication abilities for the increased block
sizes were improved and the individual blocks of the stego image could also be
authenticated in Ulutas et al. [13]. The visual quality of the stego images was also
better as compared to the exisiting ones and could authenticate the rest of the stego
image after encountering an altered block in the stego image.

Another VC scheme with authentication abilities, which could create meaningful
shares, using the concepts of cellular automata, DWT and hash functions, was
proposed by Wu et al. [36]. This scheme used an additional data hiding process to
embed the shares inside cover images. This scheme had low visual quality for stego
images and low tampered detection rate.

2.1 Motivation for the Proposed Work

From the study conducted on the existing watermarking based authentication sche-
mes [7, 10, 15, 16, 18, 21, 24, 33, 35, 38], it is observed that the host image is
modified to embed the watermark which degrades its visual quality. Also, to retrieve
the watermark from the marked image, watermark extraction algorithm is followed,
that increases the computation cost of the scheme. Pixel expansion, meaningless
shares and use of codebook for share generation remain to be continuing challenges
in the existing VC based authentication schemes [3, 4, 5, 8, 30, 36, 39]. These
schemes generally require an additional data hiding process to conceal share and
authentication bits into images, which increases the computation cost.

2.2 Contribution

The novelty of the proposed scheme is that the original host image is not modified
for watermark embedding, instead authentication shares are constructed from host
image using VC to store watermark information. This makes the scheme completely
imperceptible. As no data hiding process is required to conceal these shares and au-
thentication data into cover images, instead the meaningful authentication shares are
constructed that resemble the cover images. This reduces complexity of the scheme
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as, at the receiver’s side, the watermark can be retrieved just by superimposing the
shares.

Cellular Automata is used to create the master share, which eliminates pixel
expansion and use of codebook, that saves transmission and storage cost. Also, to
create meaningful authentication shares, a probabilistic parameter p is taken that
decides the tradeoff between visual qualities of authentication shares and extracted
watermark. This parameter makes the proposed scheme flexible for real-time appli-
cations. Meaningful shares enhance the security of the scheme, as random looking
shares create suspicion that some secret information is hidden inside them. Use
of VC further enhances security of the scheme, as watermark hidden in the shares
cannot be detected or removed easily by any unauthorized entity but is retrieved
only when k out of n shares are superimposed with each other.

Also, if an attacker gets access to the image, he can also construct the key and
create the master share. The watermark cannot be retrieved until it is superimposed
with some authorized shares stored with participants. This ensures the security of
the proposed scheme. The key used to create master share can be constructed
at both sender and receiver sides. Hence, there is no need to transmit it as side
information thereby saving transmission cost.

3 PRELIMINARIES

In this section, Cellular Automata and Wavelet Packet Decomposition are discussed,
which are used in the proposed scheme.

3.1 Cellular Automata

Cellular Automata (CA) is an array of entities which are known as cells. Every cell
has a finite state having value either 0 or 1. Every cell has a neighborhood, which
is usually described by its adjacent cells. The cells of the cellular automata exhibit
following properties:

Grid: All cells of cellular automata arrange themselves in the form of a grid, as
shown in Figure 1 a).

State: Every cell has a state. The number of state possibilities is typically finite.
Every cell usually has 2 states: (0 and 1) or (ON and OFF) or (ALIVE and
DEAD), as shown in Figure 1 b).

Neighborhood: Neighborhood involves the cell and its adjacent cells, as shown in
Figure 1 c).

The state of the cell at an instant of time t, depends on its state at time t − 1
along with the state of its neighbors at time t− 1. A certain set of rules is followed
to determine this current state of the cell on the basis of the previous states of the
cell and its neighbors. This can be written as:

S(t) = F (S(t− 1))
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a) cellular automata grid

b) States of cellular automata

c) Neighborhood of a cell

Figure 1. Representation of cellular automata

where S(t) represents state of a cell at time t. Function F is determined by various
rules described in [26]. This has been described in Figure 2.

Figure 2. Transition of a cell from one state to the next state

The state configuration for every cell along with its right and left neighborhoods
is represented by three bits, e.g. 100. Hence there are total eight possible neigh-
borhood state configurations. Thus the rulesets are represented by eight bits, e.g.
Rule 10001010, representing eight different state configurations. In the proposed
scheme Rule 30 has been used. Generation of new state from the previous state
using Rule 30 is shown in Figure 3.

Figure 3. Use of Rule 30 to generate the next state

In terms of a Wolfram elementary CA, there are 256 possible rulesets. The
ruleset used here is commonly referred to as Rule 30 because if the binary sequence
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00011110 is converted to a decimal number, integer 30 is obtained. The generic
CA is extended to two dimensions [26] which permits direct comparisons to real
physical systems like crystal growth, chemical reaction-diffusion systems, simulation
of turbulent flow patterns, etc. Two Dimensional CA supports variety of lattices and
neighborhood structures like von-Neumann neighborhood where the center cell is
surrounded by four neighbors, Moore neighborhood that has eight neighbors around
the center cell, etc.

3.1.1 Rule 30

Rule 30 is an one dimensional binary CA rule introduced by Stephen Wolfram [31]
in 1983. This rule has been used with VC in [26]. As stated in [2], Rule 30 is
an exceptional legal rule that is highly periodic and random. Hence, this rule chosen
in the proposed scheme helps in enhancing security. It is described in Figure 4. The
figure shows all eight possible state configurations and their corresponding next
state. The color of the next state is determined by the color of the cell and its
neighbors in the previous state. As the binary representation of the outcome of the
rule turns out to be 30, the rule is known as Rule 30. (30 = 000111102)

Figure 4. Representation of different state configurations and their next states using Rule
30

3.2 Wavelet Packet Decomposition

Wavelet Packet Decomposition (WPD), also known as Wavelet Packets, is a wavelet
transform where discrete-time sampled signal is passed through more filters as com-
pared to the Discrete Wavelet Transform (DWT) [17, 23]. In DWT, every level is
calculated by passing previous wavelet approximation coefficients (low pass results)
while in WPD, both detail (high pass results) and approximation coefficients are
used to create the full binary tree.

The wavelet decomposition procedure splits the approximation coefficients into
two parts. After splitting, we obtain a vector of approximation coefficients and
a vector of detail coefficients, both at a coarser scale. The information lost between
two successive approximations is captured in the detail coefficients. Then the new
approximation coefficient vector is split again. In the wavelet packet approach, each
detail coefficient vector is also decomposed into two parts as in approximation vector
splitting. A pictorial representation of WPD over three levels is shown in Figure 5.

For n levels of decomposition the WPD produces 2n different sets of coefficients
(or nodes) as opposed to n + 1 sets for the DWT. However, due to the down sam-
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pling process, the overall number of coefficients is still the same and there is no
redundancy.

Figure 5. WPD over 3 levels. g[n] is the low-pass approximation coefficients, h[n] is the
high-pass detail coefficients [17].

Wavelet Packets have a larger library of functions than wavelets, which help in
representing different types of images efficiently. Especially the images that have
smaller scale wavelet coefficients and carry very little energy, can be effectively
represented by WPD. Thus, in the proposed scheme we have utilized WPD to create
a master share that contains maximum features of the image, else it might lead to
increase in false positives and false negatives in the tamper detection cases.

4 PROPOSED SCHEME

The proposed scheme consists of two phases: Share Generation Phase and Authen-
tication Phase. It has been represented with the help of a block diagram shown in
Figure 6.

4.1 Share Generation Phase

In the Share Generation Phase, a share is generated from the host image using WPD
and CA. This share is referred as Master Share (MS). This phase is described in
Algorithm 1. The Host Image is divided into equal sized blocks. A basis set is
produced for every block by applying WPD. The binary code for the average value
of this set is considered as the key for the respective block. The obtained key is used
to generate the corresponding MS block using CA with Rule 30. Generation of MS
has been explained with the help of an example in Figures 7 and 8. In Figure 7,
a best basis set is constructed after applying WPD on an image block. The average
of this set is calculated as 17. The binary conversion of 17 is considered as the key
for CA, which is used to construct MS in Figure 8. The first row of the block is
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a) Share generation phase

b) Authentication phase

Figure 6. Block diagram of proposed scheme

initialized with the key and the remaining rows are constructed from this first row
using Rule 30.

The benefits of using CA are that no codebook is required to create shares, no
pixel expansion as every host image bit is represented by one bit in MS and no need
to store the share as it can construct itself from its initial state. Existing VC scheme
based on CA [26] uses a key to generate the share. This key has to be transmitted
from the sender to receiver as side information which results in additional transmis-
sion cost and can be accessed by third-party attackers too. While in the proposed
scheme as a binary representation of mean for every block is considered as the key,
there is no need to transmit the key as side information. It can be constructed by
the sender and receiver individually from their host and received image respectively.
This reduces transmission cost and enhances security too.

After constructing MS, n meaningful and non-expanded authentication shares
are generated using MS and watermark. Generation of authentication shares is illus-
trated in Figure 9. For every pixel, a random bit x is generated with probability p.



CA Based Image Authentication Scheme Using EVCS 1281

Figure 7. Example of WPD on SI Block of size 4× 4

If x turns out to be 0, pixel from watermark is included in the authentication share
and if it turns out to be 1, pixel from cover image is included in the authentication
share.

In proposed scheme, parameter p is set as a trade-off between visual quality
of share images and retrieved Watermark Image (WI), i.e., the smaller value for
p results into more visual-pleasing share images and lower image quality of retrieved
watermark image, while the larger value for p results in less visual-pleasing share
images and higher image quality of retrieved watermark image. The generated
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Figure 8. Generation of KS

Algorithm 1 Master Share Construction

Input: Host Image (HI) of size r × c
Output: Master Share (MS)

Divide HI into equal size blocks HIb of size m×m, where 1 ≤ b ≤ a, a = r×c
m×m

for every block (HIb) do:
Apply WPD on HIb and produce a best basis set.
Calculate average value Avgb for the basis set
Convert Avgb into 8 bit binary code BinaryAvgb
Create corresponding Master Share by applying Rule 30 on BinaryAvgb

Return MS

authentication shares [AS1, AS2, . . . , ASn] are distributed among n participants and
watermark is stored with a Trusting Authority (TA).

4.2 Authentication Phase

In this phase, the images are verified at the receiver’s side, whether they have been
maliciously tampered. For the received host image HIr, master share MSr is con-
structed using Algorithm 1 and authentication shares are retrieved from k − 1 par-
ticipants. These k−1 shares are superimposed with MSr to retrieve the watermark
WIr using k− 1 operations. The superimposed result WIr should be similar to the
WI stored with the TA. This similarity is compared using NHS, which is defined as:

NHS =
HD(WI,WIr)

r × c
(1)

where HD is the Hamming distance between two binary images, WI is original
watermark image, WIr is extracted watermark image and r × c is the watermark
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Algorithm 2 Authentication Shares Generation

Input: Master Share (MS), Watermark Image (WI), n Cover Images
[CI1, CI2, . . . , CIn] of size r × c
Output: n Authentication Shares [AS1, AS2, . . . , ASn]

for i = 1 to r do
for j = 1 to c do

Generate a bit x, such that x = 1 with probability p and x = 0 with
probability
1− p.

if x== 1 then
[AS1(i, j), AS2(i, j), . . . , ASn(i, j)] =
generateSecretBits(WI(i, j),MS(i, j))

else
[AS1(i, j), AS2(i, j), . . . , ASn(i, j)] =
generateCoverBits(CI1(i, j), CI2(i, j), . . . , CIn(i, j))

function generateSecretBits(w, k, n)
if w == 0 then

m1 = k
else

m1 = Complement(k)

for z in range(2, n) do
if w == 0 then

mz = mz−1
else

mz = Complement(mz−1)

Return [m1,m2, . . . ,mn]

function generateCoverBits(c1, c2, . . . , cn, n)
for doz in range(1, n)

if cz == 0 then
mz = 0 or 1

else
mz = 1

Return [m1,m2, . . . ,mn]

image size. If the value of NHS tends towards unity, then original and extracted
watermarks are identical and host image is authentic otherwise it is tampered. This
phase is shown in Figure 10.

An additional refinement process is applied to WIr to enhance the results of
tamper detection. Logical NOR operation is applied between WI and WIr for the
areas which have been detected as tampered while the rest of the pixels remain
unmodified. This helps in enhancing the accuracy of tamper detection scheme.
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Figure 9. Generation of authentication shares

Figure 10. Tamper detection phase

5 EXPERIMENTAL RESULTS AND DISCUSSION

The performance of the proposed scheme is implemented using MATLAB (R2018a),
64-bit (win64) software. The experiment is conducted on 8-bit host images and
binary watermark image of size 512× 512. The size of the watermark can be lesser
than size of Host Image, but that would lead to pixel expansion while generating
shares. Five test images viz. Lake, Cameraman, Baboon, Peppers, and Boat are
used for experimentation purpose and presented in Figure 11.

To evaluate the effectiveness of the proposed authentication scheme, some stan-
dard measures viz. Peak Signal to Noise Ratio (PSNR), Structural Similarity Index
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a) b) c) d) e)

Figure 11. Different input test images used in the proposed method, a) Lake, b) Camera-
man, c) Baboon, d) Peppers, e) Boat (Image source: http://sipi.usc.edu/database/

database.php?volume=misc)

Module (SSIM) and Tamper Detection Rate (TDR) are used. Statistical analysis
of the scheme is also performed using parameters like True Positive Rate (TPR),
False Positive Rate (FPR) and accuracy. The efficiency of the proposed scheme
is also tested against different tampering attacks. These measures and results are
described in the following subsections.

5.1 Quality Analysis

The parameters used to analyze the visual quality of generated authentication shares
are PSNR and SSIM while NHS is used to analyze similarity between original WI
and retrieved WIr.

5.1.1 Peak Signal to Noise Ratio

The visual quality of the authentication shares is evaluated using PSNR. It can be
defined as:

PSNR = 10 log
(2bd − 1)2

MSE
(2)

where bd is bit depth of the image, MSE represents Mean Square Error between
original cover image and authentication share. High value for PSNR shows better
quality of the authentication share and least distorted. PSNR of authentication
shares in the proposed scheme has been maintained above 50 dB, which is quite
better with respect to the existing authentication schemes based on VC. This com-
parison has been shown in Table 3. PSNR of marked image with respect to original
image tends toward infinity as watermark is not embedded into it.

5.1.2 Structural Similarity

This parameter is used to measure the similarity between two images by calculating
similarity for various windows of the image. The similarity measure between two

http://sipi.usc.edu/database/database.php?volume=misc
http://sipi.usc.edu/database/database.php?volume=misc
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windows of same size is given by:

SSIM(x, y) =
(2µxµy + c1)(2σxy + c2)

(µ2
x + µ2

y + c1)(σ2
x + σ2

y + c2)
(3)

where x and y are the two different windows, µx and µy are the average values of x
and y, σ2

x and σ2
y are the variance of x and y, σxy is the covariance of x and y, c1 and

c2 are two variables to stabilize the division where c1 = (k1×L)2, c2 = (k2×L)2, L
is the dynamic range of the pixels, k1 ≤ 1 is a small constant value.

Results for (k = 2, n = 3)-case of the scheme at successive values of p = 0,
0.2, 0.4, 0.6, 0.8, 1.0 have been shown in Table 1 (v)–(xviii). (2, 3) represents that
3 shares are generated from the host image and at least 2 shares are required to
retrieve the watermark. The table shows KS and MS at different values of p.

It can be observed from Table 1 that as the value of p increases, the visual
quality of authentication share images enhances while superimposed result image
deteriorates. Thus, depending upon the application and the requirements, the value
of p can be chosen, i.e., when the security of the shares being stored is the main
concern, a larger value of p would be preferred while if the quality of the watermark
retrieved is the main concern to verify the image authentication, smaller value of p
can be chosen.

The performance of the proposed scheme is tested against different tampering
attacks on all test images. The tampered images and their detection results are
shown in Figures 12, 13, 14, 15.

a) Attack 1 b) Attack 2 c) Attack 3 d) Attack 4 e) Attack 5 f) Attack 6

g) Tamper
detection
for attack 1

h) Tamper
detection
for attack 2

i) Tamper
detection
for attack 3

j) Tamper
detection
for attack 4

k) Tamper
detection
for attack 5

l) Tamper
detection
for attack 6

Figure 12. Different tampering attacks and their tamper detection results for Cameraman

It can be observed that the tampered areas in the original cameraman image
shown in Figures 12 a)–12 f), are visible as gray patches on the retrieved watermarks
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(i) HI (ii) WI (iii) CI1 (iv) CI2

p = 0

(v) KS (vi) MS1 (vii) MS2 (viii) KS⊕MS2

p = 0.2

(ix) KS (x) MS1 (xi) MS2 (xii) KS⊕MS2

p = 0.4

(xiii) KS (xiv) MS1 (xv) MS2 (xvi) KS⊕MS2

p = 0.6

(xvii) KS (xviii) MS1 (xix) MS2 (xx) KS⊕MS2

p = 0.8

(xxi) KS (xxii) MS1 (xxiii) MS2 (xxiv) KS⊕MS2

p = 1.0

(xv) KS (xvi) MS1 (xvii) MS2 (xviii) KS⊕MS2

Table 1. Simulation results by proposed scheme for (k = 2, n = 3)
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in Figures 12 g)–12 l). Similarly, the tamper detection results for Boat, Peppers and
Baboon against different tampered attacks are shown in Figures 13, 14, 15.

a) Attack 1 b) Attack 2 c) Attack 3 d) Attack 4 e) Attack 5

f) Tamper
detection
for attack 1

g) Tamper
detection
for attack 2

h) Tamper
detection
for attack 3

i) Tamper
detection
for attack 4

j) Tamper
detection
for attack 5

Figure 13. Different tampering attacks and their tamper detection results for Boat

a) Attack 1 b) Attack 2 c) Attack 3 d) Attack 4 e) Attack 5

f) Tamper
detection
for attack 1

g) Tamper
detection
for attack 2

h) Tamper
detection
for attack 3

i) Tamper
detection
for attack 4

j) Tamper
detection
for attack 5

Figure 14. Different tampering attacks and their tamper detection results for Peppers

Thus, Figures 12, 13, 14, 15 verify the effectiveness of the proposed scheme
in terms of tamper detection. The areas tampered in the attacked images can be
visually observed in the retrieved watermark as a gray colored patch.
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a) Attack 1 b) Attack 2 c) Attack 3 d) Attack 4 e) Attack 5

f) Tamper
detection
for attack 1

g) Tamper
detection
for attack 2

h) Tamper
detection
for attack 3

i) Tamper
detection
for attack 4

j) Tamper
detection
for attack 5

Figure 15. Different tampering attacks and their tamper detection results for Baboon

Table 2 shows the PSNR and SSIM values for the authentication shares gener-
ated at different values of p. The results have been shown for AS1 and AS2 which
are two authentication shares created using the cover images Baboon and Peppers,
as shown in Figure 1.

Probability (p) PSNR SSIM

MS2 MS3 MS2 MS3

0 54.92 54.29 0.9836 0.9806

0.25 53.04 53.26 0.9801 0.9772

0.5 52.12 52.42 0.9754 0.9741

0.75 51.53 51.74 0.97 0.97

1 51.14 51.16 0.965 0.964

Table 2. PSNR and SSIM of the authentication shares generated for different values of
probability (p)

It can be observed from the results that the PSNR of the generated authentica-
tion shares have been maintained above 50 dB and SSIM between the share images
and the cover images have been maintained close to 1. The values of PSNR and
SSIM decrease, as the values of p increase. Table 3 shows the comparison of the
PSNR values of the authentication shares of the proposed scheme with the stego
images of the existing schemes, that have been created to authenticate the host
image. The results for the proposed scheme are shown for an average p value, i.e.
p = 0.5.

It can be observed from Table 3 that the PSNR of these images in the proposed
scheme is maintained to be better as compared to the existing schemes. In the
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Schemes → Lin Chang Chang Eslami Yang Wu Ulutas Peng Proposed
Images ↓ et al. [5] et al. [3] et al. [4] et al. [39] et al. [8] et al. [36] et al. [13] et al. [38] Scheme
Baboon 39.18 40.93 45.10 48.10 36.20 47.17 – 40.71 52.12
Lena 39.18 40.97 45.12 48.13 36.17 47.19 48.45 40.73 52.25
Pepper 39.16 40.96 45.1 48.12 36.18 47.18 – 40.72 52.42

Table 3. Comparison with the existing schemes for the PSNR of the authentication shares
generated

existing schemes, the stego images are created and stored with hash data and shares
embedded into them. While, in the proposed scheme, instead of embedding any
data, authentication shares are created using the master share, watermark and cover
images.

5.2 Statistical Analysis

Some additional parameters are used to test the effectiveness of the proposed scheme
for its tamper detection ability. These parameters are described in Table 4. Two
cases have been considered for this evaluation:

Case A: In this case, tamper detection efficiency is analyzed in terms of number
of pixels in the image.

Case B: In this case, tamper detection efficiency is analyzed in terms of number of
blocks in the image.

5.3 Tamper Detection Rate

Tamper detection rate (TDR) for the scheme for both the cases is shown in Table 10.
It can be observed that, for Case A, the detection rate is satisfactory while for Case B
it is quite high. This can be defined as: TDR = TP

Xpixels
for Case A, while for Case B,

it is defined as: TDR = TP
Xblocks

. Value for TP would depend on the Case being
followed.

The results of the proposed scheme for the statistical parameters are shown in
Tables 3, 4, 5, 6, 7, 8, and 9. Values in these tables show results obtained for
various test images at different attacks. Referring to these tables, results clearly
demonstrate that the algorithm shows high accuracy in tamper detection. It can
be observed that for the blocks, accuracy is around 100 % for most of the images at
different attacks. For the pixels it is low, as compared to blocks, but still it is quite
high.

Table 10 shows the tampered detection rate of both cases for different images
and at different attacks. It can be observed that the proposed scheme shows very
high tampered detection rate for Case B while it is satisfactory for Case A.

Table 11 shows the timing analysis of the scheme for different images. It can
be observed from this table that the scheme is quite efficient in terms of the time
complexity. The construction of authentication shares takes less than one second.



CA Based Image Authentication Scheme Using EVCS 1291

Parameter Description

Tpixels Total number of pixels in HIr

Xpixels Total number of tampered pixels in HIr

Tblocks Total number of blocks in HIr

Xblocks Total number of tampered blocks in HIr

True Positive
(TP)

A true positive is an outcome where the model correctly predicts
the positive class, i.e. number of tampered pixels or blocks
that are accurately identified as tampered.

True Negative
(TN)

A true negative is an outcome where the model correctly predicts
the negative class, i.e. number of untampered pixels or
blocks that are accurately identified as untampered.

False Positive
(FP)

A false positive is an outcome where the model incorrectly predicts
the positive class, i.e. number of pixels or blocks that are
tampered but falsely identified as untampered

False Negative
(FN)

A false negative is an outcome where the model incorrectly predicts
the negative class, i.e. number of pixels or blocks that are
untampered but falsely identified as tampered

False Positive
Rate (FPR)

FP

FP + TN

True Positive
Rate (TPR)

TP

TP + FN

Accuracy (%)
(TP + TN)

(Total number of pixels or blocks)

Table 4. Parameters used for statistical analysis of tamper detection

Table 12 shows the comparison of the proposed scheme with existing image au-
thentication schemes. In this table, the first column shows different authentication
schemes. Subsequently, performance evaluation matrices such as PSNR, the simi-
larity between extracted and embedded watermark and tamper detection ability are
compared. It can be observed that, as the scheme uses VC, the watermark is not em-
bedded inside the host image, but is hidden in the shares generated. Hence PSNR of
the marked image with respect to original image tends toward infinity. Also, as XOR
operation is used to superimpose MS and AS, which ensures maximum similarity
between the original and extracted watermark, NHS tends towards 1. Methods sug-
gested by other authors embed the watermark into the host image, hence the PSNR
value decreases. Tamper detection ability of the proposed scheme is also high which
has been shown in the results. The ‘–’ in the table shows the corresponding data is
not available in respective papers.

Table 13 shows the comparison of the proposed scheme with existing image au-
thentication schemes based on VC. In the proposed scheme, CA is used to construct
shares and watermark is hidden in these shares. Hence, unlike the existing schemes,
there is no requirement of embedding watermark inside the host image and can be
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extracted just by overlapping the shares without any use of complex extraction
algorithm. This reduces the complexity of the scheme. As mean of every block is
used as a key, there is no need of transmitting any side information, as mean can
be calculated by the sender and receiver individually. This saves the transmission
cost. In the existing schemes, all the shares constructed have to be stored with the
recipients which are later superimposed together to retrieve the watermark, while in
the proposed scheme only one share needs to be stored as the other share is auto-
generated using CA. All algorithms can locate tamper detection, but accuracy is
either low or not calculated. Most of the reported techniques did not suggest any
method to classify attacks quantitatively. While in the proposed scheme, a complete
statistical analysis of the scheme has been performed and shown for different images
and at different attacks, showing high accuracy.

Images →
Boat Baboon Lena Lake Peppers Cameraman

Algorithms ↓
Master Share
Construction

29.82 36.77 31.84 34.50 30.61 31.80

Authentication Shares
Construction

0.64 0.65 0.59 0.61 0.59 0.83

Authentication Phase 46.25 49.55 43.52 46.28 43.72 46.05

Table 11. Timing analysis for different images (in seconds)

5.4 Security Analysis

To prove the security of the proposed scheme, it has been analyzed using the fol-
lowing security aspects.

5.4.1 Construction of Shares

Unlike the existing authentication schemes [24, 15, 7, 21, 10, 18, 16] based on wa-
termarking, the watermark is not embedded inside the host image, but it is used
to construct shares. This makes it very difficult to detect or recover the watermark
from marked image, thereby making the scheme more secure.

5.4.2 Meaningful Shares

The meaningless random looking shares generated in the traditional VC schemes
usually create a suspicion that some secret data is being shared which proves to be
a security threat. Thus in the proposed scheme meaningful authentication shares
have been generated to ensure the security of the proposed scheme.
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Technique Scheme PSNR
(dB)

Similarity
Factor

Tamper Detection/
Localizing

Embedding
Required

Chuang
et al. [16]

VQ Scheme ≈ 34 – Possible Yes

Shen
et al. [14]

DWT based
scheme

≈ 30 NC = 0.98 Not discussed Yes

Preda
et al. [24]

DWT based
scheme

≈ 40 – Possible Yes

Al et al. [21] DWT quan-
tization

≈ 41 – Possible, can detect
8× 8 region

Yes

Li et al. [7] Two Level
DWT

≈ 36 NC = 0.8 Possible, localization
accuracy medium

Yes

Li et al. [18] VQ Scheme ≈ 31.3 SSIM = 0.88 Possible Yes

Shojanazeri
et al. [15]

DWT and
Zernike
moments

≈ 40.9 – Possible Yes

Singh
et al. [10]

DCT based
scheme

≈ 39.3 NC = 0.98 Possible Yes

Tiwari
et al. [1]

Two stage
VQ
technique

≈ 42 NHS = 1.0 Possible Yes

Proposed
Work

VC based
scheme

Infinite NHS ≈ 1.0,
NC = 1.0,
SSIM = 0.9

Possible, accuracy
is very high

No

Table 12. Comparison of proposed scheme with recent image authentication schemes

5.4.3 k out of n scheme

The watermark image has been used to ensure the authentication of the shares
generated, thereby enhancing the security. The watermark can be revealed only
when k participants superimpose their shares including master share generated from
host image. No less than k shares have the ability to extract the watermark. This
ensures the security of the scheme.

6 CONCLUSION

In this paper, an authentication scheme based on WPD, VC and CA is proposed.
The tampered areas are detected just by XOR-superimposition of shares, thus reduc-
ing computational complexity. Experimental results and discussions demonstrate
the efficiency of the proposed scheme in terms of imperceptibility, extraction of
the hidden watermark with minimum complexity, high accuracy in tamper detec-
tion, high security due to meaningful shares, low storage cost and low transmission
cost. Also, as compared to some existing authentication schemes based on VC, the
proposed scheme can directly generate meaningful authentication shares with wa-
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Scheme Scheme
Used for
Share Cre-
ation

Authentication
Data

Embedding
Required

Extraction
Scheme

Pixel
Expansion

Storage
Cost
for
Shares

Transmission
Cost for Side
Information

Accuracy %

Lin
et al. [5]

Polynomial
based VC

Parity bits Yes Extraction
and Over-
lapping

– Yes Yes –

Chang
et al. [3]

Polynomial
based VC

Chinese Re-
mainder Theo-
rem

Yes Extraction
and Over-
lapping

– Yes Yes –

Eslami
et al. [39]

Polynomial
based VC

Hash Function Yes Extraction
and Over-
lapping

– Yes Yes –

Wu
et al. [36]

Cellular Au-
tomata

Hash Function Yes Extraction
and Over-
lapping

– Yes Yes –

Ulutas
et al. [13]

Polynomial
based VC

Hash Function Yes Extraction
and Over-
lapping

– Yes Yes –

Shrividhya
et al. [30]

Traditional
VC

Authentication
Image

No Extraction
and Over-
lapping

– Yes Yes –

Proposed
Work

Cellular Au-
tomata and
Traditional
VC

Watermark No XOR-
Overlap-
ping

No Partial No High

Table 13. Comparison of proposed scheme with existing image authentication schemes
based on VC

termark, host and cover image information, without any extra data hiding process.
Tamper detection rate and accuracy have been observed more than 99 % for different
images against different tamper attacks. The proposed scheme can be extended to
color images.
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Abstract. Sparse coding-based single image super-resolution has attracted much
interest. In this paper, a super-resolution reconstruction algorithm based on sparse
coding with multi-class dictionaries is put forward. We propose a novel method
for image patch classification, using the phase congruency information. A sub-
dictionary is learned from patches in each category. For a given image patch, the
sub-dictionary that belongs to the same category is selected adaptively. Since the
given patch has similar pattern with the selected sub-dictionary, it can be better rep-
resented. Finally, iterative back-projection is used to enforce global reconstruction
constraint. Experiments demonstrate that our approach can produce comparable or
even better super-resolution reconstruction results with some existing algorithms,
in both subjective visual quality and numerical measures.

Keywords: Image patch classification, multi-class dictionaries, phase congruency,
sparse coding, super-resolution

1 INTRODUCTION

Image super-resolution (SR) refers to the problem of using signal processing tech-
niques to estimate a high-resolution (HR) image X with better quality from an ob-
served low-resolution (LR) image Y . The image observation model is usually de-
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scribed as [1, 2]:

Y = SHX + V (1)

where H is a blurring operator, S is a down-sampling operator and V is additive
noise.

In recent years, learning-based SR methods [3] have been extensively studied,
which use a learned co-occurrence to predict the correspondence between LR and
HR patches. The learning algorithms including Markov network [4, 5, 6], neighbor
embedding [7, 8, 9, 10], dictionary learning [11, 12, 13, 14], anchored neighborhood
regression [16, 15], random forests [17], and deep learning [18, 19, 20, 21].

Freeman et al. [4] propose an approach named VISTA (Vision by Image/Scene
TrAining). They generate a synthetic world of scenes and their corresponding ren-
dered images, modeling their relationships with a Markov network. Bayesian belief
propagation is used to efficiently find a local maximum of the posterior probabil-
ity for the scene if an image is given. They apply VISTA to the super resolution
problem, such as estimating high frequency details from a low-resolution image.
Stephenson and Chen [5] propose to use even stronger prior information by extend-
ing Markov random filed (MRF)-based super-resolution to use adaptive observation
and transition functions, that is, to make these functions region-dependent. Ma
et al. [6] learn the parameters of the network from training set, which computes
probability distribution by K-means algorithm. Given a low-resolution image as
input, Chang et al. [7] recover its high-resolution counterpart using a set of training
examples. Specifically, small image patches in the low and high-resolution images
form manifolds with similar local geometry in two distinct feature spaces. As in
locally linear embedding (LLE), local geometry is characterized by how a feature
vector corresponding to a patch can be reconstructed by its neighbors in the feature
space. Besides using the training image pairs to estimate the high-resolution em-
bedding, they also enforce local compatibility and smoothness constraints between
patches in the target high-resolution image through overlapping. Zhang et al. [8]
propose a partial least squares (PLS) method, called locality preserving PLS (LP-
PLS), to find a unified feature space where the correlation between LR and HR
image patches on that space is maximized. Applying the proposed LPPLS, they
learn the joint mapping of LR and HR image patches simultaneously and then map
these image patches onto the unified feature space. The k-nearest neighbor (k-NN)
searching and the optimal reconstruction weights computing are performed in this
unified feature space as well. Rahiman and George [9] propose learning-based ap-
proaches for single image super-resolution using sparse representation and neighbor
embedding. Separate prediction models are trained for each cluster, and the model
parameters are updated with each input image to adapt to input test image. Gao
et al. [10] propose a sparse neighbor selection scheme for SR reconstruction. They
first predetermine a larger number of neighbors as potential candidates and develop
an algorithm to simultaneously find the neighbors and to solve the reconstruction
weights. Recognizing that the k-nearest neighbor for reconstruction should have
similar local geometric structures based on clustering, they employ a local statisti-
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cal feature, namely histograms of oriented gradients (HoG) of LR image patches,
to perform such clustering. By conveying local structural information of HoG in
the synthesis stage, the k-NN of each LR input patch is adaptively chosen from
their associated subset, which significantly improves the speed of synthesizing the
HR image while preserving the quality of reconstruction. Wang et al. [11] propose
a semi-coupled dictionary learning (SCDL) model to solve cross-style image synthe-
sis problems. Under SCDL, a pair of dictionaries and a mapping function will be
simultaneously learned. The dictionary pair can well characterize the structural do-
mains of the two styles of images, while the mapping function can reveal the intrinsic
relationship between the two styles’ domains. The two dictionaries will not be fully
coupled so that much flexibility can be given to the mapping function for an accu-
rate conversion across styles. Moreover, clustering and image nonlocal redundancy
are introduced to enhance the robustness of SCDL. He et al. [12] apply a Bayesian
method using a beta process prior to learn the over-complete dictionaries. They not
only provide dictionaries that customized to each feature space, but also add more
consistent and accurate mapping between the two feature spaces. The proposed
algorithm is able to learn sparse representations that correspond to the same dic-
tionary atoms with the same sparsity but different values in coupled feature spaces,
thus bringing consistent and accurate mapping between coupled feature spaces.

Timofte et al. [15] propose fast super-resolution methods while making no com-
promise on quality. First, they support the use of sparse learned dictionaries in
combination with neighbor embedding methods. In this case, the nearest neigh-
bors are computed using the correlation with the dictionary atoms rather than the
Euclidean distance. Second, they show that using global collaborative coding has
considerable speed advantages, reducing the super-resolution mapping to a precom-
puted projective matrix. Third, they propose the anchored neighborhood regression
(ANR) algorithm to anchor the neighborhood embedding of a low resolution patch
to the nearest atom in the dictionary and to precompute the corresponding embed-
ding matrix. In their later work [16], an improved variant of ANR (A+) is proposed
which combines the best qualities of ANR and simple functions (SF) [22]. A+ builds
on the features and anchored regressors from ANR. Instead of learning the regressors
on the dictionary, it uses the full training material, similar to SF. Schulter et al. [17]
propose to directly map from low to high-resolution patches using random forests.
They demonstrate how random forests nicely fit into this framework. During the
process of trees training, they optimize a novel and effective regularized objective
that not only operates on the output space but also on the input space, which espe-
cially suits the regression task. During inference, they comprise the same well-known
computational efficiency that has made random forests popular for many computer
vision problems.

Dong et al. [18] propose a deep learning method for single image super-resolution
which directly learns an end-to-end mapping between the low/high-resolution im-
ages. The mapping is represented as a deep convolutional neural network (CNN)
that takes the low-resolution image as the input and outputs the high-resolution
one. Their deep CNN has a lightweight structure, which demonstrates state-of-the-
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art restoration quality, and achieves fast speed for practical on-line usage. They
extend the network to cope with three color channels simultaneously, and show bet-
ter overall reconstruction quality. Kim et al. [19] use a very deep convolutional
network inspired by Visual Geometry Group (VGG)-net for ImageNet classifica-
tion. Lai et al. [20] propose the Laplacian Pyramid Super-Resolution Network (Lap-
SRN) to progressively reconstruct the sub-band residuals of high-resolution images.
At each pyramid level, the model takes coarse-resolution feature maps as input,
predicts the high-frequency residuals, and uses transposed convolutions for upsam-
pling to the finer level. They train the proposed LapSRN with deep supervision
using a robust Charbonnier loss function and achieve high-quality reconstruction.
Furthermore, the network generates multi-scale predictions in one feed-forward pass
through the progressive reconstruction, thereby facilitates resource-aware applica-
tions. Liu et al. [21] argue that domain expertise from the conventional sparse coding
model can be combined with the key ingredients of deep learning to achieve further
improved results.

Yang et al. [13] propose sparse coding-based SR framework. Image patches are
assumed to have a sparse representation with respect to an over-complete dictio-
nary, and the most relevant reconstruction neighbors are adaptively selected based
on sparse coding, avoiding under- or over-fitting. Zeyde et al. [14] embark from the
work of [13], similarly assume a local Sparse-Land model on image patches serving
as regularization, but use a different training approach for the dictionary pair. Both
methods aim at learning a universal dictionary. However, the contents may vary
significantly across different image patches, and sparse decomposition over a uni-
versal dictionary is potentially unstable [23]. Adaptive sparse coding via multiple
dictionaries has been proposed. Yang et al. [24] employ multiple dictionaries learned
from K-means clustered patches. Dong et al. [25] use principal component analy-
sis (PCA) technique to learn the sub-dictionaries, and autoregressive and nonlocal
self-similarity are introduced as regularization terms. These methods do not use
the geometric information as a supervised prior to guide the image patch cluster-
ing.

In this paper, a novel method for image patch classification is proposed, and
it is integrated into the multiple dictionaries learning SR framework, called SR re-
construction based on Sparse Coding with Multi-Class Dictionary (SC-MCD). Em-
ploying the Phase Congruency (PC) measurement [26], image patches are divided
into non-smooth patches with different orientations and smooth patches. PC pro-
vides an absolute measure of the significance of a local structure, and it is invariant
to changes in illumination and magnification. The example patches are classified
into several categories, and each category consists of patches with similar patterns,
where a sub-dictionary can be learned. For an image patch to be coded, the sub-
dictionary that belongs to the same category is selected adaptively. Since the given
patch has similar pattern with the selected sub-dictionary, it can be better repre-
sented, and the whole image can be more accurately reconstructed. Besides, we
use iterative back-projection (IBP) [27] to enforce global reconstruction constraint,
which is simple but effective.
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The remainder of this paper is organized as follows. In Section 2, we present
the proposed SC-MCD algorithm in detail. Experimental results are then presented
in Section 3. Finally, Section 4 gives some concluding remarks and discussions on
future works.

2 PROPOSED APPROACH

2.1 Sparse Representation-Based SR

Following the image observation model (1), the task of SR is to estimate an HR image
X satisfying reconstruction constraint, which requires that X should be consistent
with the observed LR image Y with respect to (1). It is ill-posed as many HR images
satisfy the reconstruction constraint. Sparse representation-based SR methods use
sparse prior on local patches to regularize the estimate of HR image.

Let x, y denote the HR and LR image patches, respectively, two dictionaries
Dh and D l are trained to have the same sparse representations for each HR and LR
image patch pair. The recovery of x from y under the sparse prior can be described
as:

min
α,x
‖α‖0 s.t. ‖FD lα− Fy‖22 ≤ ε1, ‖FDhα− Fx‖22 ≤ ε2, ‖SHX −Y ‖22 ≤ ε3

(2)
where F is a (linear) feature extraction operator, α is the sparse representation
coefficients, ‖α‖0 represents the number of non-zero coefficients in α, and εi, i =
1, 2, 3 are the admissible errors.

2.2 Classification of Image Patches

Learning a universal dictionary able to optimally represent image patches with var-
ious patterns is very difficult. So it is meaningful to learn multiple dictionaries with
different patterns. In this section, a novel method for image patch classification is
proposed, employing the PC information.

Rather than defining features directly at points with sharp changes in intensity,
the PC model postulates that features are perceived at points where the Fourier
components are maximal in phase. Kovesi [26] proposes to calculate PC with log-
arithmic Gabor wavelets. PC at location i is expressed as the summation over
orientation o and scale n:

PC(i) =

∑
0

∑
nW0(i)bAno(i)∆Φno(i)− T0c∑

0

∑
nAno(i) + ε

(3)

where bxc equals to x when x > 0 and it equals to 0 when x < 0. A represents the
amplitude of the Fourier component, and ∆Φ is phase deviation. T compensates
for the influence of noise, W is the weighting function for frequency spread, and ε is
a small constant to avoid division by zero.
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Once the PC map of the image is obtained, a threshold P0 is used to get a binary
image, where ‘1’ indicates feature points. At the same time, an orientation image
is computed, recording the direction angle in which local energy is a maximum for
each pixel. The direction angles are uniform sampled in the range [0◦, 180◦], and
the sample interval is determined by the number of orientation.
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Figure 1. Examples of image patch classification

Extract patches from the binary image and orientation image, denote as {bi}
and {oi}. Count the number of ‘1’ for each bi, and if it is smaller than 1/3 of the
total number of pixels in the patch, then patch i is classified as a smooth patch.
For each non-smooth patch, find the direction angle di that repeats most times
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in oi. Classify non-smooth patches that have identical di into the same category.
However, if the number of occurrences of di is less than half of the total number
of image patches, the pixel block may have more than one main orientation, and
it is judged as a complex patch. So if we compute PC map for J − 1 orienta-
tions, we will get J categories of patches. Figure 1 shows examples of image patch
classification.

Using the above classification method, example patches are classified into dif-
ferent categories with similar patterns, and for each category a sub-dictionary can
be learned. For an image patch to be processed, the sub-dictionary that belongs to
the same category is selected adaptively.

2.3 SR Reconstruction Based on Sparse Coding
with Multi-Class Dictionary (SC-MCD)

The algorithm consists of two parts: multi-class dictionaries training and SR recon-
struction.

Part I: Multi-Class Dictionary Pairs Training (Can Be Done Offline)

The first step is to extract feature vector pairs from the HR and LR training
images. Firstly, LR patches of size n× n pixels are extracted from the LR training
images, and the classification algorithm described in Section 2.2 is applied to the
patches, so each patch gets a category label j, j = 1, 2, · · · , J . Secondly, high-pass
filters are used to extract features from the LR training images. The four filters
used are:

f1 = [−1, 1], f2 = fT1 , f3 = [1,−2, 1]/2, f4 = fT3 (4)

where the superscript “T” means transpose. Applying these filters yields four vec-
tors for each LR patch, which are concatenated into one vector qjl as the feature
vector of the LR patch, where the superscript j is the category label of the patch.
The feature vectors with the same category labels are grouped together, so the LR

feature vector set
{
Q

(1)
l ,Q

(2)
l , . . . ,Q

(J)
l

}
is obtained. Finally, the HR training im-

ages are subtracted by the interpolated images scaled up from the corresponding
LR training ones and the high frequency parts are kept. HR patches of size Rn×Rn

pixels are extracted from the high frequency images, where R is the SR ratio. Each
HR patch is arranged in vector form qjh as the feature vector, where the super-
script j is the category label of the corresponding LR patch. The feature vectors
with the same category labels are grouped together, so the HR feature vector set{
Q

(1)
h ,Q

(2)
h , . . . ,Q

(J)
h

}
is obtained.

Suppose that there are totally J categories of feature vector pairs set for HR and

LR image patches respectively,
{〈

Q
(1)
l ,Q

(1)
h

〉
,
〈
Q

(2)
l ,Q

(2)
h

〉
, . . . ,

〈
Q

(J)
l ,Q

(J)
h

〉}
for

HR and LR image patches, respectively, with the same number of columns for each〈
Q

(j)
l ,Q

(j)
h

〉
pairs. We want to learn J LR sub-dictionaries

{
D

(1)
l ,D

(2)
l , . . . ,D

(J)
l

}
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under which the patches in
{
Q

(1)
l ,Q

(2)
l , . . . ,Q

(J)
l

}
can be sparsely represented, re-

spectively. The problem can be written as:{
D

(j)
l ,A(j)

}
= arg min

∥∥∥D (j)
l A(j) −Q

(j)
l

∥∥∥2
2
s.t.

∥∥∥α(j)
i

∥∥∥
0
≤ C, j = 1, 2, . . . , J (5)

where A(j) is the coding coefficients of the patch vectors set Q
(j)
l under the sub-

dictionary D
(j)
l , α

(j)
i is the ith column of A(j),

∥∥∥α(j)
i

∥∥∥
0

represents the number of

non-zero coefficients in α
(j)
i , C is the sparsity threshold. K-SVD dictionary learn-

ing algorithm [28] is used to simultaneously determine the sub-dictionaries and the
coding coefficients.

The HR sub-dictionaries can be computed by the following Pseudo-Inverse ex-
pression:

D
(j)
h = Q

(j)
h

(
A(j)

)+
= Q

(j)
h A

(j)T
h

(
A(j)A(j)T

)−1

(6)

where Qh and Ql are matrices of feature vectors of HR and LR image patches, Dh

and Dl are the HR and LR dictionaries, Qh = AhDh, Ql = AlDl, where Ah and
Al are sparse matrices. We suppose the two dictionaries Dh and Dl are trained
to have the same sparse representations for each HR and LR image patch pair, so
Ah = Al = A. The coefficient matrix A is obtained during the training process of
Dl, and the dictionary Dh is obtained from Dh and A from the formula

D
(j)
h = arg min

∥∥∥Q (j)
h −A(j)D

(j)
h

∥∥∥2
F
. (7)

Multi-class dictionary pairs are trained, instead of only one pair of dictionary
〈Dl, Dh〉: {〈

D
(1)
l ,D

(1)
h

〉
,
〈
D

(2)
l ,D

(2)
h

〉
, . . . ,

〈
D

(J)
l ,D

(J)
h

〉}
. (8)

Part II: SR Reconstruction
For a given LR test image Y , patches of size n × n pixels are extracted, with

n− 1 pixels overlap in each direction. For each patch, extract feature vector y, and
calculate which category it belongs to. For each y that belongs to j-th category,

sub-dictionary pair
〈
D

(j)
l ,D

(j)
h

〉
is selected, and the sparse coding can be written

as

µ(j)∗ = arg min
∥∥∥D (j)

l µ(j) − y
∥∥∥2
2
s.t.

∥∥µ(j)
∥∥
0
≤ C. (9)

OMP algorithm [29] is used to calculate the optimal solution µ(j)∗, and the

corresponding HR feature vector is obtained by x = D
(j)
h µ(j)∗. When all the HR

features are obtained, the high frequency HR image X k can be constructed by
enforcing local compatibility and smoothness constraints between adjacent patches.
The target HR image X 0 is the summation of the high frequency image X k and
the interpolated image X i, which is scaled up from the LR image Y by bicubic
interpolation.
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The HR image produced by the above sparse representation method may not
satisfy the reconstruction constraint exactly. IBP [27] is employed to alleviate this
problem:

X ∗ = arg min ‖SHX −Y ‖22 . (10)

The solution can be efficiently computed using gradient descent:

X t+1 = X t + τ
[
HTST (Y − SHX t)

]
. (11)

where τ is the step size of the gradient descent, X t is the estimate of HR image
after the tth iteration, and X 0 is used as the initial estimate of X .

The block diagram of the proposed SC-MCD algorithm is shown in Figure 2.
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Figure 2. The block diagram of the proposed SC-MCD algorithm
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3 EXPERIMENTAL RESULTS

We use several benchmarks, including Set14 [14], Set5 [30] and B100 [16] as our
testing set. The magnification factor is 4. Those 3 × 3 patches are extracted in
LR images, and the corresponding HR patches are 12 × 12. About 80 000 train-
ing patch pairs are collected from the training image set used in [13] and 1 024
atoms are trained for each sub-dictionary. Sparsity threshold C is set to be 5.
All the simulations are conducted in MATLAB R2016a on PC with Intel® Core™
i7/3.6 GHz/4 GB.

If the number of categories is too small, the differences between the geometric
features of the image patches corresponding to each sub-dictionary will be rather
large. On the other hand, if there are a lot of categories, the discriminations between
sub-dictionaries are low. Therefore, both the factors of accuracy and discrimination
are taken into account in the expression of sub-dictionaries to choose the appropri-
ate number of categories. In the experiments, the number of categories is increased
from 5 to 9, and the average peak signal-noise ratio (PSNR) of each data set is calcu-
lated. The results are shown in Table 1. Experiments show that the reconstruction
results are better when the number of categories (J) is set to 6 or 7. In the later
experiments, J is set to be 6.

J = 5 J = 6 J = 7 J = 8 J = 9

Set5 27.787 27.787 27.814 27.785 27.762

Set14 25.095 25.117 25.101 25.095 25.097

B100 25.331 25.335 25.332 25.327 25.324

Table 1. Mean PSNR of SR reconstructed images using different number of categories

3.1 MCD vs. SCD

In this part, we evaluate the influence of multi-class dictionaries to the quality of
reconstructed HR images. We test two methods: SR reconstruction with single class
dictionary (denote as SCD) [14], and SR reconstruction with multi-class dictionaries
(denote as MCD). In order to find out the contribution of the multi-class dictionaries
independently, we do not apply IBP to enforce global reconstruction constraint in
the experiments for this part.

We select 7 images from Set14 as the testing set. For each test image, the
mean squared error (MSE) between the reconstructed image and the original one is
calculated, and the result is shown in Table 2. We can see that, compared to SCD,
MCD averagely reduces the squared error by 7.541 per pixel.

3.2 MD PC vs. MD KM

In this part, we compare the SR performance by different multi-class dictionaries.
The proposed image patches classification method based on phase congruency is
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SCD MCD

Barbara 271.231 253.994

Coastguard 237.873 233.966

Face 77.549 76.640

Foreman 109.968 99.542

Man 200.533 197.136

Pepper 108.982 105.698

Zebra 252.086 238.458

Average 179.746 172.205

Table 2. MSE of SR reconstructed images using SCD and MCD

denoted as MD PC. In [25] Dong et al. use k-means for image patches clutering,
denoted as MD KM. In order to highlight the impact of the image patches classifi-
cation algorithms on SR performance, the SR reconstruction process here does not
introduce any global reconstruction constraints.

Measures
MD KM MD PC

PSNR (dB) FSIM PSNR (dB) FSIM

Barbara 24.038 0.933 24.083 0.938

Coastgrard 24.337 0.725 24.439 0.729

Face 29.322 0.871 29.286 0.870

Foreman 27.060 0.879 28.151 0.896

Man 25.098 0.932 25.183 0.936

Pepper 27.713 0.961 27.890 0.965

Zebra 24.075 0.909 24.357 0.920

Average 25.949 0.887 26.198 0.894

Table 3. Numerical measurements of the reconstructed images by multi-class dictionaries

The results are compared by PSNR and Feature Similarity (FSIM) [31]. The
higher of PSNR and FSIM means much similar of the reconstructed image to
the original image. As shown in Table 3, the numerical measurements of PSNR
and FSIM obtained by proposed MD PC are higher than that of MD KM used
in [25].

3.3 SC MCD vs. Other Algorithms

We compare the proposed MCD (without IBP) and MCD IBP methods with Bicu-
bic interpolation method, Kim’s method using sparse regression and natural image
prior denoted as SR NIP [32], Zeyde’s sparse coding-based SR using a universal
dictionary denoted as SC SR [14], Dong’s method by k-means clustering, adaptive
sparse domain selection and adaptive regularization denoted as ASDS AR NL [25],
and Dong’s method by deep convolutional neural network denoted as SRCNN [18].
The comparison experiments are based on the matlab versions of the source code
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a) b) c) d)

e) f) g) h)

Figure 3. Original “Coastguard” image and images reconstructed by different methods.
a) Original image, b) Bicubic, c) SR NIP [32], d) SC SR [14] e) ASDS AR NL [25], f) SR-
CNN [18], g) MCD, h) MCD IBP.

a) b) c) d)

e) f) g) h)

Figure 4. Original “Foreman” image and images reconstructed by different methods.
a) Original image, b) Bicubic, c) SR NIP [32], d) SC SR [14], e) ASDS AR NL [25],
f) SRCNN [18], g) MCD, h) MCD IBP.
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or demos provided by the above papers, so it is very fair. The results are com-
pared by visual quality subjectively and by numerical measurements of PSNR and
FSIM.

Image Measures Bicubic
SR NIP SC SR ASDS AR NL SRCNN

MCD MCD IBP
[32] [14] [25] [18]

Baboon
PSNR (dB) 20.199 20.436 20.407 20.476 20.423 20.476 20.499
FSIM 0.849 0.890 0.892 0.904 0.886 0.904 0.904

Barbara
PSNR (dB) 23.440 24.077 23.797 24.120 23.982 24.083 24.118
FSIM 0.896 0.934 0.931 0.936 0.932 0.938 0.938

Bridge
PSNR (dB) 22.873 23.440 23.519 23.561 23.421 23.552 23.610
FSIM 0.870 0.904 0.909 0.913 0.901 0.916 0.916

Coastguard
PSNR (dB) 23.821 24.333 24.367 24.374 24.339 24.439 24.479
FSIM 0.639 0.685 0.696 0.724 0.692 0.729 0.729

Comic
PSNR (dB) 22.022 20.767 20.730 20.909 20.820 20.782 20.841
FSIM 0.702 0.750 0.749 0.765 0.760 0.761 0.761

Face
PSNR (dB) 28.620 29.156 29.235 29.437 29.015 29.286 29.333
FSIM 0.826 0.845 0.856 0.872 0.850 0.870 0.870

Flowers
PSNR (dB) 23.560 24.552 24.403 24.662 24.601 24.491 24.548
FSIM 0.770 0.809 0.806 0.822 0.815 0.819 0.819

Foreman
PSNR (dB) 25.756 27.640 27.718 27.553 26.596 28.151 28.222
FSIM 0.850 0.888 0.888 0.890 0.882 0.896 0.896

Lena
PSNR (dB) 27.973 29.186 29.040 29.333 29.029 29.151 29.201
FSIM 0.935 0.959 0.960 0.967 0.956 0.965 0.965

Man
PSNR (dB) 24.187 25.234 25.109 25.315 25.212 25.183 25.251
FSIM 0.892 0.930 0.930 0.939 0.929 0.936 0.936

Monarch
PSNR (dB) 25.867 27.780 27.300 27.764 28.125 27.419 27.517
FSIM 0.922 0.954 0.945 0.956 0.956 0.949 0.949

Pepper
PSNR (dB) 26.974 27.864 27.757 27.923 27.660 27.890 27.918
FSIM 0.937 0.963 0.962 0.967 0.960 0.965 0.965

PPT3
PSNR (dB) 20.203 21.465 21.341 21.435 21.920 21.569 21.635
FSIM 0.824 0.883 0.886 0.892 0.896 0.889 0.889

Zebra
PSNR (dB) 22.438 24.380 24.115 24.329 24.457 24.357 24.466
FSIM 0.851 0.914 0.910 0.919 0.916 0.920 0.920

Average
PSNR (dB) 23.995 25.022 24.917 25.085 24.971 25.059 25.117
FSIM 0.840 0.879 0.880 0.890 0.881 0.890 0.890

Table 4. Numerical measurements of the reconstructed images of Set14 by different meth-
ods

Figure 3 shows the original “Coastguard” image and images reconstructed by
different methods. Figure 4 gives the results of “Foreman” image. Table 4 shows
numerical measurements of the reconstructed images of Set14. Table 5 shows the av-
erage PSNR and FSIM measurements on several benchmarks, including Set5, Set14
and B100. We can see ASDS AR NL [25], the proposed MCD and MCD IBP meth-
ods have best results, which outperform SR NIP [32], SC SR [14] and SRCNN [18].
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Method Measures Set5 Set14 B100

Bicubic
PSNR (dB) 26.226 23.995 24.463
FSIM 0.837 0.840 0.791

SR NIP [32]
PSNR (dB) 27.638 25.022 25.220
FSIM 0.879 0.879 0.784

SC SR [14]
PSNR (dB) 27.569 24.917 25.204
FSIM 0.872 0.880 0.793

ASDS AR NL [25]
PSNR (dB) 27.951 25.085 25.355
FSIM 0.883 0.890 0.812

SRCNN [18]
PSNR (dB) 27.677 24.971 25.200
FSIM 0.885 0.881 0.791

MCD IBP
PSNR (dB) 27.787 25.117 25.332
FSIM 0.878 0.890 0.812

Table 5. Average numerical measurements of the reconstructed images of Set 5, Set14 and
B100

Image
SR NIP SC SR ASDS AR NL SRCNN

MCD MCD IBP
[32] [14] [25] [18]

Baboon 31.596 1.583 103.039 10.481 1.897 1.954

Barbara 44.494 2.679 185.560 19.267 3.306 3.391

Bridge 41.816 1.684 117.051 11.446 2.061 2.127

Coastguard 11.041 0.635 36.238 2.574 0.775 0.817

Comic 21.218 0.557 34.803 2.410 0.683 0.706

Face 4.294 0.471 25.832 2.047 0.575 0.603

Flowers 25.238 1.163 75.181 7.510 1.398 1.452

Foreman 13.245 0.635 36.788 2.671 0.776 0.803

Lenna 23.240 1.684 110.869 11.246 2.048 2.138

Man 39.288 1.682 112.917 11.226 2.070 2.135

Monarch 39.786 2.521 183.439 17.681 3.099 3.207

Pepper 24.084 1.669 110.913 11.209 2.067 2.127

PPT3 46.084 2.102 163.759 16.059 2.303 2.392

Zebra 39.680 1.436 99.953 9.544 1.764 1.841

Average 28.936 1.464 99.739 9.669 1.773 1.835

Table 6. Reconstruction time(s) of different methods

Table 6 shows the reconstruction time to investigate the time complexity. Among
the four algorithms with the best reconstruction effect, the proposed MCD and
MCD IBP are much faster than SRCNN and ASDS AR NL. The average time for re-
constructing an image is less than 2 seconds using the proposed MCD and MCD IBP
algorithms, whereas the SRCNN needs about 10 seconds and ASDS AR NL needs
nearly 100 seconds.

Considering all the factors including subjective visual quality, objective assess-
ment and time complexity, the proposed method obtains good performance for image
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SR reconstruction. The proposed methods not only significantly improve the im-
age reconstruction speed, but also significantly improve the image reconstruction
quality.

4 CONCLUSIONS

In this paper, we propose a SR reconstruction algorithm based on sparse coding
with multi-class dictionaries. A novel method for image patch classification is put
forward, and a sub-dictionary is selected adaptively for each given image patch.
IBP is used to enforce global reconstruction constraint. Our approach produces
comparable or even better SR reconstruction results with some existing algorithms.
The robustness of the proposed algorithm under different imaging conditions will be
our future work.
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Abstract. A new two-steps impulsive noise parallel Peer Group filter for color im-
ages using Compute Unified Device Architecture (CUDA) on a graphic card is pro-
posed. It consists of two steps: impulsive noise detection, which uses a Fuzzy Metric
as a distance criterion and a filtering step. For the needed ordering algorithm we are
using the Marginal Median Filter with forgetful selection sort. Comparisons with
other color filters for Graphics Processing Unit (GPU) architectures are presented,
demonstrating that our proposal presents better performance in color preservation
and noise suppression.

Keywords: Impulse denoising, color images, CUDA, parallel architecture, fuzzy
metrics

1 INTRODUCTION

The growing demand for digital image processing algorithms for applications, i.e.
in consumer electronics, industry, and medicine, creates the need to develop algo-
rithms to be able to perform itself quickly and executed accordingly to the needs
of each application field. All processing algorithms must possess, either hardware
or software, denoising procedures to improve the image information obtained from
the acquisition hardware device, by doing this the information provided is more
significant for other post-processing stages (i.e. face recognition, augmented reality,
computer vision, etc.). Noise affects the majority of image processing systems, being
responsible for the 99 % of the failures [1, 2, 3, 4]. This clearly justifies the use of
noise-suppressing algorithms incorporated within the systems. The incorporation
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of a denoising algorithm as a pre-processing stage consumes hardware and software
resources which take up processing time affecting other post-processing procedures.

Decades ago most of the designed filters were carried out serially, today the cur-
rent processing needs lead to optimize resources and make processing times more
efficient [5]. This points to parallel implementations; this type of processing leads
to substantially improving computational time in all stages of an image processing
system. In this way, it is proposed to exploit the potentials of parallelism and use
them for noise suppression. Between the noise types that affect the digital images,
the impulsive noise is one of the most important, this affects digital images in the
acquisition or transmission stages and through malfunctioning sensors or communi-
cation channels [2, 3, 4], this is produced by human-made phenomena, such as car
ignition systems, industrial machines in the vicinity of the receiver, switching tran-
sients in power lines, unprotected switches, natural causes, etc. Impulsive noise has
been treated using parallel architectures, e.g. the Peer Group Family filters [6], pre-
senting acceptable results preserving inherent characteristics of the digital images.
Their main features are that they are fast and have low computational complexity,
these characteristics are used in parallel systems for impulse noise removal.

So, our efforts are focused on the design of a more robust and fast parallel filter
for GPU architectures filter, that preserves inherent characteristics of the objects
such as edges, details and chromatic content. We demonstrated the improved results
against obtained from other states of the art algorithms reported such as the Peer
Group Algorithm with Fuzzy Metric for GPU [6, 7, 8, 9].

Impulse noise in color images is modeled with random and fixed values, if F χ
(x,y)

denotes the input noisy image with χ denoting each color channel {R,G,B}, and
Oχ

(x,y) denoting the original noise-free image for every (x, y) pixel position [2], this

is described by Equation (1):

F χ
(x,y) =

{
Oχ

(x,y), with probability 1− p,
ζχ(x,y), with probability p,

(1)

where p is defined as the noise density for the random value of the impulsive noise,
ζχ(x,y) is an identically distributed, independent random process with an arbitrary
underlying probability density function, having values of impulsive noise in the in-
terval [0, . . . , 255], and for the fixed values (Salt and Pepper noise) the values present
are denoted by 0 or 255. In Figure 1, the corrupted Peppers image with random
and fixed noise values are shown.

The structure of the paper is as follows: in Section 2 a brief review of the GPU
architecture is presented; in Section 3 the Peer Group Algorithm is introduced using
fuzzy metric to justify the novelty of our proposal; Section 4 describes the proposed
filtering algorithm in a detailed manner; in Section 5 a comparative analysis of the
read/write memory accesses between the proposed and the state-of-the-art filters is
done. Finally, Sections 5 and 6 show the performance results.
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a) b) c) d)

Figure 1. Peppers images with: a) random impulsive noise, c) salt and pepper impulsive
noise, b) and d) the zoomed regions to denote impulsive distortions, respectively

2 GPU ACCELERATION CONSIDERATIONS
FOR IMAGE PROCESSING

One of the main differences between CPU and GPU is the number of working
threads. CPU can execute only up to two threads per core, while GPU chips can
run thousands. Figure 2 shows an overview of the GPU card hardware consisting
of Graphics Double Data Rate (GDDR) Memory (Global, Constant and Texture),
Streaming Multiprocessors (SMs), and Streaming Processors (SPs) [10, 11].

Figure 2. The GPU hardware [10]

The SPs are responsible for the mathematic operations done in the GPU chip.
SMs are made of several Streaming Processors, up to 48 in modern GPUs; this is
a crucial aspect for GPU scaling. A GPU has one or more SMs, where each has
only one control unit; this unit seeks and decodes each instruction. The SMs on
the GPU uses the Single Instruction Multiple Data (SIMD) architecture and the
SP receives the same controlling signal and executes the same instruction set using
different operands [12]. The optimum performance of parallel algorithms in graphic



Parallel Peer Group Filter for Impulse Denoising in Digital Images on GPU 1323

cards lies in the understanding of how memory devices work [12], what care should
be taken in the type of memory where data is temporarily stored [13], because a bad
memory selection could produce poor parallel performance, i.e., the off-chip memory
offers more storing space and global scope but its writing and reading latency is high.

Another consideration is with respect to the registers which allow memory ac-
cess without latency, unfortunately there are only 255 registers per thread used in
the GPUs Maxwell architecture and shared memory (which is faster than off-chip
memory). This memory is slower than register memory, it should be taken into
consideration that bank conflicts can occur if two threads in the SM try to access
data stored in the shared memory, in such cases, the parallel process is serialized,
which may cause a significant performance decrease [12, 13]. For this reason, it
is justifiable to take into account the selection of the correct memory to be used.
The GPU graphic card has its own Graphics Double Data Rate (GDDR) memory
where read/write Global, read-only Constant and Texture memories are allocated;
the last two memories are used for speeding up the reading from the GDDR mem-
ory. The register memory is the fastest in the graphic card, but it is limited in
quantity (i.e., on Fermi each SMs has 32 k memory addresses). Shared memory is
the second-fastest memory and can be read by all the threads within the SM. The
Global memory is for general purposes and is the slowest memory in the graphic
card. These facts are summarized in Table 1.

Memory Type Registers
Shared Texture Constant Global

Memory Memory Memory Memory

Bandwidth Highest High Low Low Low

Location On-chip On-chip Off-chip Off-chip Off-chip

Scope Thread
Threads All All All
in SM SMs SMs SMs

Table 1. Graphic card memory overview

CUDA programming model is the tool to be used to exploit parallelism capabil-
ities of the GPU card, this tool introduces three key abstractions [14]: a hierarchy
of thread groups, shared memories, and barrier synchronization; these abstractions
are presented to the programmer as a minimal set of language extensions. This de-
composition preserves language expressivity by allowing threads to cooperate when
solving each sub-problem, and at the same time enables automatic scalability. Each
block of threads can be scheduled concurrently or sequentially on any of the available
multiprocessors within a GPU, so a compiled CUDA program can execute on any
number of multiprocessors, and only the runtime system needs to know the physical
multiprocessor count. A CUDA-enabled program, called “kernel”, can be executed
in any number of SMs, as illustrated by Figure 3 [14].

Graphic cards can solve time-consuming image processing algorithms specifically
in image denoising. Our proposal offers good quality results exploiting new tech-
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Figure 3. CUDA thread hierarchy

nologies capabilities and delivers optimum data pre-processed (data denoised) to
other post-processing stages described before. Now in the next sections, we analyze,
treat and discuss the proposal how the denoising algorithm is to be implemented
in the GPU and its main characteristics to be taken into account to speed up the
denoising stage.

3 PEER GROUP ALGORITHM

The Peer Group algorithm is a robust filter consisting in a processing window of
W = n×n over a central pixel P χ

c , the Peer Group P(P χ
c , κ, d) of such central pixel

are the pixels satisfying d(P χ
c , P

χ
j ) ≤ α where d(P χ

c , P
χ
j ) is an appropriate distance

criterion between P χ
c and one of its neighbors, P χ

j , j = n2 − 1, where n is the size
of the processing window, with n = 3, and α is a fixed threshold [6]. The distance
criterion used is the Euclidean distance described by Equation (2):

d(Pχ
c ,P

χ
j ) =

√ ∑
χ={R,G,B}

(
P χ
c − P χ

j

)2
. (2)

For every pixel within the processing window, if d(P χ
c , P

χ
j ) ≤ α is fulfilled, then

the pixel is labeled as a noise-free pixel, otherwise it is noisy. In the filtering stage,
the noisy pixels are substituted by the substitute obtained from the Arithmetic
Mean Filer (AMF) [7] or the Vector Median Filter (VMF) [15] applied to the set
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of free-noisy pixels. Sanchez et al. [7, 8, 9], propose the Peer Group algorithm
with Fuzzy Metric (PGMF) for GPU architectures, where each stage is executed in
separated kernels in serial sequence. This algorithm uses the Fuzzy Metric shown in
Equation (3) [7, 8, 9, 16] instead of the Euclidean distance in the detection stage.

M∞ =
3∏

χ=1

min(P χ
c , P

χ
j ) +K

max(P χ
c , P

χ
j ) +K

, with K = 1 024. (3)

The kernel algorithm for detection and suppression of noise is shown in Algo-
rithm 1 and Algorithm 2, respectively.

Algorithm 1 PGMF algorithm

1: function DetectionKernel . Input: noisyImage . Output: detectedNoise
2: for each image pixel Pth its corresponding processing parallel thread th do
3: aχc ← {R,G,B} values of Pth from the global memory
4: for all the P χ

j pixels within W do
5: bχj ← {R,G,B} values of P χ

j

6: distance = Fuzzymetric(aχc , b
χ
j )

7: if distance ≥ α then
8: pixel bχj ∈ P(P χ

c , κ, α)
9: end if

10: end for
11: if #P(P χ

c , κ, α) ≥ (κ+ 1) then
12: Pth is labeled as noise free pixel
13: else
14: Pth is labeled as noisy pixel
15: end if
16: end for
17: end function

Algorithm 2 PGMF algorithm

1: function NoiseFilteringkernel . Input: noisyImage . Output:
filteredImage

2: for each image pixel Pth its corresponding processing thread th do
3: for all the P χ

j labeled as noise free pixels within W do
4: FilteringArrayχj ← {R,G,B} values of P χ

j

5: end for
6: Filter FilteringArrayχj use either the VMF or the AMF
7: end for
8: end function
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4 PROPOSED MODIFIED PEER GROUP FUZZY METRIC
FILTER (MPGFMF) FOR GPU ARCHITECTURES

Our peer group filter proposal was designed by executing only one kernel instead of
two as the filter described in Section 3. The noise detection stage is used to know
if the central pixel is a noisy one or not, if the central pixel is noisy, the filtering
stage uses all the pixels within W to obtain a denoised one. The main idea behind
this is to reduce the read/write count to the GDDR memory outperforming the
computational cost from the work reported by Sanchez et al. [7, 8, 9], in addition,
to improve the filtering stage, it is suggested to use the Median Filter (MF) with
forgetful selection sort [17] applied for each color channel. The forgetful selection sort
algorithm illustrated in Figure 4 consists of four iterations for a window processing
W with n = 3 for each RGB channel; in the “Iteration 1”, from the first six of the
nine elements array the minimum and the maximum intensity values are obtained,
then they are discarded of the array; in the “Iteration 2” the max and min values
are computed again of the remaining four pixels adding the seventh element of the
original array. These steps are repeated until the final “Iteration 4” where the mean
pixel intensity is obtained value for every color channel. Along with these ideas,
the proposed filter takes the advantage of the register memory that resides inside
the GPU chip instead of the slowest GDDR memory [17, 8] used in the related
work. In the kernel Algorithm 3, the proposed Modified Peer Group Fuzzy Metric
Filter (MPGFMF) is shown. In Section 5, a memory cost analysis and a quality
comparison between the proposal and reported filters in the literature are presented.

5 MEMORY COST ANALYSIS AND COMPARATIVE

A memory cost comparison between the state-of-the-art method PGMF and the
proposed MPGFMF filtering algorithm considers the computational cost in the de-
tection stage, so the number of accesses CD is delivered in Equation (4), in the
filtering stage, the computational cost is measured denoting CNF (noise free) and
CN (noisy) described in Equation (5) and (6), respectively, considering that the
PGMF filter computational analysis encompasses two cases where the pixel is noisy
or free of noise.

CD = χ · n2, (4)

CNF = 1 + 2 · χ, noise-free pixel, (5)

CN = 1 + (n2 − 1) + χ · (n2 − 1) + χ, noisy pixel. (6)

For the PGMF method, n = 3 and χ = 3 are taken, the noise-free case requires
35 reading and writing accesses for detection and filtering, and the noisy pixel re-
quires 61 reading and writing accesses for the detection and filtering, both for the
GDDRAM accesses. For our proposal, the same parameter values for n and χ are
proposed resulting in 30 reading and writing accesses for the detection and filtering
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Figure 4. Forgetful selection algorithm

stage, also for the GDDRAM accesses. All the pixels within W for the proposed
filtering algorithm are considered. Carrying out the count of readings and writings
to the GDDR memory outperforms other parallel filters. The detection stage of the
proposed filter needs:

CD = χ · n2. (7)

For the filtering stage, it is proposed to reuse the memory in the detection stage,
because one kernel is used and all the used variables in the present thread are still
available for us. The difference from the PGMF filter which has two kernels and
local variables and registers is that the kernels are scope-only (from Table 1). So,
the proposed filter requires the same amount of readings and writings accesses no
matter if the pixel within W is noisy or not, only needing χ writings for the pixel
resulting from the filtering process, computed as in Equation (8):

CN = CNF = χ, (8)
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Algorithm 3 Proposed MPGFMF

1: function MPGFMF . Input: noisyImage . Output: filteredImage
2: for For each image pixel Pth its corresponding processing thread th do
3: aχc ← {R,G,B} values of Pth from global memory
4: for all the P χ

j pixels within W do
5: bχj ← {R,G,B} values of P χ

j

6: distance = Fuzzymetric(aχc , b
χ
j )

7: if distance ≥ α then
8: pixel bχj ∈ P(P χ

c , κ, α)
9: end if

10: end for
11: if #P(P χ

c , κ, α) ≥ κ+ 1 then
12: Pth is labeled as noise free pixel
13: else
14: Pth is labeled as noisy
15: end if
16: if Pth is labeled as noisy pixel then
17: Filter Pth all the pixels within W using the MMF with forgetful se-

lection sort
18: else
19: Pth is the output pixel
20: end if
21: end for
22: end function

when n = 3, and χ = 3, requires 30 readings and writings to the GDDRAM for
“noise-free” and “noisy” cases. The following section shows the experimental results
of the proposal and the method used as a comparison.

6 EXPERIMENTAL RESULTS

Here are compared the filters found in the scientific literature against our proposal
using objective parameters. The objective parameters are defined as Peak Signal to
Noise Ratio (PSNR) [18]:

PSNR = 10 · log

[
2552

MSE

]
(9)

where

MSE =
1

3×M ×N

M−1∑
x=0

N−1∑
y=0

[(
RO
x,y −RF

x,y

)2
+
(
GO
x,y −GF

x,y

)2
+
(
BO
x,y −BF

x,y

)2]
(10)
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where RO
x,y, G

O
x,y and BO

x,y are the color components of the original image and RF
x,y,

GF
x,y and BF

x,y are the color components of the filtered one.
The Mean Chromaticity Error (MCRE) [19] is defined as follows:

MCRE =
1

M ×N

M−1∑
x=0

N−1∑
y=0

µ [Ox,y, Fx,y] (11)

where µ[Ox,y, Fx,y] is the PP ′ distance in the Maxwell triangle between the pixel with
coordinates x, y within the original image Ox,y and the filtered pixel with coordinates
x, y within the filtered one Fx,y.

The Normalized Color Difference (NCD) described in [20] is defined in Equa-
tion (12), where LOx,y, u

O
x,y, v

O
x,y and LFx,y, u

F
x,y, v

F
x,y are the values of the perceived

lightness and two chrominance values related to Ox,y and Fx,y, respectively.

NCD =

∑M−1
x=0

∑N−1
y=0

√
(LOx,y − LFx,y)2 + (uOx,y − uFx,y)2 + (vOx,y − vFx,y)2∑M−1

x=0

∑N−1
y=0

√
(LOx,y)

2 + (uOx,y)
2 + (vOx,y)

2
. (12)

Structural Similarity [21] (SSIM), which characterizes the preservation of the struc-
tures of the image is given by:

SSIM =
(2µOµF + C1)(2σOF + C2)

(µ2
O + µ2

F + C1)(σ2
O + σ2

F + C2)
(13)

where µO and µF are the averages of Ox,y and Fx,y, respectively. σ2
O and σ2

F are the
variances of the two images. σOF is the covariance of Ox,y and Fx,y. C1 = (0.01L)2

and C2 = (0.03L)2 are two constants and L = 28 is the dynamic range of the pixel
values.

The visual signal-to-noise ratio (VSNR) [22, 23] characterizes the Visual Fidelity
of images taking into consideration the human visual system. These criteria consist
of 3 stages, namely Preprocessing, Assess the Detectability of the Distortions and
Compute the VSNR, where:

VSNR = 20 · log10

(
C(O)

αdpc + (1− α)(dgp/
√

2)

)
(14)

where C(O) is the contrast distortion of the original image, dpc is the contrast
perceived of the distortions obtained from the filtered image respect to the original
one, dgp is the disruption calculation of global precedence and α is a suggested
weight, in our case α = (0.04)4 [22].

Comparison of the filtering methods is achieved using the PC computer – its
characteristics are listed in Table 2.

The test color images used are the well known “Lena” and “Mandrill”, shown in
Figure 5 a) and 5 b), respectively, the spatial resolution size is of 512 × 512. These
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Characteristics Value Characteristics Value

CPU Intel Core
i7-8700K @
3.70 GHz

GPU Nvidia GeForce
RTX 2080

CPU architecture Coffee Lake GPU architecture Turing
Cache 12 Mb SMs 46
Core count 6 cores SPs in each SM 64
System Memory 16 Gb DDR4 Memory 8 Gb GDDR6
OS Microsoft Win-

dows 10, 64-bit

Table 2. Characteristics of the system used in the CPU and GPU

images were resized from 256 × 256 using Matlab, leaving grayscale images with
intensity values from 0 to 255, and with 24-bit color images per pixel. The resized
versions of the images of 1 024× 1 024, 2 048× 2 048, 4 096× 4 096 and 8 192× 8 192
pixels were used for the runtime tests. We also tested the performance of the filters
using a 3D and a 2D image shown in Figures 5 c) and 5 d), both 8 bit grayscale im-
ages. The 3D grayscale image is a Magnetic Resonance Imaging (MRI) scan, with
dimensions 256× 320× 192 and was obtained from the dataset of I Do Imaging (file
1010 brain mr 06.nii.gz) found in [24] in the Neuroimaging Informatics Technology
Initiative NIfTI-1 Data Format. We used the Digital Imaging and Communications
in Medicine (DICOM) Converter version: 1.10.5 from DICOM apps in order to ob-
tain bitmap images for testing. For the PSNR, SSIM and VSNR experiments, we
used the image number 96 of the 3D set. The 2D grayscale image is a computed
tomography (CT) mammography scan of size 1 024× 1 024 obtained from the mini-
MIAS database of mammograms (file mdb001.pgm) [25]. Furthermore, the filter
proposal was tested against a state-of-the-art Deep Learning Filter (DLF) for im-
pulse noise found in [26]. The DLF methods are very promising techniques to be
used in the digital image denoising, the efforts until now are focused in grayscale
denoising because a lot of computational resources needs to be used. The quality
results obtained from DLF are impressive, but they spend a lot of computational
time, as shown in [26, 27]. The results for the PSNR and SSIM for the test grayscale
images of 512 × 512 pixels are shown for the Lena, Barbara, Boat, and 256 × 256
Cameraman. Besides, the runtime is given as a criterion for the GPU.

7 DISCUSSION

It is demonstrated that our proposal has better numerical results compared with
the other state-of-the-art GPU filters for the Mandrill image in all the noise density
interval. In Tables 3 and 4 there are shown the denoising results of the Mandrill
image corrupted with Random-value and Salt and Pepper impulsive noises from 0
through 40 %, with incremental steps of 5 %; evaluation criteria used are PSNR,
MCRE, NCD, SSIM, and VSNR. It is possible to see that our filter outperforms in
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a) b) c) d)

e) f) g) h)

Figure 5. Digital Images used: a) Lena, b) Mandril c) Brain, d) Mammography, e) Lena
Grayscale, f) Barbara, g) Boat, and h) Cameraman

the whole noise interval (0 to 40 %). As the noise density increases, it is possible
to note that the difference in the numerical results increases, i.e. in Table 4, for
0 % PGMFVMF has a PSNR = 32.33 dB, PGMFAMF has a PSNR = 32.6 dB and
our filter 32.71 dB, for 40 % we can see that PGMFVMF has a PSNR = 18.44 dB,
PGMFVMF has a PSNR = 16.68 dB and our filter 19.51 dB.

In Table 5, the PSNR, MCRE, NCD, SSIM, and VSNR results concerning the
Lena image corrupted with Random-value and Salt and Pepper impulsive noise
from 0 through 40 % with steps of 5 % are presented. You can see in Table 5 that the
proposed filter has similar good performance in the PSNR, MCRE, NCD, SSIM and
VSNR criteria, outperforming the GPU filters (PGMFVMF and PGMFAMF), that
is, for 10 % we obtained by means of our filter proposal PSNR values of 26.11 dB,
while PGMFVMF = 25.99 dB and PGMFAMF = 25.98 dB. In Table 6, there are
shown similar results, that is, for example, by our proposal for 10 % of Salt and
Pepper noise a PSNR result of 29.26 dB is obtained, while for comparative filters
PGMFVMF = 25.38 dB and PGMFAMF = 25.42 dB were obtained in PSNR crite-
rion, and so on for all the other criteria implemented.

For the Brain image, the PSNR, SSIM, and VSNR criteria results for the pro-
posal and comparative filters using Salt and Pepper and Random-value impulsive
noise are presented. The proposal presents better results for the criteria from 0
through 40 % with steps of 5 % of noise density, as seen in Tables 7 and 8. In Ta-
ble 7 the best results for the SSIM criterion can be perceived, for example, for 20 %
of Random-value impulsive noise for MPGFMF the SSIM = 0.571 was obtained,
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and for comparative ones, for PGMFVMF the SSIM = 0.538 and for PGMFAMF the
SSIM = 0.563. And also, for the results in Table 8, for 20 % of Salt and Pepper
impulsive noise for MPGFMF the SSIM = 0.571 is obtained, and for comparative
ones, for PGMFVMF the SSIM = 0.539 and for PGMFAMF the SSIM = 0.567.

PGMFVMF PGMFAMF MPGFMF
% PSNR SSIM VSNR PSNR SSIM VSNR PSNR SSIM VSNR
0 41.87 0.994 36.16 42.76 0.994 36.67 42.50 0.994 37.40
5 31.05 0.901 27.93 31.55 0.907 28.53 31.52 0.907 28.51

10 26.48 0.792 25.17 27.04 0.806 26.08 27.08 0.808 26.34
15 23.61 0.671 24.93 24.30 0.692 25.22 24.35 0.694 25.27
20 20.92 0.538 25.59 21.61 0.563 25.77 21.69 0.566 26.04
25 19.23 0.446 24.99 19.81 0.471 25.06 19.89 0.474 25.34
30 17.65 0.358 24.54 18.19 0.381 24.57 18.27 0.384 24.88
35 16.3 0.290 23.38 16.88 0.312 23.18 16.95 0.314 23.46
40 15.24 0.258 24.84 15.77 0.259 24.45 15.81 0.261 24.63

Table 7. Criteria results for the Brain image with Random-value impulsive noise

PGMFVMF PGMFAMF MPGFMF
% PSNR SSIM VSNR PSNR SSIM VSNR PSNR SSIM VSNR
0 41.87 0.994 36.16 42.76 0.994 36.67 42.50 0.994 37.40
5 30.28 0.942 24.45 31.18 0.950 25.34 31.19 0.950 28.55

10 24.15 0.846 22.37 24.84 0.862 23.27 24.88 0.863 23.16
15 20.50 0.706 21.49 21.03 0.727 22.00 21.10 0.729 21.87
20 17.22 0.539 22.01 17.76 0.567 22.17 17.82 0.571 22.21
25 15.03 0.383 21.17 15.47 0.408 21.62 15.53 0.412 21.58
30 13.16 0.264 20.99 13.54 0.285 21.26 13.61 0.290 21.41
35 11.74 0.176 20.95 12.09 0.192 21.21 12.16 0.196 21.27
40 10.40 0.115 20.71 10.71 0.127 20.93 10.77 0.130 21.19

Table 8. Criteria results for the Brain image with Salt and Pepper impulsive noise

Tables 9 and 10 show the results for the Mammography image. Our filter
presents the best results for the criteria implemented from 0 through 40 % with
steps of 5 % of noise density. In Table 9, results for the Brain image corrupted with
Random-value impulse noise are presented, the proposal MPGFMF for the VSNR
results for 30 % of noise density is of V SNR = 25.12, while for the comparative ones,
PGMFVMF presents V SNR = 24.75, and for PGMFAMF has V SNR = 23.05. The
same tendency is perceived in Table 10 for all the criteria implemented and for all
the noise percentage levels, showing that our proposal outperforms the comparative
ones.

In Figure 6 there is presented a visual comparison between the three filters using
a zoomed region of Lena image corrupted with 5 %, 15 % and 25 % of Salt and Pepper
impulsive noise. It is denoted that for 5 % and 15 % the differences between the three
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PGMFVMF PGMFAMF MPGFMF
% PSNR SSIM VSNR PSNR SSIM VSNR PSNR SSIM VSNR
0 26.01 0.978 48.41 26.01 0.978 48.41 26.01 0.978 48.41
5 25.35 0.841 41.85 25.39 0.843 41.85 25.40 0.844 42.31

10 23.908 0.689 35.57 24.09 0.697 35.57 24.12 0.700 36.16
15 22.00 0.523 31.69 22.35 0.535 31.69 22.39 0.541 32.20
20 20.05 0.370 28.27 20.48 0.384 28.27 20.52 0.391 28.99
25 18.39 0.254 26.16 18.86 0.268 24.75 18.91 0.273 26.51
30 16.95 0.167 24.75 17.44 0.178 23.05 17.48 0.183 25.12
35 15.71 0.112 23.05 16.21 0.1212 22.14 16.24 0.124 23.53
40 14.72 0.077 22.14 15.20 0.084 22.13 15.22 0.086 22.44

Table 9. Criteria results for the Mammography image with Random-value impulsive noise

PGMFVMF PGMFAMF MPGFMF
% PSNR SSIM VSNR PSNR SSIM VSNR PSNR SSIM VSNR
0 26.01 0.978 48.41 26.01 0.978 48.41 26.01 0.978 48.41
5 25.21 0.931 33.63 25.30 0.931 34.03 25.30 0.933 33.98

10 22.585 0.818 26.36 22.86 0.824 27.05 22.89 0.826 27.21
15 19.45 0.635 21.76 19.82 0.635 22.36 19.86 0.650 22.26
20 16.79 0.438 19.42 17.16 0.438 19.81 17.20 0.456 19.76
25 14.56 0.263 17.64 14.90 0.263 18.09 14.94 0.280 18.21
30 12.85 0.144 16.78 13.17 0.144 17.04 13.21 0.151 17.08
35 11.37 0.074 16.02 11.67 0.074 16.24 11.71 0.083 16.31
40 10.17 0.038 15.41 10.43 0.038 15.71 10.46 0.046 15.81

Table 10. Criteria results for the Mammography image with Salt and Pepper impulsive
noise

filters are imperceptible only with numerical results. However, in the case of 25 % of
impulsive noise, the proposal filter presents better noise suppression quality in visual
representation denoted by the noisy clusters zones. The PGMFAMF filter propagates
the noise between the pixels, this way the PGMFVMF filter does not suppress the
noisy pixels formed in clusters well enough compared to our filter proposal. Our
filter proposal (MPGFMF) does not propagate the noise and the noisy pixels in
clusters are processed in a better way improving performance. Table 13 shows
the computational cost performance of the three filters using the Lena image with
resolutions of 512× 512, 1 024× 1 024, 2 048× 2 048, 4 096× 4 096 and 8 192× 8 192.
Superior filtering quality and fast execution in the proposal filter is due to changes
proposed in the detection and filtering stages, the algorithm decreases the reading
and writing counts, dealing better with noisy pixels in consequence of pixel clusters.
The forgetful selection algorithm requires low register accesses inside the SMs and
does not depend on the magnitude calculations between color pixels, performing
better than the Vector Median Filter.

Next, in Table 14 a comparison with the state-of-the-art Deep Learning Filter
(DLF) [26] for Random-value impulse noise for PSNR and SSIM for noise densities
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Noise level Noisy image PGMFAMF PGMFVMF MPGFMF

5 %

15 %

25 %

Figure 6. Visual comparative results between algorithms studied

Image Size Filter Time (ms) Image Size Filter Time (ms)

512× 512
PGMFAMF 0.739

4 096× 4 096
PGMFAMF 38.408

PGMFVMF 1.730 PGMFVMF 86.419
MPGFMF 0.841 MPGFMF 41.568

1 024× 1 024
PGMFAMF 2.807

8 192× 8 192
PGMFAMF 153.944

PGMFVMF 6.594 PGMFVMF 348.540
MPGFMF 3.172 MPGFMF 160.628

2 048× 2 048
PGMFAMF 9.422
PGMFVMF 21.731
MPGFMF 10.213

Table 11. Runtime of the three filters using the Lena image corrupted with 10 % Salt and
Pepper impulsive noise

10, 20, 30, 40, 50 and 60 % is made. From Table 14 we can perceive the poor results
compared to a DLF filter, in PSNR and SSIM terms for 10, 20, 30, 40, 50 and 60 %.

For the runtime tests, as in [26], we used Cameraman (256×256), Sailing Boats
(512× 512) and Lena (512× 512) corrupted with 10 %, 30 % and 50 % of Random-
value impulse noise. In [26], the authors used an Intel i7 CPU based system and
an Nvidia GeForce 960 GPU. Their obtained results and our results for the same
images are shown in Table 15. Table 15 shows that our filter outperforms the Deep
Learning filtering algorithm, i.e., for the Lena image with 10 % the runtime of filter
found in [26] is 0.97 seconds. Our filter proposal has a running time of 0.0003
seconds. These results lead to a speed-up of 3 233.33 times.
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Image Size Filter Time (ms) Image Size Filter Time (ms)

256× 320× 192
PGMFAMF 20.544

1 024× 1 024
PGMFAMF 0.769

PGMFVMF 55.296 PGMFVMF 0.763
MPGFMF 19.968 MPGFMF 0.713

Table 12. Runtime of the three filters using the MRI Brain 3D image (image number 96)
and the CT Mammography with 10 % of Salt and Pepper impulse noise

Image Size Filter Time (ms) Image Size Filter Time (ms)

512× 512
PGMFAMF 0.739

4 096× 4 096
PGMFAMF 38.408

PGMFVMF 1.730 PGMFVMF 86.419
MPGFMF 0.841 MPGFMF 41.568

1 024× 1 024
PGMFAMF 2.807

8 192× 8 192
PGMFAMF 153.944

PGMFVMF 6.594 PGMFVMF 348.540
MPGFMF 3.172 MPGFMF 160.628

2 048× 2 048
PGMFAMF 9.422
PGMFVMF 21.731
MPGFMF 10.213

Table 13. Runtime of the three filters using the Lena image corrupted with 10 % Salt and
Pepper impulsive noise

In our literature review, we found that little work has been done regarding
image color filtering of impulse noise in parallel systems. We refocus previous ideas
found in the literature, i.e. Peer Group Filtering and Median filtering with forgetful
selection sort for grey-scale images, in order to improve performance of impulse
noise filtering of color images further. In all experimental intervals we obtained
better numerical results and qualitative results. We found that it is possible to run
Parallel Peer Group Filters in real-time (< 33 ms per frame) up to 1 024 × 1 024
pixels in an Nvidia 2080 RTX card.

Criterion PSNR (dB) SSIM (r.u.)
Noise (%) 10 20 30 40 50 60 10 20 30 40 50 60
Lena
DLF 43.47 40.73 38.57 36.5 33.98 30.46 0.985 0.975 0.963 0.948 0.927 0.886
MPGFMF 27.67 26.87 25.97 24.7 23.36 22.12 0.823 0.765 0.718 0.658 0.588 0.517
Cameraman
DLF 38.88 35.42 32.9 30.59 28.52 26.06 0.977 0.956 0.934 0.908 0.878 0.826
MPGFMF 24.34 23.5 22.6 21.38 20.22 19.01 0.773 0.702 0.642 0.555 0.483 0.418
Barbara
DLF 43.44 40.14 37.61 35.51 33.2 30.82 0.990 0.978 0.959 0.932 0.878 0.797
MPGFMF 23.53 22.92 22.27 21.51 20.22 19.01 0.766 0.704 0.650 0.583 0.512 0.443
Boat
DLF 42.51 39.58 37.56 35.86 34.22 32.48 0.973 0.953 0.931 0.904 0.866 0.800
MPGFMF 27.67 26.87 25.97 24.7 23.36 22.12 0.824 0.753 0.698 0.635 0.570 0.506

Table 14. PSNR and SSIM results applied by Lena, Cameraman, Barbara and Boat im-
ages corrupted by 10, 20, 30, 40, 50 and 60 % Random-value impulsive noise
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Images Cameraman Sailing Boats Lena
Noise Density (%) 10 30 50 10 30 50 10 30 50
DLF 0.24 0.23 0.23 1.05 0.97 0.97 0.97 0.97 0.97
MPGFMF 0.000103 0.000103 0.000103 0.0003 0.0003 0.0003 0.0003 0.0003 0.0003

Table 15. Runtime (secs.) comparison of a Deep Learning algorithm [26] against our
proposal by 10, 30, and 50 % of Random-value impulsive noise

8 CONCLUSIONS

A novel GPU filtering algorithm for impulsive denoising applied to color images
was proposed presenting better performance in preserving edges, details, structures,
and chromaticity properties than those used as comparative. The criteria used
to provide these validation quantitative results show that the MPGFMF preserves
better the properties inherent to the images in suppressing the Random-value and
Salt and Pepper impulsive noises. The execution runtime shows that the proposal
is the second-fastest impulsive noise filter, comparing its rendering respect to the
fastest PGMFAMF , this filter is the worst in impulsive denoising, denoting that our
proposal is the best option to denoise suppression and computational cost. For the
MRI and CT images we found that our filter performs slightly better than the other
GPU filters and for these types of images, our filter is the fastest. Compared with
a state-of-the-art Deep Learning impulse noise filter our filter is not good in PSNR
and SSIM terms for grayscale images, but in execution time, our filter is much faster
(> 3 000 times). To further improve the proposed filter, it is necessary to study and
implement existing ordering algorithms or design a new one. We found that little
work has been done regarding parallel color filtering and some research is needed,
i.e. 3D color filtering of video sequences.
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Abstract. This paper presents a new method named AQueReBET, which automat-
ically refines a query set by an information seeker searching on the web. A revelation
of the intention of an information seeker who is running a search can bring a signif-
icant improvement to the search process and to browsing as well. It is practically
impossible to acquire such intention by the explicit indication (feedback) due to
the fact that web browsing takes place in real time. Therefore the intention must
be determined in some other way. We hypothesize that it can be approximated by
means of the implicit feedback preferably in the form of data from an eye tracker
and mouse. We propose a method which automatically refines a seeker’s search
query, and thus we can offer documents with higher relevance, decrease the number
of query reformulations and increase the seeker’s satisfaction. The query refinement
is based on an analysis of gaze data from an eye tracker and on groupization. In
the proposed method, we calculate word-level importance based on term frequency,
term uniqueness (tf-idf) and total fixation duration within the subdocument (word’s
snippet in search results).

Keywords: Web search, query refinement, eye-tracking, groupization, implicit
feedback
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1 INTRODUCTION

Nowadays, most information seekers rely on the web when searching for documents
to find the desired information. However, typical web search engines expect text
queries, which are rather imperfect ways of expressing the intention of an informa-
tion seeker. Prompting the information seeker for additional information beyond the
query itself could be seen as asking too much. Therefore, one of the current research
challenges is to derive as much useful information as possible from so called im-
plicit feedback, which can be collected unobtrusively [17] – based on an information
seeker’s interaction with the search engine. There are various kinds of implicitly pro-
vided data that information seekers generate while interacting, such as their choice
of a particular snippet to read in more detail or even a track of their gaze. In
this paper, we investigate how an information seeker’s eye gaze data acquired from
an eye-tracking device can be used for refining the seeker’s query during his/her
searching session. An eye tracker provides potentially a very comprehensive imme-
diate feedback unobtrusively, without any explicit questions that often tend to be
perceived as annoying and also without demanding the seekers to perform searching
in some specific (artificial) way. Experimental results [15] show that eye tracking is
a valuable real-time implicit source of information about what the user is searching
for and that it can be used for real-time user interface adaptation.

The initial query is often reformulated during a typical web search. Approxi-
mately one third of all formulated queries are composed by gradually reformulating
an initial query [31, 4]. The relevance of the initially received documents could be
quite low, implying the necessity of explicit query reformulation by the information
seekers themselves.

The aim of our research is to improve search outcomes by reducing the need
for explicit query reformulation and increasing relevancy of the offered documents.
We attempt to achieve this objective by acquiring and utilizing data obtained from
an eye-tracker and using it to implicitly reformulate the query. Furthermore, we
propose to complement this by so-called groupization (i.e. the data are used also
from other previous users with the same or very similar search intention) that can
provide useful additional information to interpret an information seeker’s intention.

Our approach is based on the assumption that if we recognize the web seeker’s
intention, we should be able to offer more relevant documents in response to the
initial query. Since we are not able to detect exactly the line the seeker is reading
by eye tracking, we focused on larger areas such as search result snippets (snippet
is a web-page element, which contains a short text representing one of the results
in search engine result page). We detect the snippet on which the seeker fixates
his/her gaze within a search engine’s results page (hereinafter SERP). We extracted
specific words out of these snippets, which can possibly give us a strong clue on how
to refine the initial search query to get more relevant documents to his/her search
intention.

The rest of the paper is structured as follows. In the next section, we present im-
portant related results as published in the current literature. Section 3 presents our
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proposed method for refining an information seeker’s query based on the analysis of
his/her gaze movements and enhanced also with the groupization method. Experi-
ments are presented and discussed in Section 4. The paper concludes in Section 5,
where suggestions of future work are briefly discussed.

2 RELATED WORK

Query refinement [7, 5] and groupization methods play a key role in our work. Let
us take a look at some current and related approaches in this area. Many existing
works are focused on how the information seekers work with the SERP and how
they select the relevant documents. It was already established that seekers are
not very keen to provide explicit feedback [27], e.g. in the form of some kind of
a relevance feedback mechanism or explicit query reformulation. Instead, various
forms of implicit feedback are to be preferred. One direction of research is to use
mouse-clicking data as implicit feedback to reformulate a query [13]. The gaze of
seekers who reformulate a query was studied by Eickhoff et al. [8] and Umemoto
et al. [32]. Li et al. [19] tracked the gaze to acquire relevance of retrieved images
to be used for query expansion in an image retrieval system. However, we focus
on text documents in the present research, but note that studies have emerged
recently that broaden the applicability of eye gaze analysis and enhance the analysis
itself by incorporating also e.g. pupil dilatation [21]. A seeker’s gaze as a source of
implicit feedback for information retrieval is a topic of research [6, 29]. Granka
et al. [10] explored the behaviour of users during web searches and established the
minimum fixation duration for web searches, which represents the minimum time
the seeker is looking at relevant information. It was experimentally defined as 200 to
300 milliseconds. Various methods how to estimate an information seeker’s search
intention based on eye-tracking data were explored [31]. They represent search
intention in a table created from a set of pairs – term and its weight. Weights
of terms (TermScore) were computed using various functions combining quantities
such as the number of times that a seeker looked at a term and the term frequency.
Others investigated whether word relevance to a seeker’s current intent could be
inferred from the text and his/her eye movements [20]. It has already been shown
that gaze-based feedback can be used to expand a query [5]. A particular simple
data acquired from eye tracking, i.e. attention time, was used to recommend new
online items [34].

Research led by Buscher [5, 6] is the most similar to ours, both considering the
method and the way it is evaluated. Our method differs mainly by the choice of
tf-idf (see below) as the base formula that is gradually expanded. On the other
hand, our approach was to make additional emphasis on term frequency combined
with total fixation duration on the snippet (Equation (3)).

White et al. [30] addressed methods of groupization. They were looking for
seekers with similar features to obtain more relevant links to their queries. Current
trends in devising groups are as follows:
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• similarity based on link clicks: determined by three ways:

1. match the URL clicked on,

2. match the domain of the URL clicked on, and

3. consistency between the categories of topics of the URL clicked on;

• syntactic similarity – similarity of the querying (keywords);

• semantic similarity – even if the queries are not similar based on syntactic sim-
ilarity, they can be similar in their meanings.

Another area of active research in which researchers are engaged, is obtaining
text via eye tracking. Methods for extracting text have been explored by Biedert
et al. [3]. They are working on the interesting specific problem of adjusting eye
tracking errors when reading a structured text to automatically position the cursor
at a proper place. We decided not to follow this line of research, since our aim is
different.

Eye fixation coordinates are correlated with mouse cursor positions thus facili-
tating considerations of various behavioural patterns – reading, hesitation, scrolling,
clicking [11, 26]. Therefore, it may very well be possible that some of the results
obtained by a method employing eye gaze tracking, and particularly by the proposed
method, could be achieved or at least approximated by using mouse cursor data,
which is more accessible for commercial search engines. On the other hand, one
of their conclusions claiming that the cursor approximates the gaze is misguided.
Other than that of the mouse cursor, eye tracker provides data on the actual viewed
location. In our research, we attempt to make use of this additional data to achieve
new insights in the automatic query refinement.

3 PROPOSED METHOD FOR REFINING

Our method – automatic query refining based on eye-tracking feedback (AQueRe-
BET) – primarily deals with word table creation (a similar data structure is some-
times referred to as an “intention vector” [25], which however could be misleading,
since a vector is conventionally considered to be a one-dimensional structure). The
table is created by selecting appropriate words from useful elements of pages (mostly
snippet areas, see Figure 2) scanned by the gaze during a seeker’s web search. Such
a table can facilitate refining the initial query by better (i.e., more relevant) words
and thus offer the seeker results, which better fit the seeker’s intention. Our hy-
pothesis is: Some of the information obtained by tracking a seeker’s gaze, can, after
suitable processing, be helpful in providing search results that better reflect their
intention. Unlike the methods based on mouse tracking, our method does not need
to wait until the seeker moves the mouse cursor within the open page, the seeker
clicks within the open page, the seeker opens any other page, or the seeker chooses
some additional words to pose a new query.

While devising such a method, three assumptions emerged:
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1. The longer the user’s fixation within the snippet area, the higher the probability
that it is closer to his/her intention than other snippets (the strongest criterion).
Here, we have been inspired by Maglio et al. [22] who use eye-gaze information
to help disambiguate user interests.

2. The higher the term frequency in watched snippets, the higher the probability
that the term is closer to the user’s intention. Here we have been inspired by
Umemoto et al. [31] who proposed several formulas which include term frequency
and their multiplication or division and also various weighting.

3. The more unique the terms, the better distinguishing ability can be obtained
between similar or major intentions. Here we have been inspired by [5, 6, 8] who
proposed formulas that include term frequency and inverse document frequency.

We found these criteria by experimenting with Equation (3) using data from
our preliminary experiments. A more detailed description of them can be found in
a later subsection of this paper. The overview of the method is shown in Figure 1.

3.1 AQueReBET Method

Our method is fully automated and thus requires data only from the seeker’s gaze
within the first SERP and from the seeker’s input query. To clearly interpret the
process we need to represent the data in a usable form. We decided to use a table τx
to represent text x (x could be a query, a snippet, or a web page) by a set of pairs
consisting of a word w and its importance imx(w) (we start with word importance
within the text x but in further steps we will recalculate it to a wider context):

τx = {(wi, imx(wi) | i ∈ 1, 2, . . . , n} =

[
w1 w2 . . . wn

imx(w1) imx(w2) . . . imx(wn)

]
(1)

where n = |τx| is the number of different words chosen from text x, wi is the ith word,
and imx(wi) is the importance of wi | i ∈ {1, 2, . . . , n} in text x. Initially (before
processing the data) all unique words are chosen from text x and the importance of
each word is equal to its multiplicity (term frequency) in text x: imx(wi) = tf x(wi) |
i ∈ {1, 2, . . . , n}.

The method consists of 6 steps shown in Figure 1. In Step 1, keywords from the
initial web search query are selected and the initial table τin is created:

τin =

[
w1 w2 . . . wn
1 1 . . . 1

]
. (2)

For example, if the query is “monk” (e.g. with the aim to find more information
about monks in a monastery and their ascetic lives), then

τin = {(monk, 1.0)} =

[
monk

1

]
.
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Figure 1. Process of initial query refinement (with new snippets suggested) within AQue-
ReBET and system of its objective and subjective evaluation both search results – with
and without AQueReBET

Step 2: Web seeker’s gaze acquisition. Web search is an interactive experience,
typically implemented using dynamic web technologies (using Ajax, DOM rewrit-
ing), which is very hard to track accurately using off-the-shelf eye tracking analysis
software. To obtain a seeker’s gaze in a dynamic web environment, we employ
the data collection infrastructure [24] developed at our University User eXperience
Research Centre. Raw data from the eye tracker is processed into normalized coor-
dinates of eye position and analysed based on the underlying web page (see Step 2
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in Figure 1). The data is subsequently sent to a browser plugin and enriched with
XPath data.

Step 3: Filtering out unnecessary data from SERP to get snippets. Our data are
from SERP within the google.com domain and subdomains (an example of SERP
for “monk” is shown in Figure 2).

 

Result 1 

Snippet 1 

Figure 2. Google’s SERP for query “monk”, only first three results (snippets) shown

Since we are interested only in snippets and these pages contain also other data,
we need to find these snippets within SERP, and to record only snippet areas. From
the implementation point of view, the most important part of this process is to filter
out the data that do not carry snippets. We used HTML Document Object Model
elements (DOM elements), which enabled us to manipulate with HTML elements in
DOM. By analysing DOM elements in Google’s SERP the page is divided into several
sections that contain or do not contain keywords. In this regard it is appropriate
to filter out both too large DOM elements, which involve a number of snippets and
too small elements that do not carry any relevant information. As a result of this
filtration we obtained only the data from all the SERP snippets S1, . . . , Sm (see
Step 3 in Figure 1, these m snippets are linked to web pages P1, . . . , Pm). The
individual data records we get from the first step contain XPath information, from
which we could obtain the element and its value (the snippet text). The seeker’s
gaze data (the snippets texts) are processed in the following steps in order to obtain
additional words on the seeker’s intention (also called intent or interest), further
refining the initial seeker’s query.

Step 4: Mining the relevant words from relevant snippets and creating their
tables. After that, we filter out from all m snippets only the k relevant ones, k ≤ m
(see Step 4 in Figure 1) – relevant are those which are gaze inspected, i.e. have
at least one seeker’s fixation (in eye tracker fixation I-VT filter we set the velocity
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threshold to 30 degrees/second; this gave us the seekers’ minimum fixation time
in the interval 200–500 ms). Then we filter out all irrelevant words from all gaze-
inspected snippets S1, . . . , Sk – we remove all stop words using a modified Wordnet
dictionary and perform lemmatization of words (nouns and adjectives) to receive
a base form (lemma) of the corresponding word. This bears much of the meaning
of the word, contrary to stemming. The importance of irrelevant words is set to 0
and are left out of table representation. An example of the gaze inspected snippet S
in SERP is e.g. the second snippet: “A monk is a person who practices religious
asceticism, living either alone or with any number of other monks. A monk may be
a person who dedicate . . . ”. Then after performing the above mentioned operations,
the set of relevant snippet words is table τS. The importance of each word wi is
equal to its multiplicity (term frequency) tf S(wi) within the processed snipped S.

τS =

[
monk person religious asceticism living number monks

2 2 1 1 1 1 1

]
.

Step 5: Performing tf-idf analysis of the snippets. Having a set of snippets,
we need to find words which are specific (unique) in them. If a seeker looks at
a particular snippet, the specific word that it contains likely contributes to the
expression of the seeker’s intention. Those specific words are obtained by applying
the td-idf formula [14]. Therefore, in this step we perform tf-idf for all the relevant
snippet tables S1, . . . , Sk from the previous step (see Step 5 in Figure 1). Its result
is tf-idf value for each word in each snippet set: tfidf S(wi). This will help us to
recognize the relevance of words from gaze inspected snippets S1, . . . , Sk compared
to all snippets in SERP S1, . . . , Sm. But the importance of the words should not
be determined only by their multiplicity tf S(wi) as the main criterion and tf-idf
value tfidf S(wi) as the second criterion, but also by the relative time the seeker
spent on the snippets with their gaze tS (relative to the averaged time spent on one
snippet within SERP). Finally, the importance of each word from table τS is given
by a combination of three contributing factors: the user’s total fixation time within
the snippet area (see Figure 2), term frequency in watched snippets and the level of
term uniqueness, and calculated by Equation (3).

imS(wi) = tf S(wi) ∗ (tfidf S(wi) + tS) (3)

where

tfidf S(wi) = tf S(wi) ∗ idf S(wi) = tf S(wi) ∗ log
|{Sj ∈ SERP}|

|{Sj ∈ SERP : wj ∈ τSj
}|
.

Let us suppose, in our example, the dwelling time was 1.2 seconds, averaged dwelling
time for all snippets in SERP was 1 second, thus tS = 1.2 s/1 s = 1.2. Then our
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example of table τS has changed importance values as follows:

τS =[
monk person religious asceticism living number monks

2∗(0.2+1.2) 2∗(0.22+1.2) 1∗(0.11+1.2) 1∗(0.02+1.2) 1∗(0.06+1.2) 1∗(0.03+1.2) 1∗(0.3+1.2)

]
.

And the resulting values of word importance for the snippet S are:

τS =

[
monk person religious asceticism living number monks

2.8 2.84 1.31 1.22 1.26 1.23 1.5

]
.

Our example demonstrates the calculation of word importance only for one snippet,
but the seeker can gaze on more of them: S1, . . . , Sk. Therefore, the final step is to
aggregate tables τS1 , . . . , τSk

into table τagg, which contains the union of all words
from tables τS1 , . . . , τSk

and their importance:

imagg(wi) =
k∑
j=1

imSj
(wi). (4)

If a word wi is not in table τSj
then imSj

(wi) = 0.
Step 6: New query definition. The next step is SERP enrichment with snippets

(and corresponding links to pages) that are not present in the original SERP and
contain more relevant pages/documents/information sources. Based on the final
table τagg (see Step 6 in Figure 1), we start a new search (as a background process).
Since table τagg can consist of many words, only the most important ones have to be
chosen (too many words in a query to a search engine are counterproductive). For
example, the new query would be set to the four most important words from table
τagg, resulting to τout:

τout =

[
person monk monks religious
2.84 2.8 1.5 1.31

]
.

Although the table τout is reduced to four pairs, it is still a refinement of the initial
query represented by table τin, since it is often shorter. We determined the number
of pairs empirically simply by using different queries and four worked out the best.
By performing a new search using this new query, we get new SERP with new
snippets with links to web pages R1, . . . , Rm.

3.2 Groupization Method

In general, a groupization is one of the several methods used to improve a person-
alized web search [16, 28] defined as “combining an individual’s data with that of
other related people to enhance the performance of personalized search”.

In our work the groupization is used in a very specific way. Its purpose is
to enhance our AQueReBET method in its last step (see Step 6 in Figure 1). It
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is performed by using various methods, but still includes the index of similarity.
Groups of seekers are formed by two techniques that are based on:

• syntactic similarities with the initial query from the table τin.

• syntactic similarities with a refined query from the table τout.

The use of groupization is particularly important due to the fact that a seeker
can search for a completely different thing than the one that was written in the initial
query. Because of this fact, refinement of a seeker’s query using only information
elicited from eye tracking data may in some cases have only a limited effect. By
also involving the groupization we attempt to remedy such situations. To involve
groupization essentially amounts to involving some data from previous experience.
In the context of our method, we use groupization to provide results that other
seekers adopted as relevant for their query before or during a search session.

We identified a need for implementation of two groupization types, where groups
are formed based on the initial queries and the refined query.

1. Initial query from table τin: After calculation of relevance (Equation (5)) for
each page Pi,

2. Refined query from table τout: After creating a new query defined by table τout
and calculation of relevance (Equation (6)) for each page Ri.

The groupization module in AQueReBET writes one or several of the most
relevant pages/documents into a database for the initial or the refined query. This
creates a group with a certain query and pages/documents that our system evaluated
as relevant for it. We insert only distinct records into the database. If some group
already exists in the database, we only update the set of relevant pages/documents.
In subsequent search sessions, we attempt to assign a querying seeker to a group
that is related to his/her initial query and acquired words by semantic similarity.
In return, he/she is provided with the most relevant documents from the group
that have been gathered in the previous sessions. If none of the existing groups is
relevant enough (i.e. the query is not similar to any group or the level of similar-
ity is too low), a new group is created. Hereafter AQueReBET with a turned on
groupization module is AQueReBET+G and with a turned off groupization module
is AQueReBET.

4 EXPERIMENTS

To perform experiments evaluating our proposed method requires a specific ap-
proach, one of the reasons being that we have not found any other similar systems
published in a way that would allow an effective comparison. Experiments that
we completed so far deal with the evaluation of our method that refines seekers’
queries. We conducted two types of evaluations: Automatic evaluation and evalua-
tion by seekers.
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4.1 Automatic Objective Evaluation (Relevance Evaluator)

Automatic evaluation of web pages addressed by snippets without in-
volving seeker’s gaze. It is quite possible that a snippet Si (result in SERP)
may not accurately reflect the content of its destination page Pi. It is appro-
priate to analyse each destination page separately. Since we already have the
initial seeker’s query (table τin), we can analyze the relevance of individual pages
addressed by a snippet from SERP in the context of this query (see Figure 1,
objective evaluations r in Results without AQueReBET). The process of evalu-
ation begins very similarly to the one with snippets. We perform tf-idf on the
content of each destination page P and get its table τP (the time and aggrega-
tion is skipped). To compute relevancy r of each page Pi (examples in Table 1)
we use the initial table τin as follows:

r(τin · τPi
) =

∑
∀w∈τin·τPi

imPi
(w) (5)

where τin · τPi
represents a set of words, which belong to both τin and τPi

and
imPi

(w) is the importance of word w from tf-idf analysis on page Pi.

Original documents Pi norm. rel.

https://en.wikipedia.org/wiki/Monk_(TV_series) 0.03
http://en.wikipedia.org/wiki/Monk 1
http://www.imdb.com/title/tt0312172/ 0
http://www.tv.com/shows/monk/ 0
http://www2.usanetwork.com/series/monk/ 0
http://www.newadvent.org/cathen/10487b.htm 0.48
https://www.facebook.com/monk 0
http://us.battle.net/d3/en/class/monk/ 0
http://www.battle.net/wow/game/class/monk 0

Suggested documents Ri norm. rel.

http://en.wikipedia.org/wiki/Asceticism 0.24
http://en.wikipedia.org/wiki/Monk 0.24
http://dictionary.reference.com/browse/ascetic 0.29
http://www.vocabulary.com/dictionary/ascetic 1
http://stgeorgegreenville.org/OurFaith/Articles/Asceticism-Rossi.html 0.06
http://www.huffingtonpost.com/...(very long URL) 0.06
http://www.monasteryofstjohn.org/...(very long URL) 0
http://orthodox.cn/patristics/300sayings_en.htm 0.02
http://www.cgg.org/...(very long URL) 0.17
https://books.google.sk/...(very long URL) 0.25

Table 1. Example URLs of web pages Pi and Ri with their normalised relevance (Equa-
tion (7)). Normalized relevance computation does not involve seeker’s gaze.

http://www.newadvent.org/cathen/10487b.htm
http://www.battle.net/wow/game/class/monk
http://en.wikipedia.org/wiki/Asceticism
http://www.tv.com/shows/monk/
http://dictionary.reference.com/browse/ascetic
http://en.wikipedia.org/wiki/Monk
http://www2.usanetwork.com/series/monk/
https://www.facebook.com/monk
https://en.wikipedia.org/wiki/Monk_(TV_series)
http://us.battle.net/d3/en/class/monk/
http://orthodox.cn/patristics/300sayings_en.htm
http://www.imdb.com/title/tt0312172/
http://www.vocabulary.com/dictionary/ascetic
http://stgeorgegreenville.org/OurFaith/Articles/Asceticism-Rossi.html
http://en.wikipedia.org/wiki/Monk
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The second document P2 has the highest normalised relevancy because it is the
closest to the seeker’s intention from among the original set of documents Pi.
There is another document with a quite high normalised relevance of 0.48 and
indeed, it at least partially fits the seeker’s intention, too. The remaining docu-
ments deal with entirely different things (e.g., a TV series, a computer game).

Automatic evaluation of new web pages addressed by new snippets. To measure
relevancy of m new pages/documents Ri (examples in Table 1), we perform
a new tf-idf analysis of these pages in the context of the new query from the
table τout (see Figure 1, objective evaluations r in Results from AQueReBET).
For computing the table τRi

we determine the tf-idf importance of individual
words on page Ri. We use the same process as for pages Pi: We download the
content of pages R1, . . . , Rm, then calculate the tf-idf analysis of these pages to
get tables τR1 , . . . , τRm , compute τout · τRi

and finally we sum up the importance
of queried words for each page Ri to get its relevance r(τout · τRi

):

r(τout · τRi
) =

∑
∀w∈τout·τRi

imRi
(w). (6)

Normalisation. For each relevance value of page Pi (alternatively page Ri from
a new SERP) we also perform normalisation into interval [0, 1] using feature
scaling:

||r(τin · τPi
)|| =

r(τin · τPi
)−minj∈{1,...,m} r(τin · τPj

)

maxj∈{1,...,m} r(τin · τPj
)−minj∈{1,...,m} r(τin · τPj

)
. (7)

Examples of calculated normalised relevance are in Table 1 for both Pi and Ri.
A page with normalised relevance equal to 1 represents the most relevant docu-
ment and a page with 0 represents the least relevant document. We introduce
normalisation under the assumption that search results are at least partially
different. In the very unlikely case that all the results in SERP have the same
relevance, the normalisation would not work. On the other hand, we need to
normalise, because we need to compare:

• First, after normalisation we can compare the relevance of different queries.
This would be otherwise difficult, since different queries may generate widely
differing relevance, e.g. in one case in range 0–1 000, in another case 0–5. To
compare them without normalisation would be misleading. Here, the fact
that the pages’ relevance values are distributed similarly for any query is
very helpful.

• Second, we need to normalise relevance to be able to compare it with seek-
ers’ evaluations (each seeker ranks both Pi and Ri pages – for more details
see the next section). This comparison ensures that we calculated relevance
correctly. Correctly calculated relevance can be used to extend the AQueRe-
BET method, e.g. by automatic SERPs browsing (the next SERPs for a set
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query) and filter out only the pages with the best relevance, order them and
offer them to a seeker.

• Third, the above-mentioned normalisation helps other researchers to com-
pare their results with ours.

4.2 Subjective Evaluation by Seekers

Eye tracker settings. The experiment was conducted in the User eXperience Re-
search Centre at the Faculty of Informatics and Information Technologies, Slovak
University of Technology in Bratislava. The Centre consists of two eye-tracking-
enabled laboratories. The data collection was performed in the laboratory for
detailed research of user experience using a Tobii TX300 eye tracker. The To-
bii TX300 is a high precision remote eye tracker with average accuracy 0.4 deg
(under ideal conditions), processing latency 1.0 to 3.3 ms, total system latency
at most 10 ms, and blink recovery time 10 to 165 ms. The eye tracker is able
to compensate for large head movements enabling unobtrusive research. Gaze
data was acquired in binocular mode at 300 Hz sampling rate. Participants took
part in the study separately. Each participant was comfortably seated at 65 cm
eye distance from the eye tracker, calibrated and verified using the live viewer.

Participants. 22 participants took part in this second evaluation. All of them
were university students, 6 females and 16 males. Each participant received
five queries with specific search intent, and subsequently evaluated (through
explicit ratings) the relevance of documents that were obtained with and without
using our method. Following that, we tested the impact of using the proposed
groupization approach on respondent’s satisfaction with documents’ relevance.
The last step of the experiments was to compare calculated documents’ relevance
produced by our system versus evaluation of the same documents’ assessed by
the respondents. We divided our participants into two equally-sized groups.
Both groups consisted of 11 participants. All of the participants queried Google
with the given intentions. Participants in the first group received results from
Google and then from AQueReBET, participants in the second group received
results from Google and then from the AQueReBET with the groupization on.
Similarly, those 22 participants were divided into 2 groups based on their IT
skills: IT-participants with higher search skills (mostly students of information
technology related study programs), and non-IT-participants with lower web
search skills. Both groups consisted of 11 participants. In the IT group 5
participants had turned on the groupization in AQueReBET and 6 off; in the
non-IT group, 6 on and 5 off.

Experiment settings. We allocated a time slot of 30–40 minutes for each of the
22 participants (seekers). The time slot includes eye tracker calibration, an ex-
planation of experiments and queries, and answering seeker’s questions. Seekers
searched answers for the queries from Table 2 during their sessions with specific
search intent with the aim to find the most relevant pages/documents for the



1354 A. Martonova, J. Marcin, P. Navrat, J. Tvarozek, G. Grmanova

particular query. Seekers were allowed to set a given search query into a search
bar of www.google.com search engine in a private window of the Google Chrome
browser and look through the search results.

Query
ID

Initial
Query

Complexity
(Level)

Interest/Intent

Q1 Monk Understand
(2)

Find more information about monks in monas-
teries and their ascetic lives.

Q2 Major Remember
(1)

What is the meaning of major in music in the
context of the musical scale?

Q3 Hockey
stick

Evaluate
(4)

Where to buy a hockey stick?

Q4 Amnesiac
band*

Analyze (3) Retrieve information about Radiohead’s album
Amnesiac. However, there also exists a musical
band called Amnesiac.

Q5 Australian
second
world war

Analyze (3) Service records details of Australian soldiers
who fought in the Second World War.

Table 2. Queries and interests (* initial query for Q4 is intentionally wrong to find out if
AQueReBET can correct it and give the correct pages in SERP)

They first looked at the results from Google and if they were unsatisfied, they
could click on any of them and read the new page/document. They could even
amend the original query. After a few seconds, based on the data collected
from the seeker’s gaze, AQueReBET offered them its search results (suggested
additional relevant pages/documents) and they were allowed to do with it the
same as with the first one from Google. Finally, they rated both sets of re-
sults. The order of presenting the Google and the AQueReBET results cannot
be changed, since results from AQueReBET depend on results from Google,
which have to be seen first. The AQueReBET evaluations have to be done
by the same person, who saw the Google SERP first. The fixed order can, of
course, shift our results, but since both SERPs contained a mixed order of right
and wrong results, this keeps the seeker’s evaluations very closely level to the
seeker’s objectivity. In later results, we consider the seekers’ evaluations as not
shifted.

Query determination. Queries were selected based on several aspects: query am-
biguity, query complexity in context of length, cognitive complexity of intention
and its domain [2, 33], and the number of relevant documents retrieved by the
initial SERP provided by Google. Most of the participants did not have any
prior knowledge about any query subject. In a few cases, they did have some
prior knowledge but we found their prior knowledge was unrelated to the eval-
uated scenario and we asked them to ignore it to reduce the bias as much as
possible. Q4 is a special query, using which we wanted to evaluate the case with
a partly wrong initial query (“Amnesiac band” instead of “album Amnesiac” –

www.google.com
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see Table 2) but using the their gaze data, the system was able to correct it and
provide the relevant output.

Questionnaires (seekers’ subjective evaluations). Seekers subsequently eval-
uated through explicit ratings documents retrieved by the initial SERP (pro-
vided by Google in response to the initial query) and those retrieved by our
enhanced SERP (provided by Google in response to a query refined by AQueRe-
BET), and after that they answered a questionnaire. In this questionnaire they
filled the suggested relevance score e as a value from 0 (absolutely irrelevant)
to 10 (absolutely relevant) for each page/document (see Figure 1: subjective
evaluations – e in Results without AQueReBET and in Results from AQueRe-
BET). They also indicated an overall satisfaction rate of the suggested docu-
ments for each query. For results provided by Google in response to a query re-
fined by AQueReBET, we shall use the formulation “provided by AQueReBET.”
We wish to emphasize that the role of the Google search engine is twofold. It
was quite natural to use it as the “base” search engine upon which to build our
extension. But despite our efforts to find results of similar research that could be
used for a direct comparison, we found none and therefore have chosen Google
also as a system to compare with – of course within the limited scope of our
goals.

Data collection reliability. Eye tracking data collection can be unreliable when
used with consumer or lower precision research eye trackers, or when the exper-
imental setup is not congruent with the eye tracker’s capabilities. The size and
spacing of AOIs (areas of interest) on which the metrics are computed need to
be large enough so that the gaze points are not misattributed to a wrong AOI.
In our case, we used a very robust experimental design:

1. we used relatively large areas of interest – the whole snippets in results
page,

2. we employed simple gaze metric (total fixation duration), and also

3. we used a high precision eye tracker (Tobii TX300) that is a time proven
robust device that would be able to provide reliable measurements even on
word level, or saccadic movements which we did not analyze.

Data quality for each participant was verified by the experiment moderator.

4.3 Metrics

There are many different metrics used to measure the success or effectiveness of
information retrieval (through explicit seeker’s ratings). We choose the following as
they fit our aim (method evaluation) and they are also used by other authors, what
allows us to compare to them.

The discounted cumulative gain (DCG), was introduced by [12]. They explained
that DCG reflects the fact that “the greater the ranked position of a relevant doc-
ument, the less valuable it is for the user, because the less likely it is that the user
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will ever examine the document due to time, effort, and cumulated information from
documents already seen.” Moreover, they introduce normalised discounted cumu-
lative gain (nDCG), to be able to compare different DCG curves (e.g. those that
use different ranges of seekers’ evaluations). These metrics are determined using the
following formulas:

DCG@k(Qj) =
k∑
i=1

2||e(Ri)|| − 1

log2 (i+ 1)
and nDCG@k(Qj) =

DCG@k(Qj)∑k
i=1

1
log2 (i+1)

(8)

where ||e(Ri)|| represents a normalised satisfaction rate of a page/document Ri (ei-
ther provided by Google or by AQueReBET). Our seekers rate pages using an 11
point Likert’s scale – e(Ri) ∈ {0, 1, 2, . . . , 10}. Ratings are afterwards normalised
(divided by 10) into the interval [0, 1], where 0 means no satisfaction with the doc-
ument and relevance 1 means the maximum satisfaction with the document rele-
vance. The number k represents the number the first k results in SERP for one
set query Qj. The denominator in nDCG metrics represents the norm – the ideal
performance, where all the evaluations are equal to 1. In later evaluations we use
also averaged nDCG@k:

DCG@k =
1

|Q|

|Q|∑
j=1

DCG@k(Qj) and nDCG@k =
1

|Q|

|Q|∑
j=1

nDCG@k(Qj) (9)

where |Q| is the number of different queries.
We also calculated mean average precision (MAP), which is similar to nDCG,

since both have a maximum equal to 1 and both decrease with each irrelevant result
in SERP. Unlike nDCG, MAP uses only binary classification (0 for irrelevant result
and 1 for relevant result) and for a set of queries is the mean of the average precision
scores for each query [31, 23, 5]:

MAP@k(Qj) =
1

k

k∑
i=1

Prec@i(Qj) and MAP@k =
1

|Q|

|Q|∑
j=1

MAP@k(Qj) (10)

where |Q| is the number of different queries, Prec@i(Qj) is computed as the fraction
of relevant documents within the top i results for query Qj. Since our seekers did
not use binary classification, we had to set the threshold from which the results are
relevant and the rest had to be irrelevant. During our pilot tests we noticed that
seekers used the following criteria to divide the scale in 5 parts:

• the first (values equal to 10) – exactly what was seeker looking for,

• the second (values 7, 8, 9) for relevant results,

• the middle part (values 4, 5, 6) for partly relevant results,

• the fourth (values 1, 2, 3) for irrelevant results and
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• finally the last one (values equal to 0) for totally irrelevant result.

This division is noticeable in our histograms (see Figure 3), where one of the
local maximums is usually at 7 or 8 and the other at 4 or 5. This division is similar
also to other authors (e.g. [27]). Based on other studies (including [5] we decided to
use the border value number 4, since from this value there are at least partly relevant
documents. It means if a seeker evaluated a result by e ≥ 4, we calculated with
it as with a relevant result (in binary classification precision equal to 1 = positive)
and if the evaluation e < 4, then we calculated with it as with an irrelevant result
(in binary classification precision equal to 0 = negative). Another metric used to
evaluate a query is the reformulation necessity called Rfactor. It takes into account
the number of times that a query had to be reformulated on average. It is determined
using the following formula:

Rfactor =

∑|Q|
i=1 Refor(Qi)

|Q|
(11)

where Refor(Qi) is the number of necessary reformulations of initial query Qi until
the relevant results are achieved. If the query Qi has not been reformulated by the
seeker even once, Refor(Qi) = 0. |Q| represents the number of initial queries (in
our case, |Q| = 5).

Satisfaction with the whole result generated by the initial or a refined query
evaluated (= rated) by ith seeker is e(τint) or e(τout), respectively. It was a subjective
evaluation, where seekers used the same Likert’s scale afterwards normalised to
interval [0, 1]. This number should have been in correlation with nDCG.

4.4 Comparison of Automatic Evaluation and Evaluation by Seekers

To compare our automatic evaluation with the evaluation done by seekers, we used
standard metrics: accuracy = TP+TN

P+N
, recall = TP

TP+FN
, precision = TP

TP+FP
, and

F = 2 ∗ precision∗recall
precision+recall

, where TP or “true positive” is the number of correctly
classified relevant documents, TN or “true negative” is the number of correctly
classified irrelevant documents, P represents the number of relevant documents and
N the number of irrelevant documents, FN or “false negative” is the number of
incorrectly classified relevant documents and FP or “false positive” represents the
number of incorrectly classified irrelevant documents. In the context of a web search,
these metrics are calculated from the displayed results on SERP (mostly 8, 9 or 10
of them). To calculate these metrics, we used our calculated normalised relevance
||r|| ∈ [0, 1] and seekers’ evaluations e ∈ {0, 1, . . . , 10}. To compute these metrics
we need to convert both in binary classification. As we already explained, we set
for seekers’ evaluations the borderline number 4. For relevance ||r|| it was a bit
complicated, so we calculated the trend line between e and ||r|| from our pilot tests.
It came out that border ||r|| = 0.1 corresponds to border e = 4. It means that if
AQueReBET relevance value ||r|| < 0.1, the result is negative, if ||r|| ≥ 0.1, positive.
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Figure 3. Normalised distribution (histogram) of seekers’ ratings (how they rated results
from SERP) for query a) Q1, b) Q2, c) Q3, d) Q4, e) Q5 and f) all five queries Q1,
Q2, Q3, Q4, Q5 together. Comparison between results obtained using the Google engine
(blue columns), our AQueReBET system (red columns) and our system enhanced by
groupization – AQueReBET + G (green columns). All ratings e appear on axis x from
e = 0 – irrelevant information source, to e = 10 – exactly the information source I wanted.
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It should be noted that we do not present any correlation between ratings by
seekers and AQueReBET. When attempting to compute it, we realised that the
statistical distributions of the respective ratings are very different (cf. Table 1 and
Figure 3) and therefore it is not appropriate to calculate the correlations.

5 RESULTS OF EXPERIMENTS

In this section, we describe the results of some of our experiments. We try to compare
the achieved results with those achieved by other authors. This is not entirely
possible due to different sources of data and different outputs of the corresponding
methods. Therefore, any claim we shall make regarding superiority of any of those
approaches is of limited validity only. In particular, when results of our method are
better than results of another method, it may be due to the method itself or due to
the experiment set up and we are not able to tell which is the case.

5.1 Google as a Baseline Versus AQueReBET Evaluated by Seekers

The primary goal of the performed experiments is to falsify or endorse the hy-
pothesis that when we have the data from a seeker’s gaze, we can suggest more
relevant documents to the seeker and reduce the need for reformulation of the initial
query.

To find out, we let all the seekers rate relevance of each document (see Fig-
ure 1 subjective evaluations – e), either provided by Google, by AQueReBET or by
AQueReBET + G. At first, we compared these three response providers using the
DCG@k, nDCG@k metrics for k from 1 to 9 (Figures 4 c) and 4 d)); to show the
difference between individual queries we added also DCG@5(Qi) and nDCG@5(Qi)
(Figures 4 a) and 4 b)).

Graphs in Figures 4 a) and 4 b) show that values of measures DCG and nDCG
depend quite strongly on the type of query. Generally, however, we observe that
our answer provider AQueReBET gives better results as the baseline (Google). In
some cases, groupization is able to yield further, albeit slight improvement. Graphs
in Figures 4 c) and 4 d) show how values of DCG and nDCG change with an increas-
ing k. We note that the DCG measure in Figure 4 c) is somewhat harder to read
due to the fact that the ideal maximum value changes with k. The nDCG measure
of the baseline gives the smallest value for k = 1. This is caused by the ambigu-
ity of queries, which are too short. In case of AQueReBET, all queries have been
refined, so there is not such a steep increase of values from k = 1 to k = 2. Both
AQueReBET curves show statistically significant improvement over the baseline for
every k (p < 0.05, Wilcoxon signed-rank test). For example, for k = 5 we have
a significant improvement from 38 %±17 % (Google) to 74 %±13 % (AQueReBET)
alternatively 78 %± 14 % (AQueReBET + G) representing a rise by 36 alternatively
40 percentage points as well as 1.9 alternatively 2.1 times increase.

When comparing nDCG@5 of SERPs provided by AQueReBET and AQueRe-
BET + G for the whole dataset, groupization improved it by only approximately
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Figure 4. a) DCG@5 for individual queries, b) nDCG@5 for individual queries, c) DCG@k
for all five queries and d) nDCG@k for all five queries averages with standard deviations
when Google, AQueReBET, AQueReBET + G is used

4 percentage points. However, the difference is not a statistically significant im-
provement (Mann-Whitney Test for Two Independent Samples, with α = 0.05,
two tailed, p-value = 0.11 did not refute the hypotheses about the same means).
This means that most of the times the refined query (and consequently its SERP)
was already good enough without using groupization. In such circumstances, the
groupization cannot bring tangible improvements. We hypothesize that this value
should increase more significantly by enlarging the groupization database over
time.
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The difference in the individual averages of DCG@5 and nDCG@5 (see Fig-
ures 4 a) and 4 b)) shows that the results for individual queries are diverse and thus
should be evaluated separately, too. Their diversity is also visible in Figures 3 a),
3 b), 3 c), 3 d) and 3 e), minor differences between the number of ratings are due to
the exclusion of invalid results, e.g. lack of rates, and so on. Nevertheless, we found
that AQueReBET, by enriching the web search by data collected from seekers’ gaze,
improves the relevance of documents retrieved significantly (p < 0.05) except the
results for Q4.

Let us discuss all the queries one by one: The reason for such considerable
DCG@5 and nDCG@5 improvement for Q1 and Q2 dwells probably in their ambi-
guity. These queries have more than one interpretation and therefore Google itself
was not able to provide SERP with pages, which fit to the meaning the seeker had
in mind (see the highest first column for Google in Figures 3 a) and 3 b)). Similarly,
there is significant improvement for Q3 and Q5 because it is hard to guess from
the set keywords what the user’s exact intention is. Q5 is definitely the most com-
plex query, therefore it is interesting how the averaged nDCG@5(Q5) increased from
36 % ± 16 % to 76 % ± 13 % (for more details see Figure 3 e), Figure 4 b)). Q4 did
not pass the border value α = 0.05 probably because of the low number of pairs
in a sample and also the specific type of query – it is the one with intentionally
partly wrong input. Its averaged nDCG@5(Q4) of the initial SERP (provided by
Google) is 53 %±10 % (sample1) respectively 51 %±9 % (sample3), what seems high
for a partly incorrect query, but AQueReBET provided SERP with an even higher
60 % ± 11 % (statistically insignificant increase, p = 0.11) and 71 % ± 19 % (when
groupization involved, statistically significant increase, p < 0.05, see Figure 4 a), for
more details see Figure 3 d)).

When interpreting these results, one should keep in mind three facts:

• The Google result page for the same query may slightly vary, since the experi-
ment was performed over several days.

• When different seekers input the same initial query to Google, it may lead to
different refined queries for AQueReBET, since individual seekers’ gaze patterns
can lead to different tables (with words and their importance) for each seeker.
Because of the same reason the suggested pages and documents on the AQueRe-
BET result page vary for different seekers and even if there are some the same,
they have different relevance.

• Two different seekers rate the same SERP slightly differently (subjective evalu-
ation). This is obviously more likely in the case of a greater number of seekers.
Thus the maximal achievable nDCG (or any other metrics) for any query shall
most likely not be 100 %. We assume the maximal achievable nDCG is in the
top decile.

It would be beneficial, if not compulsory, to compare our results with some
representative works of others who have dealt with a similar problem. For our
work, it is instructive to make a comparison, e.g. with the influential work of [5]. It
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should be noted, however, that there were differences in experiments. Contrary to
ours, their users browsed whole documents (our users read snippets only). Also, the
users’ tasks were different.

Since Buscher et al. [5] evaluated the DCG metric based on values from the
set of ratings {0, 1, 2, 3} whereas we used the set {0, 0.1, 0.2, . . . , 1} it was neces-
sary to perform a normalisation. Thus we at first normalised their DCG values to
nDCG (see Figure 5 a)) to be able to compare it with our results. In Figure 5 b)
one can see that values for respective baseline cases both stay within the 20–40 %
interval. However, there is a difference with respect to k: while theirs decreases,
ours increases. We assume that tendency of the nDCG@k measure depends on the
kind and ambiguity of the given query. In the case of our baseline, queries were
mostly ambiguous. As far as the problem itself is concerned, from some abstract
view it is possible to treat both classes of problems, i.e. the one in [5] and ours as
essentially comparable. This could be claimed while noting that they actually were
solving a slightly different problem with a different data set. They also processed
data from the eye tracker in a slightly different way. Still, an elementary compar-
ison is possible. They achieved (for k = 5) a 1.37 fold improvement, we achieved
a 2.06 fold improvement. Their maximum value of nDCG@k is 40.8 % (for k = 7),
whereas ours is 79.5 % (for k = 2). This is, even respecting the 13.7 % standard
deviation, considerably better. [6] performed a very similar experiment achieving
DCG@10 = 9.15 which corresponds to nDCG@10 = 29.2 % for a read length of 150
characters. Snippets are about 150 characters long. Our result of nDCG@9 = 70 %
makes us 2.4 times better.
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Figure 5. a) nDCG@k for all variants (calculated from their DCG@k [5] and b) nDCG@k
comparison of [5] base line with their best results and our base line with our best results
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Eickhoff et at. [8] used Mean Reciprocal Rank (MRR) metric:

MRR =
1

|Q|

|Q|∑
i=1

1

rank i
(12)

where rank i is the rank position of the first relevant document for the ith query and
Q is the set of evaluated queries) attaining values 0.80 and 0.86, compared with
0.79 MRR value for Buscher et al. [5]. In our method, MRR metric for relevant
results (seeker’s evaluation value 7 or higher) is 0.87 for AQueReBET and 0.91 for
AQueReBET + G.

Umemoto et al. [31] is another related work which used nDCG to evaluate their
results. They achieved 81.6 % and our best value of nDCG@2 = 79.5± 20.3 %. The
difference is probably not statistically significant. The main difference in evaluation
is that they considered up to 15 terms, whereas we considered 4 words and their
rating scale had 3 degrees, but our had 11 degrees. On the other hand, we received
a better MAP metric (more details see below).

We also evaluate Prec@k and MAP@k metrics for k from 1 to 9 (Figures 6 c)
and 6 d)); to show the difference between individual queries we added also
Prec@5(Qi) and MAP@5(Qi) (Figures 6 a) and 6 b)). In Figures 6 a) and 6 b) one can
see that both Prec and MAP measures depend, similarly to Figure 4, on the type of
query. The effect of groupization is also similar, i.e. sometimes it may improve, but
sometimes it may worsen the results of the AQueReBET. In Figures 6 c) and 6 d),
the curve for the baseline case initially exhibits a similar steep increase for similar
reasons as before (cf. our comments to Figure 4). All in all, however, all curves in
Figure 6 look better in the sense they are closer to 100 %. This is caused by the
binary evaluation scale of these metrics. A binary evaluation tends to supress small
differences that can be observed in DCG and nDCG metrics (we used an evaluation
with 11 different values there). As a consequence, differences between results with
and without a groupization are almost invisible and look almost identical. But here,
too, one can see that both AQueReBET curves show statistically significant improve-
ment over the baseline for every k (p < 0.05). For example, for Prec@5 we have
an improvement from 50 %± 27 % (Google) to 91 %± 14 % (AQueReBET) alterna-
tively 95 %±10 % (AQueReBET+G), which represents a 1.8 alternatively 1.9 times
increase. For for MAP@5 we have an improvement from 44 % ± 28 % (Google) to
93 % ± 15 % (AQueReBET and the same for AQueReBET + G), which represents
an increase of 2.12 times. When comparing AQueReBET and AQueReBET + G,
it is obvious, the difference is statistically insignificant. The results for individual
queries (see Figures 6 a) and 6 b)) resemble the results for nDCG, which were already
discussed.

In an attempt somehow to compare our results with those of [5], we note that
their absolute MAP for baseline is 46.6 % (depending on the used variant from
29.7 % to 54.3 %) and absolute MAP of their method is 55.9 % (depending on the
used variant from 39.3 % to 66.7 %), which represents an increase of 1.20 times.
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Figure 6. a) Prec@5 for individual queries, b) MAP@5 for individual queries, c) Prec@k
for all five queries and d) MAP@k for all five queries averages with standard deviations
when Google, AQueReBET, AQueReBET + G is used

Since our and their baseline results are very close, we consider our results consid-
erably better, whether absolute improvement (our 93 % vs. their 55.9 %) or rela-
tive improvement (our 2.12 times vs. their 1.20 times increase). [6] experimented
in a very similar way achieving MAP@10 = 73.6 % for read length of 150 char-
acters. Snippets are about 150 characters long. Our result of 93 % makes us
1.26 times better. [31] achieved up to MAP = 65.2 % and our best value of
MAP@1 = 94.5± 22.9 %. However, these results have been achieved under slightly
different conditions so they can serve for a rough comparison only. The main dif-
ference in evaluation is that they considered up to 15 terms whereas we considered
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4 words and their binary mapping of user evaluations uses a different threshold than
does ours.

Rfactor Satisfaction Time [s]
avg stdev avg stdev avg stdev

AQueReBET 25.5 % 9.3 % 76.0 % 4.9 % 66.1 32.6
AQueReBET + G 21.8 % 10.8 % 80.2 % 6.3 % 47.1 13.6

Table 3. Averages and standard deviations of selected metrics for AQueReBET and
AQueReBET + G for all five queries together

In Table 3 Rfactor, Satisfaction and time metrics are shown. These are not
evaluated for Google, but we can see, that in all of them the AQueReBET + G gives
slightly better results than AQueReBET: Rfactor is 3.7 percentage points better,
overall satisfaction 4.2 percentage points better and Time 18.7 s shorter.

The AQueReBET average time of presenting the suggested documents was 66.1
(47.6 seconds for AQueReBET + G). Zhu and Mishne [35] presented that the av-
erage time for choosing a document as relevant in a web search is approximately
46.15 seconds. That is, provided that the eye tracker calibration is completed, our
solution needs only approximately 20 s respectively 1.5 seconds more to show sug-
gested documents. But this strongly depends on calibration, internet connection
and seekers’ search stereotypes.

5.2 Accuracy of Automatic Evaluation

The power of the AQueReBET system lies not only in the detection of gazed snip-
pets but also in the system’s ability to correctly anticipate the seekers’ ratings. To
evaluate the correctness of the system’s calculations we used standard relevance mea-
sures – F-measure, precision, recall and accuracy. We calculated them by comparing
the seeker’s evaluation (rating) e and our system’s calculated normalised relevance
||r|| (see Figure 1 for subjective and objective evaluations).

We should like to note that the former three metrics give higher values with
an increasing share of true positives. It is therefore to be expected that results
from Google achieve lower values than those acquired by applying our method. On
the other hand, the latter accuracy metric reflects only the volume of correctly
identified results; it increases with the increasing sum of true positives and true
negatives. Provided our automatic evaluation is correct, accuracy shall be the same
regardless of the search engine used. This is the reason why, in this part, we present
the combined results of all three methods. However, also partial results according to
the input query and the combined results for all five queries are included there. We
should also note that the achievable maximum for all four metrics can practically
never be 100 %, since seekers can differ in their subjective ratings.

Averages with standard deviations of all four relevance metrics for individual
queries using different search engines can be found in column graphs in Figure 7.
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Figure 7. a) F-measure, b) precision, c) recall and d) accuracy averages with standard
deviations for queries Q1, Q2, Q3, Q4 and Q5 when Google, AQueReBET, AQueReBET+
G is used

When comparing these measures between the individual queries (see Figures 7 a),
7 b), 7 c) and 7 d), we can see that it is not generally the case that the AQueReBET
has better averages than Google, or that with groupization it is mostly better.
The small difference made by groupization has the same reason as with nDCG –
most of the times the refined query (and consequently its SERP) was already good
enough without using groupization. When calculated, the statistical significance of
differences in averages between Google, AQueReBET and AQueReBET + G, many
of them were not significant (F-measure for Q1 and Q4, precision for Q1, Q2 and
Q4, recall for Q2, Q3, Q4 and accuracy for Q2 and Q4, same for AQueReBET and
AQueReBET + G). It was probably caused by the low number of samples (only 10
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or 11 for individual queries, which is not enough for such wide standard deviations
and such close averages).

When taking all queries together, F-measure and precision gave us a signifi-
cant difference (p < 0.05) between Google and AQueReBET either with or without
groupization. E.g. for F-measure, there was improvement from 71 %±17 % (Google)
to 84 % ± 10 % (AQueReBET) and from 78 % ± 15 % (Google) to 85 % ± 11 %
(AQueReBET + G), which is 13 respectively 7 percentage points improvement.
As expected, values for accuracy are nearly the same: 71 % ± 17 % (Google Sam-
ple1), 77 %± 16 % (Google Sample3), 75 %± 12 % (AQueReBET) and 78 %± 11 %
(AQueReBET + G) – the Wilcoxon test approved that the differences between av-
erages are not significant.

Another point of view gives us results calculated without the search engine dif-
ferentiation. Values for all search engines together, for individual queries as well as
for all of them, are in Table 4 (calculated directly from TP , TN , FP , FN counts).
The differences between individual queries showed that the queries could give us
slightly different results. When summing up all queries together, F-measure, preci-
sion, recall and accuracy are in all cases greater than 75 % (see Table 4, grey row),
what we consider to be the good quality of our automatic evaluator.

Rating TP TN FP FN F-Measure Precision Recall Accuracy

Q1 431 206 140 35 50 82.9 % 85.5 % 80.5 % 80.3 %
Q2 407 220 103 22 62 84.0 % 90.9 % 78.0 % 79.4 %
Q3 391 241 24 67 59 79.3 % 78.2 % 80.3 % 67.8 %
Q4 435 262 67 36 70 83.2 % 87.9 % 78.9 % 75.6 %
Q5 407 227 78 36 66 81.7 % 86.3 % 77.5 % 74.9 %∑

2 017 1 156 412 196 307 82.1 % 85.5 % 79.0 % 75.7 %

Table 4. Number of seekers’ ratings, number of true positive, true negative, false positive
and false negative identifications of our relevancy evaluator, calculated metrics (recall,
precision, accuracy and F-measure) for all five queries together and separately as well (not
differentiating a type of used search engine)

5.3 Comparison of IT and NonIT Seekers

In the last experiment we compared the results for IT and nonIT seekers’ groups.
Figure 8 depicts the comparison of nDCG obtained by Google, AQueReBET and
AQueReBET + G. As an interesting fact, it appears that groupization significantly
improves relevance of documents/pages mainly for the nonIT group (see Figure 8
queries Q1, Q2, Q3 and partly Q4). The results indicate that groupization is help-
ful especially for seekers who have lower web searching skills. It seems that it is
precisely the type of skills that are conveyed to those seekers by the groupization.
We also hypothesize that groupization is most effective especially in cases when in-
tentions behind queries are similar across the group. The statistical significance of
the difference between IT and nonIT groups was not evaluated since the groups had
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only 5 and 6 participants and moreover, an improvement was not observed for all
queries.
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Figure 8. IT and nonIT comparison of nDCG metric for results provided by Google,
AQueReBET and AQueReBET + G

We are aware of the desirability of comparison with related works. Since there
are only a few works in this area and there is no common adopted methodology or
dataset, it is not possible to compare directly different approaches and their results.
We hope, that we have fulfilled the need for comparison at least partially by adopting
Google as a baseline (which is and will be available to any other researcher in the
future).

6 CONCLUSIONS

In this paper we described a new method called AQueReBET – automatic query
refinement based on eye-tracking. This method provides web seekers during their
web search (using their implicit feedback) with more relevant documents. We chose
the way of extracting possible new words from the snippets in the page of SERP,
where each word-level importance is calculated based on the term frequency, term
uniquness (tf-idf) and total fixation duration within the snippets. We evaluated
the proposed approach in a study with 22 participants. The results support our
hypothesis that the information obtained from the analysis of the seeker’s gaze can
improve the relevance of the pages/documents provided to the seeker. On average,
our solution improved nDCG@5 of web searches from 38 % to 74 % alternatively
78 %, representing a rise by 36 alternatively 40 percentage points as well as a 1.9
alternatively 2.1 times increase. We managed to reduce the query reformulation rate
to approximately 23.6 % on average. The most notable improvement was obtained
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for the most ambiguous query Q1. Considering several related works on gaze-based
feedback, improvement has also been reported by other authors [5, 8, 3, 31].

When making a quantitative comparison with [5], they achieved (for k = 5 and
similar baseline) a 1.37-fold improvement. Their maximum value of nDCG@k is
40.8 %, whereas ours is 79.5 %. This is, even respecting the 13.7 % standard devia-
tion, considerably better. They used also MAP metrics (mean average precision).
We have an improvement from MAP@5 = 44 % to 93 %, representing a rise of
49 percentage points as well as 2.12 times increase. They improved their absolute
MAP from 46.6 % to 55.9 % representing a rise of 9.3 percentage points as well as
1.20 times increase. Since our and their baseline results are very close, we consider
our results considerably better. However, it should be noted that the datasets were
not the same, and nor were the experiment setting and methodology.

Buscher et al. [6] performed a very similar experiment. We consider their
results only regarding a read length of 150 characters because our snippets are
cca 150 characters long. They achieved DCG@10 = 9.15 which corresponds to
nDCG@10 = 29.2 %. Our result is nDCG@9 = 70 % which is 2.4 times better.
They achieved MAP@10 = 73.6 %, our result of 93 % makes us 1.26 times better.

Umemoto et al. [31] also used similar metrics, in particular nDCG and MAP to
evaluate their results. They achieved nDCG = 81.6 %, our best value of nDCG@2 =
79.5 %. The difference is probably not statistically significant. They achieved
MAP = 65.2 % and we achieved 94.5 %, what is 1.45 times better. However these
results have been achieved under slightly different conditions so they can serve for
a rough comparison only. The main difference in evaluation is that they considered
up to 15 terms whereas we considered 4 words and their rating scale had 3 de-
grees whereas ours 11, and their binary mapping of user evaluations uses a different
threshold than does ours.

Eickhoff et al. [8] used MRR metric attaining values 0.80 and 0.86, compared
with 0.79 MRR value for Buscher et al. [5]. In our method, MRR metric for relevant
results (seeker’s evaluation value 7 or higher) is 0.87 for AQueReBET and 0.91 for
AQueReBET + G.

In the experiments, we also studied the effect of groupization. The groupization
improved the nDCG@5 on average by 4 percentage points, although the improve-
ment was not significant. In general, however, we see for this approach a potential
for improvement. E.g. bearing in mind the quick response of our system, our cal-
culations worked only with the first 10 Google results. If we would take more of
them, the nDCG would be even higher. One of the challenges is that it would some-
times benefit from an ability to choose proper query words based on their meaning
(semantics).

The other important result of our research, besides the above mentioned method,
is also the automatic objective evaluator, which allows us to order the results in
SERP and get such high results in nDCG, MAP and MRR. We determined its
accuracy and obtained 75 %. We consider it high, keeping in mind that seekers’
subjective evaluations differ a little bit and thus 100 % accuracy is not achiev-
able.



1370 A. Martonova, J. Marcin, P. Navrat, J. Tvarozek, G. Grmanova

Results of our comparison of IT vs nonIT groups suggest that groupization is
helpful especially for seekers that have lower web searching skills. However, this
requires further research with more participants and more queries.

It should be observed that our approach works when at least one of the results in
SERP corresponds to a user’s intention. In the opposite case, i.e., when all results
do correspond, there is no need to apply our method. We identify these to be
limitations of our work.

Future work and possible improvements lie in creating an ontology with which
we could extract appropriate words in a better way. Some use Wikipedia as a source
of semantics [9]. Using semantic links between words we would be able to remove
unrelated words from the table, resulting in more accurate suggestions. Enhancing
semantic approach by sentiment could provide possibly even better results [1].

Another direction of future work may be to add a fourth assumption (and incor-
porate it into our Equation (3)): The higher the importance of a word, the better
position it has within the snippet – e.g. the closer to a queried word, the higher the
importance.

A different possible line of research of utilization of eye tracking feedback could
be inspired by recent progress in the related research on utilization of cursor move-
ment data [18], where frequent subsequences called motifs are automatically discov-
ered to be used to improve result relevance estimation and re-ranking.
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1 INTRODUCTION

The ease of creating digital content coupled with technological advances enables in-
stitutions and organizations to increasingly adopt distance learning [16, 41]. Current
efforts at distance education are geared towards a more individualized and personal-
ized education. Researchers are interested in observing and modeling the profile of
students, making it possible to adapt the learning according to the personality and
the needs of students [33]. This factor allows the effective use of distance education
systems and the permanence of students in the offered courses [6].

Another factor that also contributes to this effective use of e-learning systems
is the correct administration of didactic materials, in order to make them available
according to the learning needs of each student [42]. Teaching materials have also
received attention from the researchers, since it is difficult for a student to obtain an
adequate learning material by himself. A high effort and previous knowledge about
the material and the repository are necessary to be succeeded in the search task. This
difficulty is further compounded by the growth in the number of learning materials
in the repositories [26], which can cause many irrelevant materials to be returned in
the search. The fact that, even with advances in technology, students still cannot
obtain what they want by doing searches in web repositories indicates the relevance
of the studies focused on the understanding of these repositories in order to improve
the search and the administration of the didactic materials, especially when we talk
about videos the natural language of which is often vague and uncertain [15].

In addition, it must be kept in mind that most of the time spent on learning
online courses is dominated by student interaction, unlike in-person courses where
the instructor dominates most of the time. Another point to note is that the class-
room is a network in which students from different geographic locations interact
socially, sharing information and resources, and even performing joint projects [20].
Therefore, for a correct administration of learning materials, it is also necessary to
consider an adequate creation of these shared information spaces. The work of [34],
for example, presents a good alternative for the creation of globally shared informa-
tion spaces, named the Linked Data initiative. This initiative is an interesting option
for the discovery and understanding of Open Educational Resources (OER) data.
Linked Data consists of a set of practices for publishing, sharing and interconnect-
ing data in Resource Description Framework (RDF) format. Educational repository
administrators are realizing the potential of using Linked Data for describing, dis-
covering, linking and publishing educational data on the Web [34]. The Linked Data
is based on the use of Uniform Resource Identifier (URI) references to identify dig-
ital documents, as well as real content and even abstract concepts [22]. Thereby,
obtaining materials that use this format allows a greater flexibility and connection
within the repositories of learning objects, as is the case of the works [29, 9].

This work proposes the creation of a framework that enables the generation
of metadata for the materials available in educational repositories of videos and
texts, in order to facilitate the creation of these shared information spaces. In
addition, this research intends to present a way for administrators of repositories
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and course creators to better know their repository as a whole, through a panoramic
view of the areas of concentration. In this work, we consider scenarios for the use
of this framework on repositories with materials that have little or no previously
associated metadata. A case study of the use of the framework on a real repository
of educational videos will also be presented. Besides, the present work shows how
didactic materials are related within the repository at the end of the process. These
relationships give a big picture of how the areas of knowledge present in video
lectures are related.

2 RELATED WORK

Many works in the literature relate to ways to better explore and gather information
about the media contained in repositories. Metadata are important for integrating
learning objects from different repositories, and recent integration strategies are
heavily dependent on metadata previously associated with learning objects. For
example, in [7, 40], the authors present a recommendation system for the Moodle
platform that indexes learning objects from different repositories and searches in
their stored metadata. A re-design of the Moodledata module functionalities is
presented in [10]. The authors aim to share learning objects between e-learning
content platforms, e.g., Moodle and G-Lorep, in a linkable object format. Their
proposal allows a semantic description of the learning objects. However, we argue
in this paper that metadata of learning objects in open repositories, especially video
lectures, are usually poorly descriptive. In Section 3.1.1 we present an analysis of
metadata quality in an open Brazilian video lecture repository. Automatic metadata
extraction techniques are important to enrich learning object information. In [38],
natural language processing techniques are used to improve browsing and searching
within the BBC’s radio program repositories. Some papers in the literature also rely
on technologies such as Automatic Speech Recognition (ASR), that is the process
that allows computers to receive a speech signal as input and convert it into natural
language text. This technique is used to automatically extract information from
the audio track of multimedia content on the web. The extracted information,
generally, has two main uses: in the composition of multimedia applications (e.g.,
closed caption, personal assistants, other ways of accessibility) or in understanding
multimedia content in order to improve the search for it on the web [44, 3]. In the
second case, ASR has great importance on extracting content from an audio signal
that can be useful for media representation. Researches such as that of [44], for
example, make use of ASR to extract the spoken content of videos in order to extract
keywords through semantic annotation. Then, the extracted keywords are used to
recommend those videos through similarity calculations. The present work, however,
uses the result of ASR as input to a series of natural language processing techniques
to associate semantic resources with educational videos in order to help to identify
videos with similar content and calculate similarity to discover and understand the
repository.
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Concepts addressed in the materials of a repository can be discovered and re-
trieved by several processes. Other works have also explored the task of automatic
indexing or automatic annotation, as in [21, 44, 45]. In [21], the authors demonstrate
the effect of extracting and combining visual and audio information into the search
process using part of the TREC 20011 Video Recovery Trail for evaluation. Among
the analyzed information are: speech recognition, face detection, text extraction
via OCR and the use of image similarity matching. OCR techniques are also used
in [25] to summarize fixed-camera video lectures by detecting handwritten content.
In [45] the authors present a visual navigation system for exploring bio-medical OER
videos, while the present work explores linked data for the discovery of the main
topics and relations among videos. Word Embedding models were used in [11] to
detect segment boundaries in video lectures. The authors argue that classical scene
detection algorithms are useless for segmenting video lectures because this kind of
video is usually recorded in one shot.

The calculation of similarity between media is used by some systems to support
the content recommendation process. Iris AI2, for example, makes the recommen-
dation of scientific articles from an initial user’s indication. Like this work, Iris
AI calculates the similarity between documents through the relations in knowledge
bases. However, this is done with the focus on the recommendation of the articles,
while our work is also concerned with the existing knowledge in the repositories
where the video lectures are stored. In [30], the authors closely approximate our
research by employing ontologies and automatic metadata annotation, retrieving
information to use recommendations and also by aggregating related content. How-
ever, the results are still experimental and limited to the relations defined in the
SCORM standard.

The work of [12] reports that one of the main challenges in the implementation
of technological services in repositories is the visualization of information and that
current research in this area is directed towards the improvements in the retrieval
of scientific and academic information. Finally, the works [13, 35] report that new
orientation strategies for service innovation and the functionality of technological
means in institutional repositories are needed, as well as the effort to solve problems
such as obsolescence and guaranteeing the satisfaction of academic communities
based on the usefulness of the repositories and the experience and usability of stu-
dents and users. So [13] builds a systematic review about the user experience in
institutional repositories and discusses possible solutions to collaborate with those
needs.

Considering the recent and important concerns with the use and knowledge of
educational repositories, our work aims to make it possible to learn about educa-
tional video repositories, providing automatic metadata to support their usability.
We present a framework used to extracted metadata from video lectures based on
speech information. We compare different techniques used for automatic semantic

1 https://trec.nist.gov/
2 http://iris.ai

https://trec.nist.gov/
http://iris.ai
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annotation. Unlike other works, we present how the extracted semantic metadata
can be used in two tasks: similarity calculation and clustering. In similarity calcu-
lation, we propose an algorithm to extract and compare extrinsic metadata infor-
mation provided by the DBpedia ontology. In the clustering task, we show how the
label propagation algorithm can be used on the knowledge graph to identify items
in similar domains. We make all data available for further research.

3 CONCEPTS AND TECHNIQUES

Currently, several techniques can be used for video indexing, such as color his-
togram sorting, shape recognition, action recognition, face recognition, text extrac-
tion through Optical Character Recognition (OCR), among others. Regardless of
how data is collected from videos, these videos can be associated with pre-existing
concepts from a knowledge base. These concepts can be seen as the main top-
ics. This process is called semantic annotation. The semantically annotated videos
are related to entities, which, in turn, are part of a network of relationships with
meanings, such as an ontology or a thesaurus. Thus, media annotation facilitates
the search and recommendation processes in repositories and many researchers have
been working on improvements in it for various media [5, 36].

The following sections aim to clarify the concepts and techniques used in the
proposed framework. They are organized to present the process of indexing and
retrieving information, starting from video files until the relationship of the videos
with close contents.

3.1 Process Architecture

It is a difficult task for students to find satisfactory didactic materials. This activity
demands effort and knowledge about the material and the repository. The difficulty
is worsened by the growth in the number of learning materials [26]. Therefore,
educational video repositories must deal with these difficulties, especially when they
are constantly fed with new materials.

Since the proposal of this work is to facilitate the understanding of these mate-
rials and repositories, we use as the setting for our experiments a real repository of
educational videos produced by Brazilian universities. The application scenario is
contextualized within the Video Advanced Search Group (GT-BAVi) of the Brazilian
National Research and Educational Network3 (RNP). The objective of the GT-BAVi
is to develop a prototype to facilitate the semantic enrichment of the video repos-
itory and to facilitate the search. For this, a framework was implemented in order
to accomplish this task automatically.

The developed solution can be divided into three main steps: Content Process-
ing, Context Association, and Knowledge Graph. For the Content Processing step,
an ASR system was used, since the main focus of the framework is on processing

3 https://www.rnp.br

https://www.rnp.br
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videos. We can, then, extract the video lecture content in a text format through
its audio track. For the Context Association step, we used an Automatic Semantic
Annotation method to attach concepts from a knowledge base to the videos. Fi-
nally, in the Knowledge Graph step, we obtain the relationships between the videos
according to their similarity related to the extracted concepts.

Figure 1 represents the solution steps. Each step is implemented by a corre-
sponding process.

Figure 1. Processing Framework

3.1.1 Analysis of the RNP Repository

Among all the RNP repositories, the video repository VideoAula@RNP4 is the focus
of our research, since it is currently used by Brazilian academic institutions to store
video lectures. An analysis of the pre-existing video metadata in the RNP repository
was performed. This analysis is relevant to an initial validation of the prototype.
These metadata are tags manually created by video editors to ensure that the video
is found through keyword searches. The information collected for this analysis was
the number of videos within the repository, the total amount of metadata used in
the repository, how many of them were different, how many tags on average each
video received, the number of videos with useless tags, as tags out of context or
very generic. Examples of useless tags are “video”, “video lectures”, “tag”, “test”,
“teacher description”. The information collected is in Table 1.

The RNP repository had 858 video lectures. Each video had an average of 2
to 3 metadata, which totaled 2 225 metadata in the repository. However, only about
a third of them were unique, indicating that many of the metadata were repeated.
Thus, many videos would be returned after searching for some keywords. Further-
more, 604 videos had useless metadata, i.e., they did not add a specific identification
to the videos to which they were attached.

4 http://www.videoaula.rnp.br

http://www.videoaula.rnp.br
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Information Collected Values

Number of videos 858
Total of tags 2 225
Total of distinct tags 849
Average tags per video 2.59± 1.34
Number of videos with useless tags 604
Number of videos that did not have tags 2

Table 1. RNP scenario using only manually associated metadata

After collecting more specific information about the metadata, the following
data were also found: 540 videos had only 2 metadata, being “video” and “video
lectures”, making it impossible to identify any of these videos by their content.
One of the videos had only the “test” metadata. Still, 16 videos had only the
“Teacher description” metadata. These data show that it is impossible to find a
specific subject in any of these videos just by searching for terms. The data collected
also indicates that the metadata attached to the video often limit the potential of
a search in the repository. This situation occurs mainly due to informalism and little
dedication during the metadata creation stage when uploading videos, generating
inappropriate metadata for a future video search.

Since many videos in the repository have too few metadata, and their titles
are generally vague (e.g. “Exercise 5”), this repository is a good choice to show the
potential of our proposal based on the ASR and semantic annotation. We want to
show that our framework is able to automatically extract meaningful information
that can be used to improve the search and recommendation of these videos from
which we previously had no information.

3.2 Description of the Framework

We have defined the framework as a process composed of three steps that work in
isolation and these steps will be validated individually. Since the audio is the main
source of information in video lectures, the Subsection 3.2.1 presents an ASR system
trained for this work. The Subsection 3.2.2 presents the Context Association sup-
ported by Natural Language Processing techniques that allow automatic semantic
annotation. In this section we will present two options for this task and discuss the
results for both. Finally, the Subsection 3.2.3 presents the Knowledge Graph sup-
ported by the similarity calculation between videos by walking in the category graph
of a knowledge base. In addition, the parameters used in this walk are discussed in
order to demonstrate the best options considering the accuracy and computational
cost.

The differential point of the process presented in this work is the possibility to
develop the process steps as different services that can be instantiated as needed,
such as the ones regarding the need of specific processing steps and the type of
material utilized.
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3.2.1 Content Processing

The automatic semantic annotation process discussed in this paper focused on the
video lectures scenario. In this context, even more than in others, most of the
information is present in the teacher’s speech. For this reason, the automatic se-
mantic annotation process depends primarily on ASR. According to [14], ASR sys-
tems generally are built on three main models: acoustic, lexical and language
model.

The acoustic model is responsible to allow the ASR system to determine which
sequences of speech unit (generally, phonemes) have more similarity with the vectors
of acoustic characteristics that were extracted from the audio signal. Thus, the
acoustic modeling is done by training an algorithm to predict the probabilities of
phonemes to be related to an audio segment. Some of the most popular algorithms
to do acoustic modeling are the Hidden Markov Models (HMMs) [18] and Deep
Neural Networks (DNNs) [24]. For training an acoustic model, it is necessary to
provide a corpus of speech containing well segmented audio files with speeches from
the specific target for which the ASR is being designed. Furthermore, the training
also requires their respective ground-truth transcriptions.

A lexical model is basically a dictionary that maps words of a vocabulary to
a sequence of phonemes. This dictionary is used by the ASR system so that it
can convert the sequences of phonemes recognized through the acoustic model into
words. To create this model, there are phonetic converters that take a sequence of
characters and return a sequence of correspondent phonemes. For example, in [39],
the authors have used Long Short-Term Memory (LSTM) recurrent neural networks
to do the automatic grapheme-to-phoneme conversion.

The language model is not essential for the operation of an ASR system. How-
ever, its use significantly improves the accuracy of those systems because the acous-
tic model is not enough to obtain a satisfactory transcription. The acoustic model
only infers sequences of phonemes that are then converted into a sequence of words,
through the lexical model, without any grammatical restrictions. The language
model acts exactly on this issue by calculating conditional probabilities of words
from the vocabulary to be recognized after others. With this, it is possible to restrict
the possibilities of recognized sequences of words. Thus, ungrammatical sentences
have low probability to be formed, and that reduces the search space, decreases the
time for recognition, and improves acoustic ambiguities resolution [43]. Therefore,
it is a consensus that in systems which deal with wide vocabularies, like the ASR
system for continuous speech that is used in this work, the language model is ex-
tremely important. The training of the language model is done through a text corpus
where the word frequencies and conditional probabilities of the word sequences are
extracted.

To create a robust ASR system it is important that the system is trained with
a large data volume that covers the main characteristics and variations (e.g. noise
in the audio, accent, intonation, gender, age) present on the speeches of the sys-
tem’s target public. The biggest challenge in designing ASR systems is to ob-
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tain a speech and text corpora that are proper for training. The creation of these
training bases is a costly process, as there is not enough free and open properly
catalogued audio samples available, and the process of creating such samples is ex-
pensive in terms of time, space and money. When we talk specifically about training
ASR systems for Brazilian Portuguese, that difficulty is even bigger, which makes
those systems perform poorly when dealing with different accents and with different
types of noise and distortion in the speech signal [32]. An alternative to obtaining
a better accuracy in ASR with few data is to train it to be a specialized system
by using databases that contemplate only the target scenario of the final applica-
tion.

That is why in this work we trained our own specialized ASR system for Brazil-
ian Portuguese video lectures. To train the acoustic model, we use a speech corpus
extracted from subtitled video lectures in Brazilian Portuguese that are made avail-
able for free by Coursera5, with a total of 55 hours of audio. We also added to our
dataset a total of more than 2 hours of audio from corpora made available for free
by VoxForge project6 and by the Signal Processing Laboratory of UFPA (LAPS-
UFBA) from Brazil7. The acoustic model is based on Deep Neural Network (DNN),
which has 440 neurons in the input layer and 6 hidden layers of 2048 neurons each.
The output layer has around 4000 neurons. For language model training, we use
a union of text corpora from multiple sources such as subtitles from Coursera video
lectures, open and free text corpora like CETEN, OGI and LapsFolha that are also
made available by the LAPS plus Wikipedia articles. In total, the text corpus used
to train our language model has about 13 million sentences.

To obtain the final ASR model that we use in the framework proposed in this
work, we performed experiments aiming to explore different training configurations
and pre-processing steps, separately or combining them, in order to verify which of
them are responsible for obtaining a complete ASR model that has better recog-
nition accuracy in our test data. For the acoustic model, we evaluate the impact
of changing the training algorithm and audio sample rate. We have also evaluated
the impact of segmenting the audio into smaller chunks and aligning them with
their respective transcriptions. For the language model, we evaluated the effects
of the variation of the model order8, text pre-processing and probability smoothing
methods.

To evaluate the trained models, we build manually an evaluation dataset com-
posed of 2 hours of audio extracted from different parts of video lectures that are
not in our training data. To build this evaluation dataset, we transcribed manually

5 https://pt.coursera.org/
6 http://www.voxforge.org/home
7 https://laps.ufpa.br
8 The order is related to the dependence of each word given the n − 1 words which

precede it. This means that for a model of order 3 (trigram), the probability of occurrence
of a word is related to the two that precede it. For the order 4 (4-gram) model, the
probability of occurrence of a word is related to the three that precede it, and so forth.

https://laps.ufpa.br
https://pt.coursera.org/
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each audio in it, which resulted in about 581 spoken sentences with a ground-truth
transcription. The accuracy metric used to evaluate the models was the Word Er-
ror Rate (WER). This metric represents the number of modifications (insertion,
replacement or removal of words) that are necessary for the recognized sentences to
transform them into the correct ones. That is, the lower its value, the better the
accuracy of the recognizer [32].

After the experimentation, we get the best WER of 45.5 % with the following
training settings:

• The training of the best acoustic model was done using the WAV codec, audio
sample rate of 8000 Hz, MONO channel, and DNNs as the training algorithm.
In this model, we have also performed the segmentation and alignment of audios
with their respective transcriptions.

• The best language model was obtained with the interpolation of two other mod-
els, of 4-gram and 3-gram, with a normalized training corpus. The following
tasks were applied in the normalization step: setting all words to lowercase;
transforming all dates, times, percentages, Roman numerals, cardinal and ordi-
nal numbers, acronyms, abbreviations and monetary values to their full forms
(e.g., if it was in English, “5◦” and “100 %” would become “fifth” and “one hun-
dred percent”, respectively). Furthermore, the applied probability smoothing
was the Kneser-Ney method [31].

The WER of 45.5 % in speech recognition that we obtained in this work are close
to those obtained in commercial systems such as Google9, Microsoft10 and IBM11.
For our video lectures evaluation dataset, Google obtained 35.9 %, IBM 73.7 % and
Microsoft’s model achieved a result of 44.7 %.

Since ASR is used as the basis for the following processes of our framework,
it is important that the recognition error rate be the smallest possible. The pre-
sented results in this subsection showed that our specialized ASR model is capable
of obtaining a good performance in the context of this work. However, it is still not
an error-free process. Therefore, in the following subsections we analyze and discuss
ways of performing the following processes on the noisy video lecture transcriptions
from ASR.

3.2.2 Context Association

There are several approaches aiming at video search improvement through semantic
annotation. The approaches to assign these annotations can be divided between
those that make use of external data related to the video and those that use only
the information contained in the media. In the first group, for example, the use of

9 https://cloud.google.com/speech/
10 https://docs.microsoft.com/pt-br/azure/cognitive-services/Speech/

API-Reference-REST/BingVoiceRecognition
11 https://www.ibm.com/watson/developercloud/speech-to-text.html

https://www.ibm.com/watson/developercloud/speech-to-text.html
https://docs.microsoft.com/pt-br/azure/cognitive-services/Speech/API-Reference-REST/BingVoiceRecognition
https://cloud.google.com/speech/
https://docs.microsoft.com/pt-br/azure/cognitive-services/Speech/API-Reference-REST/BingVoiceRecognition
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texts around images is used by [17] to verify correspondences between images and
texts and thus to find the interrelated sets of terms and topics, instead of simply
annotating texts. For works that only use information contained in the media, we
can cite the work of [1], which presents some approaches with event-based content
(using the visual content of the videos). Among the approaches presented, there
are mechanisms such as limit detection of takes, keyframes extraction for represen-
tation of important parts of the video, structural analysis and scene segmentation
combined with OCR techniques for extraction of textual resources and creation of
tags. Although these approaches have good classification results, they are limited
to specific types of videos, usually those with a well-defined content and temporal
structure.

Although there are several approaches for video annotation, there are not many
studies that analyze the quality of information used to semantically annotate ed-
ucational videos. Textual quality information is commonly present in video lec-
tures repositories. For example, almost all Videoaula@RNP videos were recorded
as an expository lesson, containing slide projection throughout the video. However,
most of the information content of the video is in the teacher’s speech. There-
fore, search engines that only use video metadata (title or abstract) cannot help
the user when he/she wants to find a video using terms that appeared during an
exercise or an example that the teacher approached. In this view, we analyzed the
impact of the semantic annotation process on several data sources extracted from
the Videoaula@RNP and how the quality of the new tags created can influence the
knowledge about the video lectures; for use of the search engines, for example, and
general knowledge of the repository.

The automatic semantic annotation experiment was performed using two ap-
proaches: an Entity Linking Approach and a Topic Extraction Approach. The
Entity Recognition Approach has a natural language text as input and produces
a set of (term, entity) pairs that represent the concept (entity) associated with the
term present in the text. For this process, natural language processing techniques
are typically used to tokenize the text and identify the correct terms. We used
DBpedia Spotlight [28], which makes use of DBpedia to create a map of candidate
entities for each term found and to disambiguate the term. In turn, the Topic Ex-
traction Approach produces a set of entities that represent the main subjects of the
text. For this task, the approach proposed in [38] was adapted, which makes use of
the DBpedia category graph to identify the entities with the greatest relation to the
text.

The process of automatic semantic annotation was performed with each data
source combination with both annotation approaches. The results were measured
using the recall and TopN measures. The TopN is measured as follows: considering
a document with a total of Nr manual annotations not ranked for a given video and
that were associated with Nk correct annotations by the algorithm, and let ranki
be the position of the ith correct annotation of the response set, thus the TopN is
defined as the Equation (1). A constant α = 0.8 was adopted to adjust the penalty
associated with the correct annotation position in the response. The TopN is used
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to verify not only whether the algorithm returned correct results, but also how close
these results are to the top positions.

TopN =
1

Nk

Nk∑
i=1

αranki∑ranki
j=1 αj

. (1)

A dataset with manually annotated videos from Videoaula@RNP was created.
The test dataset has 39 videos in Portuguese about areas such as computer science,
statistics, chemistry and physics, with a total duration of approximately 6 hours.
These videos were watched by experts invited to accomplish the manual annotation
process. Each specialist assigned a DBpedia feature for each subject explicitly spo-
ken during the video, without repetition12. There was no restriction on the number
of resources for each video that the specialist could assign. During the process of
creating the dataset, it was verified how expensive the manual annotation process
is. For every 1 hour of video the experts took an average of 4 hours of manual labor,
totaling approximately 24 hours to write down the entire base. We have evaluated
the following data sources to choose which are the best data sources for semantic
annotation:

Metadata: The texts included by the user, which includes the title, abstract and
the keywords extracted from Videoaula@RNP.

Summary: Each video lecture has a summary that describes the topics that will
be addressed throughout the lesson.

Speech Recognition: The audio was extracted and the automatic audio transcrip-
tion was generated using the techniques discussed in Section 3.2.1.

Subtitle: If available, subtitles can be used instead of the automatic transcription.
However, subtitles are a manual transcription adapted to better suit the reading.
Subtitles are not always present in video repositories due to the high cost of
production. This data source has been inserted into the experiments to simulate
a speech recognition process with optimal word error rate.

Text Recognition: Text is often present in video lectures, recorded during the
slide show, inserted in post-production or in video-related PDF files. OCR
algorithms can be used to extract text from video frames.

Table 2 shows the results. Subtitles and speech recognition results demonstrate
that the subtitle generates a low TopN, especially in the Entity Linking approach,
because it generates a very large set of text and many words that were annotated
were not among the entities of the video. In this case, the use of the summary
or metadata is more appropriate. In the Topic Extraction approach, the com-
bination of subtitles and transcription generates a high TopN because the Topic
Extraction approach is more influenced by the frequency of words in the text. In
the Entity Linking approach, the lack of the subtitles can be suppressed by using

12 https://github.com/ufjf-dcc/LAPIC1-benchmark

https://github.com/ufjf-dcc/LAPIC1-benchmark
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another data source for higher recall. Like the Topic Extraction approach, there
is a satisfactory recall when combining OCR, subtitles and automatic transcrip-
tions.

Source Entity Linking Topic Extraction
Recall TopN Recall TopN

M 0.214 0.102 0.071 0.076
M + O 0.611 0.041 0.286 0.132
M + Sb 0.838 0.019 0.410 0.171
M + Sm 0.304 0.102 0.132 0.118
M + T 0.614 0.019 0.287 0.160
M + O + Sb 0.838 0.013 0.432 0.334
M + O + Sm 0.630 0.041 0.291 0.129
M + O + T 0.713 0.017 0.351 0.165
M + Sb + Sm 0.838 0.019 0.410 0.185
M + Sb + T 0.838 0.017 0.387 0.162
M + Sm + T 0.656 0.020 0.305 0.161
M + O + Sb + Sm 0.838 0.013 0.432 0.372
M + O + Sb + T 0.838 0.012 0.454 0.337
M + O + Sm + T 0.720 0.017 0.356 0.162
M + Sb + Sm + T 0.838 0.016 0.387 0.172
M + O + Sb + Sm + T 0.838 0.012 0.454 0.355

O 0.568 0.042 0.281 0.109
O + Sb 0.838 0.013 0.432 0.303
O + Sm 0.587 0.042 0.285 0.120
O + T 0.688 0.017 0.347 0.145
O + Sb + Sm 0.838 0.013 0.432 0.362
O + Sb + T 0.838 0.012 0.454 0.327
O + Sm + T 0.694 0.017 0.356 0.145
O + Sb + Sm + T 0.838 0.012 0.454 0.344

Sb 0.838 0.020 0.387 0.156
Sb + Sm 0.838 0.019 0.387 0.194
Sb + T 0.838 0.017 0.387 0.151
Sb + Sm + T 0.838 0.017 0.387 0.172

Sm 0.166 0.175 0.098 0.098
Sm + T 0.590 0.019 0.285 0.145

T 0.531 0.017 0.264 0.145

Table 2. Recall and TopN using Entity Linking and Topic Extraction approaches. Read M
as Metadata, O as OCR, Sb as Subtitle, Sm as Summary, and T as Transcription.

It is worth mentioning that any evaluation study is subject to the quality of the
test data. Although the dataset used has been established by experts, it is possible
that terms that have been annotated correctly by both approaches were not found
on the dataset. The test dataset was created to evaluate how similar the result of
the semantic annotation approaches was from manual annotations. Although other
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analyses can be performed to verify the accuracy of the experiments, the test dataset
is adequate for the evaluation that was proposed.

It was possible to see how distinct sources of information can improve the se-
mantic annotation process of educational videos, associating new information that
was not previously present in these repositories. The new information represents
the video content and would help to understand how the repository is semantically
structured. Considering that manually created subtitles are not widely present in
videos, automatic transcriptions are used as the main input for our automatic se-
mantic annotation process.

3.2.3 Knowledge Graph

The issues in searching for a specific content as well as the lack of knowledge of the
administrators about contents within the repository appear due to the increase of
the videos in the repository and a low quality of the tags filled by the users who
are disseminating the video. In this type of scenario, even if someone succeed in
an initial search for some type of content, it is very difficult to find related content
without having to perform a new search. On the other hand, several methods can
be used to allow the user to browse the contents of the repository after the initial
search.

Some authors propose the use of knowledge bases to help identify similarity
between video lectures and other types of videos. In this case, it is common to use
text associated with the video, such as titles, abstracts and other metadata, as well
as captions or tags filled by users. For example, in [4] the authors manually explore
the Wikipedia categories to find the best categories according to the user-created
tags and video titles. Next, the Wikipedia categories are used to improve the video
categorization.

After the Context Association task, each video is associated with a set of DB-
pedia resources, i.e., URIs that identify instances in the DBpedia ontology. We use
the DBpedia graph of resources and categories in order to identify related videos
through a similarity function. The encyclopedic content of DBpedia is suitable for
calculating similarity in educational content repositories by having good coverage in
the main teaching topics. The Wikipedia corpus covers different fields of knowledge
and the organization of its category graph enables the linking of concepts belonging
to different domains [19].

The Algorithm 1 is used to calculate the similarity of two videos and to cre-
ate a relationship among the most similar videos. Let the video vi be defined as
an n-tuple vi = 〈r1, r2, . . . , rn〉 where rj are DBpedia resources, j ∈ [1..n]. The list C
of categories of vi is the union of the direct categories of each resource r ∈ vi, the
broader (α) and the more specific (β) categories of each direct category of r. We
say that the videos vi and vj will be related if sim

(
Cvi , Cvj

)
> ω, where ω ∈ [0, 1]

is a predefined constant.
The similarity between two videos can be calculated as a generic function sim.

The Sorensen-Dice coefficient calculation was used as similarity function. This
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Algorithm 1: Algorithm for relation prediction

Input : ω, α, β
Output: Set R of related videos

1 begin
2 R←Ø
3 for each video vi ∈ repository do
4 Cvi ←Ø
5 for each r ∈ vi do
6 c← getDBpediaCategories(r)

7 Cvi ← Cvi
⋃α,β c

8 end

9 end
10 for each videos vi, vj ∈ repository do
11 Listvi = Ø

12 if sim
(
Cvi , Cvj

)
> ω then

13 append(Listvi , vj)
14 end
15 R← R

⋃
Listvi

16 end
17 return R

18 end

method can be seen in the formula below where Ω represents the percentage of
related categories between two videos vi and vj.

Ω =
2(|Cvi |

⋂∣∣Cvj ∣∣)
|Cvi |+

∣∣Cvj ∣∣ .

The relationships between videos, resources and categories are represented in
a simplified way by the flowchart in Figure 2. Videos are linked to DBpedia re-
sources by the Contextual Association step, and these resources are associated with
categories in the DBpedia graph. Therefore, the similarity is calculated not only
by the number of resources that the videos share, but by the number of categories
associated with those resources that are gathered after a walk in the graph.

A test dataset was created with manual relationships defined by experts in the
area of Exact Sciences in order to evaluate the approach. This version of the dataset
is available to other researchers13 and contains the same set of videos used in the
previous section. The experts were free to define relationships between videos. An
expert might consider that a video is related by addressing exactly the same topic
of a video, but another expert might relate videos considering that they contain
complementary information. Altogether, 211 relationships were defined manually,

13 https://github.com/ufjf-dcc/LAPIC1-benchmark

https://github.com/ufjf-dcc/LAPIC1-benchmark
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Figure 2. Similarity flowchart

with a mean of 5 relationships per video. There is no video without relations. There
are 10 videos with only 1 relationship, and 17 videos with at least 5 relationships.

The approach is expected to find new relationships beyond the existing ones. In
the experiments, some combinations of α and β parameters of the algorithm were
tested in order to retrieve different levels of DBpedia category information in each
of the experiments and to analyze how the amount of information influences the
evaluation metrics.

Figure 3 presents the recall and TopN (Y-axis) for each video (or test) in dataset
(X-axis). The solid line represents recall values and the dashed line represents
TopN values for each experiment. To identify the proportion of videos with good
and bad results in each experiment, the videos were sorted by TopN in descending
order. A desirable but intangible algorithm that always finds the correct videos
would have its constant curves at 1. Figures 3 a), 3 b) and 3 c) show that the
recall increases as more information are processed by the algorithm. For instance,
Figure 3 a) shows that 9 videos reached a maximum recall (videos numbered from 1
to 9), while Figure 3 b) shows that the maximum recall was reached in 20 videos. It
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is verified that walking in broader (α) and more specific (β) categories produces high
recall. The recall does not change with greater depths according to the obtained
results. Although the use of the categories can help in a high TopN, increasing
the depth does not imply in higher TopN. By increasing the depth, more common
categories of videos will be used, and it will be more difficult to rank the result
correctly through the number of categories in common.

a) b)

c) d)

Figure 3. Recall (solid line) and TopN (dashed line) for each experiment

The best configuration found for the parameters was α = 1 and β = 1 (Fig-
ure 3 c)), resulting in 32 videos with a recall of approximately 0.9. According to the
TopN, the algorithm was able to return the correct videos in the first results in more
than half of the dataset. It is also possible to verify that the TopN follows the trend
of generating better results as more information is processed by the algorithm. The
use of specific categories (Figure 3 b)) presents a better result in relation to the non-
expansion approach (Figure 3 a)). Since the list of related videos is ranked for each
video, a threshold can be used to limit the set of videos in the result set. Figure 3 d)
shows the results of the third experiment retrieving only videos that have at least
10 categories in common. This pruning method did not influence considerably the
result of the algorithm. The mean TopN increased from 0.67732 to 0.688215 and
the mean recall reduced from 0.93120 to 0.87715.

Figure 4 presents the dispersion of the recall and TopN for the best experiment
(α = β = 1). Each point represents the recall and TopN values of a specific test.
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The number of points is equal to the number of tests in Figure 3 c) (X-axis). It
can be observed that in the same recall value, the TopN values can vary by up to
20 percentage points. There is a trend in Figure 4, where the higher the recall, the
better the ranking of the videos.

Figure 4. Dispersion of the recall and TopN in the experiment with pruning

Although the results of the experiments were satisfactory, it is important to
analyze the false positives. The dataset was created manually by experts following
personal criteria to determine which videos should be related. As a result, the test
dataset contains videos with few relationships or videos related to others that do
not have any resources in common. Thus, the test dataset presents relationships
and resources that are not skewed by some set of information or selection methods.
Taking into account these particularities, our experiments showed that some false
positive relationships that have a large number of categories in common are, in fact,
relationships that are absent on the test dataset. That is, the algorithm is able
to identify relationships that are not always easily identifiable by a person. Take
as an example the video identified as “fis2tempcalor”, which addresses concepts of
temperature and heat. This video was manually related only to the video identified
as “fis2cap18-part2”. The algorithm, in turn, related 15 videos with “fis2tempcalor”,
among them videos about physics and chemistry that address concepts indirectly
related to temperature and heat.

The experiments presented in these three sections were carried out with the
purpose of demonstrating the feasibility of the proposal. In the following section,
we discuss how the approach can be applied to find the main topics in a real video
lectures repository.

4 RESULTS AND DISCUSSIONS

In this section, we discuss how the proposed framework can be used in a real video
repository. This dataset is composed of 93 randomly selected video lectures from
VideoAula@RNP (about 11 % of the repository at the time of the experiment),
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totaling 3 604 minutes of videos. This repository was created by RNP to make
available video lectures produced by associated educational institutions from Brazil.

The videos were transcribed with our ASR system. In the semantic annotation
process, each video received up to 5 semantic annotations. In our experiments,
the top 5 ranked annotations are enough to generate metadata with high precision.
The topic extraction approach was chosen for the Context Association because of the
results discussed in Section 3.2.2. Then the knowledge graph was created with α = 1
and β = 1 and no threshold (Section 3.2.3). As a result, each vertex is linked to
all others and the edges represent the degree of relationship of the videos (vertices).
Figure 5 shows an example of the undirected complete graph. Blue vertices represent
a video and green vertices are the categories of the video. The categories related to
the videos were extracted from the DBpedia resources automatically annotated in
each video and the final graph does not contain the DBpedia resources. The video
v3 has a strong relationship with the video v2 because of the number of categories
in common. On the other hand, the video v3 shares a few categories with the video
v4 and the edge between them has a low value.

Figure 5. Video relations subgraph. Blue vertices represent videos and green vertices
represent categories. Yellow edges link two videos and are weighted. Green edges are
unweighted and link one video to one category.
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The graph is used to analyze what kinds of content has been produced by users of
the repository. The first step consists of identifying communities in that knowledge
graph. In this case, communities are clusters of videos that are densely connected in-
ternally, that is, groups of videos that share a large number of categories. Therefore,
by identifying these communities, we are finding groups of videos that potentially
address related subjects.

For this process, the graph was submitted to the Label Propagation Algorithm
(LPA), an algorithm for community detection on graphs networks that works by
exploring the neighborhoods between the vertices [37]. The algorithm uses network
structure alone as its guide, and does not require a pre-defined objective function
or prior information about the communities. The algorithm sets a unique label for
each vertex. At every iteration of propagation, each vertex updates its label to
the one that the maximum numbers of its neighbors belong to. Ties are broken
uniformly and randomly. The algorithm reaches convergence when each vertex has
the majority label of its neighbors. Figure 6 shows the groups of videos identified
by the Label Propagation Algorithm. The graph contains 22 groups of videos with
very close subjects. The groups are identified by different colors. The vertices
representing categories were removed from the graph for a better view.

Figure 6. Knowledge graph after the label propagation algorithm

In the second step, we have performed an analysis in the generated groups. For
this task, we perform a new search in the graph of categories from DBpedia. Given
a set of input resources T , we return a percentage of contribution of each Wikipedia
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main topic in T . The set of resources T of the group c contains all DBpedia resources
of each video automatically annotated of each video in group c. Wikipedia main
topics can be seen as end vertices in the DBpedia category graph.

To understand the main topics addressed in each group from the first step, we
performed a search in the graph, passing as input the set of resources and walking
towards the top of the graph by all the shortest paths between the categories of
each resource and the main topics, as proposed in [27]. As a result, a fingerprint is
created for each group. A fingerprint is a vector of weights where each dimension
represents the weight of that DBpedia main topic. Nowadays, the number of main
topics in DBpedia is 19. As an example, the categories used as input for groups 4,
6 and 17 are presented in Table 3. The groups contain 5, 16, and 7 videos, re-
spectively. With the more frequent categories of each group, it is possible to see
the difference between the subjects of each group. Group 4 addresses genetics and
chemistry topics while Group 6 addresses topics related to sociology, philosophy
and law. Group 17 presents subjects focused on artificial intelligence and cryptog-
raphy.

Group

4 6 17

Inorganic carbon compounds Social epistemology Polynomial-time problems
Alcohols Social philosophy Artificial intelligence
Persistent organic pollutants Philosophy of education Turing tests
Genetics by type of organism Theories of law Cryptographic hardware
DNA repair Rights Computer security software
Mitochondrial genetics Internet fraud

Internet search algorithms

Table 3. Example of input resources of groups 4, 6, and 17

The results of this step can be seen in Figure 7. The topics of technology, society,
geography, culture, and history are present in most of the videos. Religion, life, law,
and arts are an example of topics that are not addressed in this videos. Some groups
have very similar fingerprints, such as Groups 11 and 15. Although the groups
contain videos on history, they are distinct groups because of the difference of the
semantic annotations in each group. In other words, the groups encompass videos
about history, but the groups have few direct categories in common, addressing
distinct subjects in this area of knowledge. In fact, Group 11 contains two videos
on political theories and Group 15 contains four videos on wars of independence.

It is possible to see the relationship between Tables 3 and 7. For example, when
analyzed, the categories for the Group 6 presented in Table 3 are found to be focused
in sociology, philosophy and law. In Figure 7, the Group 6 has a greater weight for
the topics of philosophy, presenting 35,65 % of relationships with philosophy and
14.78 % with society. The same occurs in the other groups: in the Group 4 the
categories encompass biology and chemistry and the main topics classifications are
matter (50 %), health (18.75 %) and nature (12.5 %), for the Group 17 the categories
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are focused on artificial intelligence and cryptography. The main topics are sciences
and technologies (36.95 %) and mathematics (27.17 %).

Figure 7. Fingerprint of the groups. The X-axis contains the group numbers and the
y-axis contains the Wikipedia main topics.

It is possible to understand the information of the groups automatically, and it
can be used to recommend to the user a set of videos that are related in a higher
level. Although some topics are classified out of line, as is the case of Group 17
that presents weight in culture (2.17 %), nature (3.2 %) and philosophy (9.78 %),
a threshold can be used to filter the results by discarding the lower values.

5 CONCLUDING REMARKS

In this paper, we proposed a framework for knowledge discovering in video lectures
repositories. This framework is composed of three main stages: content processing
through ASR, context association using semantic annotation and the construction
of a knowledge graph through a walk in the DBpedia ontology and similarity calcu-
lations. Each part of the framework was evaluated separately and, in the end, the
final result of the complete process was used to demonstrate the applicability of the
framework in a real repository of video lectures.

As the main contribution of this work, we highlight the applicability of our pro-
posal in video lectures repositories where there is a lack of metadata to describe
the videos. As explained throughout the text, this lack of metadata hampers in-
dexing systems, which makes search and recommendation in these repositories very
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ineffective. Our proposal can automatically extract knowledge from video lectures
and can improve several applications in large repositories, such as searching, recom-
mendation, and advertising systems. The advances in automatic speech recognition
systems [8, 2, 23] allow developers to easily reproduce these results using well-known
ASR tools. The extracted metadata can be used for indexing or clustering, which are
everyday tasks in information retrieval and recommendation systems. Our experi-
ments have shown that discovering knowledge allows determining the subjects and
relationships of video lectures. Other contributions were the analyses made at each
stage of the framework, where it was possible to raise the main points, challenges
and solutions for the development of our proposal.

Future work includes analyzing the scope of other knowledge bases in the frame-
work. Other knowledge bases make it possible to find different, more specific re-
sources if a domain base is used. We also intend to study a cross-domain approach
with multiple knowledge bases simultaneously. Finally, we also envisage the creation
of an interface for navigation in the information found in the repository.
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[12] Gaona-Garćıa, P. A.—Martin-Moncunill, D.—Montenegro-Marin, C. E.:
Trends and Challenges of Visual Search Interfaces in Digital Libraries and Reposi-
tories. The Electronic Library, Vol. 35, 2017, No. 1, pp. 69–98, doi: 10.1108/EL-03-
2015-0046.
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ESTIMATE EVIDENCE VIA FORMULA EMBEDDING
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Abstract. Inference on Knowledge Bases (KBs) is an important way to construct
more complete KBs and answer KB questions. Inference can be viewed as a process
from evidence to conclusion following specific formulas. Traditional methods usually
search on the KB to collect evidence, which cannot apply to large-scale KBs, because
the running time of searching increases radically as the scale of KBs increases. What
is worse, evidence cannot be found if one fact in it is missing, which may result in the
failure of inference. To this end, we propose a fuzzy method of estimating evidence,
which replaces searching by estimating the existence of evidence by constructing
formula embeddings, and then we merge these estimations into a probabilistic model
to infer conclusions. This method can apply to large-scale KBs, because estimating
evidence is very fast and is irrelevant to the KB scale. Estimating evidence can also
be viewed as fuzzy matching, so this method can handle the situation where facts
are missing. We evaluate this method on the knowledge base completion task, and
it achieves a better performance than state-of-the-art methods and has a shorter
running time.

Keywords: Fuzzy logic, fast inference, knowledge base completion, formula min-
ing

1 INTRODUCTION

The inference is a process from evidence to a conclusion. A typical inference on KBs
is usually to predict the missing element in a tuple, e.g., Relation (Head Entity, ?)
or Relation (?, Tail Entity), so the inference is an important way to complete KBs
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and answer KB questions. If we view a KB as direct graphs (Figure 1 a)), inference
essentially means to take usage of the graph structures to predict missing links, e.g.
Nationality(Cristiano Ronaldo1, ?). To each specific type of queries, we can extract
several frequent structures from graphs as a priori knowledge, and they are called
formulas. For example, for Nationality queries, Father(x1, x2) ∧ Nationality(x2, x3)
is a frequent structure which has a probability of supporting Nationality(x1, x3), and
it is called as a formula, where xi denotes an entity variable. Some other formulas
are shown in Figure 1 b).

Traditional inference methods usually search on the KB to collect formula in-

stances as evidence, e.g., we can find Cristiano Ronaldo
Father−−−−→ Jose Dinis Aveiro

Nationality−−−−−−→ Portugal, to support Nationality(Cristiano Ronaldo, Portugal). Search-
ing evidence cannot apply to large-scale KBs, because its computation complex-
ity is O(nl), where n is the average degree of nodes and l is the maximal length
of formula, and it may take a long time when the graph is large or dense. An-
other drawback of searching is that its matching condition is too strict. When
one or two facts of evidence are missing in the KB, the evidence cannot be found
by searching method, which may result in incorrect inference result. For example,
Son(Cristiano Ronaldo, Santos) is missing in Figure 1 a), so the evidence, Cristiano

Ronaldo
Son−−→ Santos

Nationality−−−−−−→ Portugal, cannot be found by searching, and fur-
ther result in the invalidation of the formula, Son(x1, x2) ∧ Nationality(x2, x3) ⇒
Nationality(x1, x3).

To accelerate the inference computation process, knowledge graph embedding
methods are used in inference on KBs, such as TransE [3], TransH [15] and
TransR [10]. TransE is translating embedding. TransH is translating embedding on
hyperplanes. Trans means performing translation in relation-specific entity space.
PTransE is translating embedding for relation paths. Their basic intuition is to rep-
resent entities and relations in KBs as low-rank real vectors, and almost all of them
expect that entities in one fact are close in a space specific to the relation. How-
ever, these embedding-based methods lack the explicit logic constrains and enough
evidence, which makes these methods to be more like modeling KBs than perform-
ing inference. Therefore, they are prone to be damaged by unexpected noises and
lead to unsatisfying results. Compositional training (COMP) [6] and PTransE [9]
have a preliminary attempt at merging paths into KB embedding model, but they
have not solved the above problems. COMP uses paths to improve learning KB
embeddings rather than to infer missing facts, so its performance is still unsatisfied.
PTransE still needs to search paths on KBs, so its running time is as long as the
traditional inference methods.

We consider that collecting evidence to infer the conclusion is a good tradition,
but searching on KBs is not necessary. KB embeddings provide a possibility to
estimate evidence without searching. We exploit the embedding strategy and pro-
pose an approach which can realize quick fuzzy inference. This method represents

1 Cristiano Ronaldo is a Portuguese professional footballer of the Juventus F.C.
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Father Nationality

Father BornIn

Colleague Club Location

Colleague BornIn BelongTo

Colleague Nationality

Cristiano Ronaldo Jos Dinis AveiroFather

Colleague

Pepe Portugal

Nationality

Nationality

BornIn

Club BornIn

Real Madrid CF Maceio

Location

Spain

BrazilBelongTo

Santos

Son

Nationality

?
Nationality

Son Nationality

(a) (b)a) b)

Figure 1. An example of inference on the KB: a) is the knowledge graph, and the query
is what is the nationality of Cristiano Ronaldo, where Son(Cristiano Ronaldo, San-
tos) is a missing fact; b) is a set of formula operators, which are embedded and used
to estimate whether this evidence is occurring between Cristiano Ronaldo and one na-
tion.

formulas as computable operators by using pre-trained KB embeddings, and these
formula operators are used to measure the distances from holding evidence. For
example, for the formula Father(x1, x2) ∧ Nationality(x2, x3) ⇒ Nationality(x1, x3),
we use embeddings of Father and Nationality to represent the formula operator, and
then it is applied on Cristiano Ronaldo and Portugal to estimate the existence of

the evidence, Cristiano Ronaldo
Father−−−−→ Somebody

Nationality−−−−−−→ Portugal. This method
treats the evidence as a whole and only cares about whether it exists. After that, we
merge the probabilities of evidences obtained from estimation into the MLN frame-
work and infer the probability of Nationality(Cristiano Ronaldo, Portugal) is true.
To realize evidence fuzzy matching and speed up the estimation, we ignore middle
variables, e.g., the middle variable, Jose Dinis Aveiro, is replaced with Somebody.
Therefore, this method is insensitive to missing facts and can find evidence under
difficult situations where facts are missing in the evidence. When estimate one ev-
idence, the computation complexity of this method is O(1), and paths with any
length can be estimated by one step simple calculation. Therefore, our approach
can apply to large-scale KBs.

2 RELATED WORK

In general, according to the process of inference on KB, there are three types of
approaches:

1. probabilistic logic inference;

2. knowledge graph embedding;

3. formula embedding.

Especially, the third type can be viewed as the combination of logic and embed-
ding.
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2.1 Probabilistic Logic Inference

This type of methods focused on mining frequent substructure on the KB as evi-
dence, and it models the relationship between evidence and the query in different
ways. MLN [14], PSL [5] and PRA [8] are all typical probabilistic logic models.
These methods need searching or performing random walks to collecting evidence,
and then they use a probabilistic model to combine evidence to infer conclusions.
We take MLN as the example to explain, and its manner of combining evidence is
similar to our approach.

Markov Logic Network (MLN) can be viewed as a probabilistic extension
of first-order logic by attaching weights to formulas. Especially, for its discrimina-
tive version, higher weight indicates greater reward to the query that satisfies the
formula. To predict the query Y , it mines a set of formulas FY and counts these for-
mula groundings on the KB, which is the typical practice of search-based inferences.
Then MLN calculates Y ’s conditional probability as follows:

Pw(Y = y|X = x) =
1

Zy

exp

(∑
fi∈FY

wini(x, y)

)
(1)

where ni(x, y) denotes the number of true groundings of formula fi and wi is fi’s
weight. Zy =

∑
y′∈Y exp(

∑
fi∈F wini(x, y

′
)) is the normalizing term.

2.2 Knowledge Graph Embedding

Many knowledge graph embedding models are proposed in recent years, such as
RESCAL [13], SE [4], SME[2], LFM [7], TransE [3], TransH [15], TransR [10]. Al-
most all embedding-based models embed entities into a relatively low (e.g., 50) di-
mensional embedding vector space Rk while representing relations in different ways.
These models expect that correlative elements of the KB are close in the embed-
ding space, so they can be used to complete KBs. To predict the query r(h, t),
most of the embedding-based models calculate the similarity between Eh and Et

under Er, noted as fs(Eh, Et, Er), where Eh, Et and Er represent the embeddings
of h, t and r, respectively. This type of methods can be used to learning KB
embeddings before estimate evidence in our approach, but they do not represent
explicit evidence. We employ TransE as an example to explain how the embed-
ding model performs inference, and we use TransE to learn KB embeddings in our
experiments.

TransE represents relations as translations in the entity vector space Rk, and
assumes that if r(h, t) holds, then the embedding of the tail entity t should be
close to the embedding of the head entity h plus some vector that depends on the
relationship r. TransE’s similarity function is:

fr(h,t) = −‖Eh + Er − Et‖22. (2)
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TransE employs a margin-based ranking loss to learn the KB embeddings. TransE
assumes that fr(h,t) is larger than other fr(h,t′ ) or fr(h′ ,t), where r(h, t) exists in the

KB but r(h, t
′
) or r(h

′
, t) does not and designs its loss function L as follows:

L =
∑

fs∈KB

∑
f ′
s∈KB

′

[γ + f
′

s − fs]+ (3)

where KB and KB
′

represent a true fact set and a false fact set according the KB,
respectively. The symbol [. . .]+ means the final results always bigger than 0. When
the number in [] is less than zero, the final result is 0. When the number in [] is
bigger than 0, the final result is the number.

2.3 Formula Embedding

Embedding formulas is latest research subject, and researchers focus on combining
logic and embedding which is also our purpose. Compositional training (COMP) [6],
PTransE [9], SePLi [17] and RNN model [12] are all representative models, and they
are related to our method of embedding paths.

COMP wants to learn KB embeddings by using facts and paths, simultaneously.
COMP represents paths in two ways:

1. RESCAL based: a path is represented as a matrix, which equals the produce of
relations in it;

2. TransE based: a path is represented as a vector, which equals the sum of relations
in it.

COMP constructs a dataset of paths by performing random walks on the KB, and
then the path dataset and the original KB are used to learn KB embeddings.

PTransE has a similar method to represent paths, which is also based on
TransE. PTransE designs its loss function by combining both original query loss
and path loss, and designs its loss function as follows:

L = L(h, r, t) +
1

Z

∑
p∈P (h,t)

R(p|h, t)L(p, r) (4)

where L(h, r, t) is the query loss and the second term is the path loss. P (h, t) is the
set of paths from h to t, and R(p|h, t) is a kind of probability of path p. PTransE
uses the similarity between the path p and the relation r to define the path loss.
However, L(p, r) is irrelevant with entities in the query, so it is like the weight of p
rather than its loss.

3 OUR APPROACH

We first describe our fuzzy inference model. We gradually propose three types
of evidence under three assumptions and explain why we finally employ formula
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operators as evidence. Then we describe the method of estimating evidence by KB
embeddings.

3.1 Evidence-Based Inference Model

A typical inference method usually designs a model to combine evidence to infer
the conclusion, and they define, collect and filter evidence according to their own
models. How to define and acquire evidence is of crucial importance for correct
inference. When we infer a query, Relation(Head Entity, Tail Entity), evidence can
be all visible information which is related to the query. For the above example in
Figure 1, the part of knowledge graph connected to Cristiano Ronaldo or Portugal
is the whole evidence. We propose the first assumption as follows:

Assumption 1. A connected subgraph including both Head Entity and Tail Entity
is the whole evidence for predicting any relation between these two entities. If
another subgraph is also evidence, there must be missing facts between these two
subgraphs.

The assumption can be proved easily, because any irrelevant entity or fact in the
KB is useless for predicting the query. When another subgraph affects the inference
result, We can always add a link under a relation type to connect entities in these
two subgraph. The assumption give the first glance of of the importance of missing
facts. Under Assumption 1, an inference model is shown as:

fr(h,t),s = W (r(h, t), s) · (1−D(s)) (5)

where r(h, t) is the query, s is the subgraph evidence, and W (r(h, t), s) is the weight
of inferring r(h, t) from s. D function represents the distance from finding evidence,
and it is defined by the specific method of acquiring evidence. When the method
fully finds s, D(s) = 0, and when the method never find s, D(s) = 1.

Although the connected subgraph contains complete and original information,
the whole structure is too sparse and difficult to used by learning models. To solve
the problem of sparse feature, We split the evidence graph into independent parts.
The most intuitive and convenient substructure is path (where path is a general
path which may contain reverse edges), so we make the following assumption.

Assumption 2. All paths connecting Head Entity and Tail Entity are the whole
evidence for predicting any relation between these two entities. If an unconnected
path is evidence, it always can link Head and Tail Entity by adding facts to it.

This assumption splits the connected subgraph in Assumption 1 into several
paths between head entity and tail entity, and these paths are used in the subsequent
inference model independently. Similar to Assumption 1, when an unconnected
path may have a contribution on inferring the query, we can make it connected
by adding links under one specific relation. For example, the unconnected path
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Santos
Nationality−−−−−−→ Portugal in Figure 1 does not connect to Cristiano Ronaldo, and

then we can add a link from Cristiano Ronaldo to Santos under Son relation to
make it connected. Such situations of missing facts are common in KBs. Under
Assumption 2, we also give an inference model, as:

fr(h,t),P =
1

Z

∑
pi∈P

wi · (1−D(pi)) (6)

where P is the set of paths connecting h and t, wi is the weight of pi, and Z =∑
pi∈P wi is the normalizing constant. D(pi) is the distance from finding pi, and

the range of D(pi) is also [0,1]. For traditional search-based methods, D(pi) in
Equation (6) has only two values: 1 or 0. When a fact is missing from pi, D(pi) is
always 1. Therefore, search-based methods cannot handle all paths in Assumption 2.

To hold paths with missing facts, we find that estimating whether some paths
exist between entities is easier than searching them exactly. Therefore, we extract
relation sequences from paths, and treat them as formula operators to estimate
paths between entities. For example, we can obtain the relation sequence Colleague

→ Club → Location as an operator from the path Cristiano Ronaldo
Colleague−−−−−→

Pepe
Club−−→ Real Madrid CF

Location−−−−−→ Spain, and we can use the formula operator to
estimate whether such paths exist between any other two entities. Therefore, we
propose the third assumption.

Assumption 3. All types of formula operators existing between Head Entity and
Tail Entity are the whole evidence for predicting any relation between these two
entities.

This assumption takes a formula operator as a whole by ignoring middle entities
and only cares about whether a type of paths occurs. According to Assumption 2,
if one middle entity is useful, we can always construct another path which is from
Head Entity to Tail Entity and passes the middle entity. There are two advantages
of Assumption 3:

1. we can use one distance to estimate the existence of one path type and ignore
the number of paths.

2. Paths under the same relation sequence share weights, which reduces the feature
sparsity.

We change the inference model in Equation (6) as follows:

fr(h,t),Fr =
1

Z

∑
fri∈Fr

wri · (1−D(fri)) (7)

where Fr is the set of formula operators for inferring relation r, and D(fri) is the
distance from formula operator fri occurring. A formula operator is not a path but
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a set of paths, and the distance D(fri) is used to estimate whether there is at least
one path under this formula operator.

These three assumptions are layers of the progress. They define three forms of
evidence: connected subgraph, path, and formula operator, and these three types of
evidence should contain all information required by corresponding inference model.
Inference models treat these evidence as features and employ a linear model to
merge evidence by attaching weights to them. The simple linear model requires the
representation of evidence containing dependency and interactions between elements
in KBs, and the evidence representation decides how to acquire evidence and how
to define the distance function D.

3.2 Estimate Evidence

We propose our approach under Assumption 3 and represent formula operators as
computable real vectors to estimate evidence and quickly calculate distance function
D(fri) in Equation (7). To make formula operators computable, we propose to
represent them by KB embeddings.

Embedding means representing each entity in KB as a low-dimension numeric
vector, and different dimensions of the vector may implicitly represent different as-
pects of an entity. Relations in KB usually have relevant representations, such as
vectors, matrixes and tensors. Entities interact under a specific relation by perform-
ing arithmetical operations between entity embeddings and relation’s representation.

To make embedding of a formula operator contain its relations’ information
and share information with other related formula operators, we exploit the idea of
TransE [3], COMB [6] and PTransE [9]. TransE represents relations as translations
in the entity vector space Rk, and assumes Eh +Er = Et when r(h, t) holds. COMB
and PTransE treat a path as a normal relation, and have Eh +Ep = Et when p(h, t)

holds. For a path h
r1−→ x

r2−→ t, we can get Eh + Er1 = Ex and Ex + Er2 = Et. We
rewrite the second equation as Ex = Et − Er2 and use it to eliminate the middle
variable x, and then we get Eh +Er1 +Er2 = Et. Er1 +Er2 is naturally used as the
representation of the formula operator → r1 → r2 →. More generally, we define
one formula operator as Ef =

∑
ri∈pEri .

We also treat a formula operator as a translation. When a formula operator f
occurs between h and t, we expect Eh to be close to Et under Ef . Therefore,
we define the D(fri) in Equation (7) as D(fri) = |Eh + Efri

− Et|, and use it
to estimate the probability of existing at least one path under fri between h and

t. For example, if we want to know whether there is at least one path
Father−−−−→ x

Nationality−−−−−−→ between Cristiano Ronaldo and Portugal, we just calculate distance by
‖EC.Ronaldo +Efather +Enationality −EPortugal‖22 and ignore who Cristiano Ronaldo’s

father is. When the grounding path Cristiano Ronaldo
Father−−−−→ José Dinis Aveiro

Nationality−−−−−−→ Portugal exists in the KB, the distance should be close to 0.
We prove the correctness of the estimating algorithm. When we find a path

p = e1
r1−→ e2

r2−→ . . .
rn−→ en+1 by search on the KB graph, if all facts ri(ei, ei+1) ∈ p
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exist in the KB, we can declare the path p exist. This criterion can be viewed as
a necessary and sufficient condition, and we add up each fact’s distance to existence
as the path distance.

D(p) =
∑

ri(ei,ei+1)∈p

‖Eei + Eri − Eei+1
‖

≥ ‖
∑

ri(ei,ei+1)∈p

Eei + Eri − Eei+1
‖

= ‖Ee1 +
∑
ri∈f

Eri − Eei+1
‖

= ‖Ee1 + Ef − Eei+1
‖

(8)

where ‖ · ‖ can be any norm function as a fact distance. According to triangle
inequality for norms, the sum of norms is greater than or equal to the norm of the
sum, so we can get the second line. The middle entities can be eliminated and there
are only relations left as the third line, and the sequence of relations can be viewed
as a formula operator. Coincidentally, we have Ef =

∑
ri∈f Eri and finally get the

forth line. The path p’s real distance D(p) must be greater than or equal to the
distance of the formula operator D(f) = ‖Ee1 + Ef − Eei+1

‖. When D(f) = 0, we
can get all facts ‖Eei + Eri − Eei+1

‖ = 0, what indicates that the path p exists.
Therefore, it is reasonable that we employ D(f) = ‖Ee1 + Ep − Eei+1

‖ to estimate
whether there is at least one path under formula operator f .

Dataset Relation Entity Train Valid Test

WN18 18 40 943 141 442 5 000 5 000
FB15K 1 345 14 951 483 142 50 000 59 071

Table 1. Statistics of WN18 and FB15K

Before estimating formula operators, this approach needs firstly mining a set
of formula operators for each relation type. We employ the Depth-First-Search
(DFS) algorithm to traverse the KB graph several times to count frequent relation
sequence, and limit the maximum length of paths. Then we simply rank the formula
operators by occurrence number, and choose top-K as the set of formula operators.
How to mine formula operators is not a focus of this paper, so we avoid missing
useful formula operators just by choosing a large K.

3.3 Objective Formalization

We rewrite Equation (7) as the score function for a triplet r(h, t), as:

fr(h,t),F r = 1− 1

Z

∑
fr
i ∈Fr

wr
i · ‖Eh + Efr

i
− Et‖22 (9)
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Dataset WN18 FB15K

Metric Mean Rank Hits@10(%) Mean Rank Hits@10(%)
Raw Filt Raw Filt Raw Filt Raw Filt

2.a INS*(MLN) 329 319 55.5 66.33 242 226 49.2 60.3

RESCAL 1 180 1 163 37.2 52.8 828 683 28.4 44.1
2.b TransE 263 251 75.4 89.2 243 125 34.9 47.1

TransH 401 388 73.0 82.3 212 87 45.7 64.4
TransR 238 225 79.8 92.0 198 77 48.2 68.7

2.c COMB 504 491 78.1 90.7 212 92 39.9 52.6

2.d FIEE 133 127 93.5 96.9 221 76 49.8 68.6

Table 2. Knowledge base completion results

where wr
i measures the correlation between formula operator f r

i and the query re-
lation r, and wr

i > 0 represents positive correlation to predicting the query and
wr

i < 0 represents negative correlation. Especially, to take advantage of the im-
plicit relationship between entities as TransE does, we treat r itself as a spe-
cial formula operator. In Equation (9), only w is parameter and needs to be
learnt by training model, while we use embedding E pre-trained by TransE and
never change them. We employ a margin-based rank loss to training model, as:

L =
∑

fs∈KB

∑
f ′
s∈KB

′

[γ +
∑
pri∈Pr

wr
i · (Df ′

s
(pri )−Dfs(p

r
i ))]+ (10)

where Dfs(p
r
i ) and Df ′

s
(pri ) represent path distances of true and false queries, respec-

tively.

4 EXPERIMENTS AND ANALYSIS

We have compared our approach with several state-of-the-art methods on KB com-
pletion (KBC) task. We predict the missing h or t for a fact r(h, t) in the test
set. The detail evaluation method is to replace t in r(h, t) by all entities in the KB
to form left testing set Qleft, and methods need to rank the right answer at the
top of the list. Similarly, we produce the right testing set Qright. We perform the
experiments on both WN18 and FB15K datasets which were subsets sampled from
WordNet[11] and Freebase [1], respectively, and Table 1 shows statistics of them.
We report the mean of those true answer ranks and the Hits@102 under both ‘raw’
and ‘filter’ as TransE does.

For comparison, we employ 3 types of methods as baselines:

1. search-based method: MLN [14];

2. embedding-based methods: RESCAL [13], TransE [3], TransH [15], TransR [10];

3. embedding and path method: COMB [6].

2 The proportion of correct entities ranked in the top 10.
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Figure 2. The running time and performance of estimating evidence

We employ INS* [16] as the implement of MLN model. For embedding meth-
ods, we use reported results directly since the evaluation datasets are identical.
We also implement COMB algorithm, and generate its path query dataset ran-
domly.

We call our approach as FIEE (Fuzzy Inference by Estimate Evidence). For
our approach, we select different parameters for two datasets. We use stochastic
gradient descent (SGD) to learn embeddings and weights, and we employ validate
set to select parameters. We select the learning rate λ among {0.001, 1e-4, 1e-5,
1e-6}, the margin γ among {0.125, 0.25, 0.5, 1}, the dimensionality of entity and
relation k among {50,100}, the L2 regularization coefficient among {0.1, 1, 10} and
the maximum length of paths lmax among {2,3,4,5,6,7} for WN18 and {2,3,4} for
FB15K. Optimal configurations are: λ = 0.001, γ = 0.5, k = 50, L2 = 10 and
lmax = 4 for WN18; λ = 0.001, γ = 1.0, k = 100, L2 = 0.1 and lmax = 3 for
FB15K.
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4.1 Our Method vs. State-of-the-Art Methods

Table 2 shows the KBC results on both WN18 and FB15K, and we can obtain the
following observations.

1. FIEE achieves good performances on both WN18 and FB15K. For WN18, our
approach outperforms all state-of-the-art methods on all metrics. It indicates
that our approach is effective for knowledge inference.

2. Comparing FIEE with INS in Table 2 a), FIEE outperforms INS on all metrics.
It indicates our fuzzy inference is more robust to missing facts than search-based
inference. Noise paths can weaken INS seriously and its performance gets worse
as the number of candidates grows, which is described in [16]. On the other
hand, FIEE treats all entities in the KB as candidates, which implies fuzzy
inference can weaken the negative effect of noise paths.

3. Comparing FIEE with embedding-based methods in Table 2 b), FIEE outper-
forms them on metrics except Mean Rank(raw) and Hits@10(filt) on FB15K
dataset. It indicates that introducing explicit logic constrains into the embed-
ding model can improve the KBC performance, and it shows that knowledge
graph embedding models have limited inference ability.

4. Comparing FIEE with COMB in Table 2 c), FIEE outperforms COMB. It in-
dicates that paths used as evidence have more effect than used as additional
training data, though both of them have the same way of representing paths.
Comparing TransE, COMB has no obvious advantage, which also indicates that
COMB cannot utilize structure information completely.

5. The best performance of our approach occurs when the maximum path length
is 4 for WN18 and 3 for FB15K. This implies there would be more noise when
the path length increases in both estimating evidence and the KBC task.

6. Our approach’s performance on FB15k is not as good as on WN18. We think
the reason may be that FB15K has much more relation types than WN18, which
means there would be huge size of formula operators in FB15K. Therefore, it
is hard to cover all correlative and meaningful formula operators, and some of
ones we selected may be noise.

4.2 Comparison on Running Time

To prove our approach’s absolute predominance on running time, we design an
experiment to compare the running time of our estimating algorithm and Depth-
First-Search algorithm.

We construct a dataset which contains 10 000 various true or false (1:1) path
instances with length from 1 to 10, and run FIEE 100 times on it to estimate paths.
As comparison, DFS algorithm searches same path instances 100 times, and we
compare their running times.
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Figures 2 a) and 2 b) show methods’ running times on WN18 and FB15K, re-
spectively. We show logarithms of running time and find the running time of DFS
increasing exponentially with the growth of path length. Especially on FB15K,
DFS cannot finish in 72 hours when path length reaches 6. However, our approach’s
running time almost remains unchanged with path length increasing and always is
under 1 second. It shows our approach’s victory by great superiority on running
time and indicates that our approach is high-efficient for estimating evidence no
matter how long it is.

4.3 Estimate Evidence

The performance of estimating formula operators has an important effect on the
KBC result, so we take an experiment to evaluate our approach’s performance on
it. We still employ the dataset in running time experiment and use estimating path
existence to approximate formula operators. Figure 2 c) shows the precision on both
WN18 and FB15k, and we can obtain the following observations:

1. Our approach achieves a good performance on estimating paths, which proves
our approach can replace searching paths on the large-scale graph.

2. The precision is reducing with the growth of path length both in WN18 and
FB15k. For WN18, when the length reached 5, the precision was less than 70 %.
There are two reasons of this phenomenon:

(a) there are cascading errors which are mentioned in [6], and the longer the
path is, the larger the cascading error is;

(b) there may be missing facts in paths, and the longer the path is, the more
facts are missing.

The interesting thing is that the first reason has adverse effect on KBC task,
while the second reason is reverse. There is an optimum maximum length of
paths for each specific KB.

3. The precision of estimating path existence on FB15K is higher than the precision
on WN18, but the KBC performance on WN18 is better. It further proved that
our approach can handle paths with missing facts, and these paths can improve
KBC performance.

5 CONCLUSION AND FUTURE WORK

This paper presents a novel method, called FIEE, to perform fuzzy inference by es-
timating evidence. FIEE treats relation sequences as computable formula operators
to estimate path existence between entities. FIEE never searches on KBs, so its
running time is short and it can be applied to large-scale KBs. Estimating evidence
can also be viewed as fuzzy matching, so this method can handle the situation where
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facts are missing. We evaluate our approach on the KBC task, and it achieves good
performances on both WN18 and FB15K datasets.

In future, we will explore the following research directions:

1. The precision of estimation is not very high, and we think the reason is that the
method of representing formula operator is not good enough, so we need explore
better representation of formula operators.

2. In this paper, we still need to get formula types before learning the inference
model, and then we want to deal with them simultaneously.
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1 INTRODUCTION

Evolutionary algorithms as metaheuristic optimization methods stand on few basic
ideas. These ideas came from evolutionary principles found in living nature. By the
influence of evolution, nature was able to make incredibly specialized and adapted
species, by its own. Adaptation process to surrounding conditions could be seen
as some kind of optimization. Adaptation process is conditioned by surroundings
pressure, which determines the quality-fitness of individuals by life or death. There-
fore surrounding is a quality criterion. Individual’s quality is taken into account in
two aspects. Fitter individual has a higher probability to transmit its good genetic
information to offsprings and, moreover, has a higher probability to outlive than less
fit individuals. This mechanism is called Darwin’s natural selection.

Next key inspiration was already mentioned in information transmission from
parents to offsprings. This mechanism consists of few joined principles. One of them
is coding individual’s properties into form of genetic sequence/string – chromosome,
where each part represents one property/variable of problem being solved (opti-
mization task). This string can be then modified by variation operators. Variation
operators could be in form of recombination – crossover or mutation like in living
nature. Chromosome modification allows to create individuals with new properties.
Another main aspect is the existence of more solutions/individuals (population) at
the same time. Unlike in classic optimization methods which work with only one
solution. The existence of population is necessary for application of evolutionary
principles, but, moreover, it allows to search the space of feasible solutions in par-
allel.

In evolutionary algorithms two main principles are used. Variation (recombina-
tion/crossover and mutation) which creates potential solutions and selection which
applies the quality criterion. Selection mechanism is one of the key processes in evo-
lutionary algorithms. Selection setup directly influences the speed of optimization
process and quality of the solution found. If selection policy is setup to prefer only
the best solutions, then it usually leads to the searching process stuck in local opti-
mum also called as premature convergence. On the other hand, if selection strategy
which has very low selection intensity is chosen then the time needed to find feasible
solution could be too long, and the solution could not be found at all.

In basic EA the selection is applied in two phases. Choosing individuals – parents
for reproduction process or other variation operator such as mutation, and choosing
which individuals will survive to a next generation – called survivor selection.

1.1 Generational/Steady State EA

The application time and place/order of selection can significantly change the whole
algorithm behavior. In the genetic algorithms there exist two modifications of such
different usage. The first type and mostly used is a generational model of EA.
Generational EA selects a big portion of individuals from the population. Selected
individuals make pairs of parents and undergo variation operations. In the next
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step the survivor selection is used. New population is a joined group of modified
individuals and only a few unchanged individuals from the old population.

The second type is a steady-state EA. In each generation only one pair of parents
is selected. Parents undergo the variation operations and these modified individuals
undergo the survivor selection. The survivor selection in this case decides which
individuals in the population will be replaced by new children individuals.

These two types of EA differ only in the usage of the selection, therefore they
have different selection schemes. The different selection scheme could be seen as
unimportant diference, but it significantly changes algorithm behavior [1].

However, selection is not only used in the survivor and the parents selection. As
the field of EA increased new types of algorithms were developed.

As mentioned previously, the selection operator in evolutionary algorithms is
very important and has a huge influence on the convergence speed and on the quality
of the final solution. Selection by itself is independent on the EA dialect. Whether
it is a genetic algorithm, an evolutionary strategy, a genetic programming or other
EA dialect, selection method is generally applicable for all types because of its
only dependence on the individual’s fitness or individual’s genotype. The axiom of
preferring better individuals on the expense of the worse ones is a base for most of
the selection methods and fitness dependence is widely used.

The aim of our work was to develop a new fitness-based selection method, which
is an extension and improvement of the already existing fitness-based selection meth-
ods. Our selection method involves both proportional and order-based methods and,
moreover, it allows scaling of selection pressure with higher precision over the range
of its possible values 〈0, 1〉. Scaling of selection pressure with so high precision over
the range of its possible values is not allowed by any of the fitness-based selection
methods up to now. Our method has one more attribute which adds randomness of
selection from range 〈0, 1〉.

All of these three attributes (generalization) allow our proposed selection me-
thod, within a particular tackled task (solution landscape) and within the specific
settings of algorithm’s decision parameters, to achieve a better solution of the task
than other well-known fitness-based selection methods.

We named this new general selection method based on the prescribed form
of a probability density distribution as 3-selection method. We discuss it in detail
in Section 3.

In addition, we have proposed a new classification of selection methods because
we consider the schemes found in the current existing resources as improper and
uncomplete. Our proposed classification of selection methods is stated in Section 2.

2 RELATED WORKS

First selection method was proposed by Holland in [2]. This method tried to take
fitness of all individuals into account as objectively as possible. So, the logical
step was to take individuals’ fitnesses to a proportion, with individuals with better
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fitness having a higher possibility to be chosen than the worse ones. This method
imitates a roulette wheel. Roulette wheel is divided into pieces with different sizes.
Each size is proportionate to the fitness of each individual where better individuals
have bigger portion of the wheel and vice versa. The wheel is then spin and the
marked individual is chosen. The roulette as a hazard simulates aspect of surviving
hazard-randomness in the living nature.

This method was later modified and extended. The modifications tried to solve
the problem of premature convergence. The most used one is a stochastic universal
selection (SUS) method, which has, in general, the same outcome as the roulette
wheel selection method, but it solves a worse statistical properties of the basic
roulette wheel method [3]. Despite the inherent simplicity of the roulette wheel
method, it has been recognized that the roulette wheel algorithm does not, in fact,
give particularly a good sample of the required distribution. Whenever more than
one sample is to be drawn from the distribution, the use of the stochastic universal
selection (SUS) algorithm is preferred [4].

Another classic method which works on completely different principles and one
of the most used selection method is a tournament selection. It is a very powerful
and simple selection algorithm.

Simply the method compares randomly chosen individuals and the better one
is chosen. Here the rate of fitness difference or fitness proportion is not considered,
but the main role is taken on individuals fitness order.

Comparison on tournament selection and roulette wheel selection and its modi-
fications was made by more authors, for example in [3].

Natural development in EA research area has produced many other selection
methods, which tried to solve premature convergence problem or tried to increase
the quality of the final solution process by different approaches. Due to the existence
of various selection methods based on different principles it is necessary to categorize
the selection methods in order to achieve a clear and comprehensive overview.

At present, the categorization of the selection methods has not been clearly
defined and there are not many resources where selection methods are strictly clas-
sified (to our knowledge there are only two resources). The authors in the first
scheme [6] classified selection methods from the historical point of view. Authors in
the second scheme [7] categorized selection methods in the base of their operation
to “proportional”, “ordinal” (or “order-based”) and “steady state” categories.

But there exist many other selection methods which work on a different principle.
More methods which select individuals based on their differences were developed.
This type of selection tries to solve the premature convergence problem, by not
using fitness as the selection criterion but as some kind of genotype metrics such as
diversity.

Selection methods can be divided into fitness-dependent (classic selection me-
thods), genotype-dependent (selection methods reflecting genotype) and special
methods. Fitness-dependent methods can be further divided into proportional
and order-based. Category of a special methods contains for example random se-
lection method, which does not belong to any of the other categories, but also
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methods such as correlative tournament selection and correlative family-based se-
lection.

Two main categories belonging to group of the fitness-based selection are the
proportional selection methods and the order-based methods. Proportional selection
selects individuals based on their fitness values relative to the fitness of the other
individuals in the set population. Developed scaling policies are able to manipulate
the fitness proportions distribution in population [5]. Order-based selection strategy
also called ranking is based on order/rank of fitness values in population [14, 6,
7]. These methods were developed to overcome problems in proportional selection
methods. For proportional methods there is a general disadvantage in cases where a
very fit individual could come across among the population and that will significantly
increase the selection intensity. In the order-based methods it is not important how
big is the difference between individuals, whether it is few times more, or it is just
a small difference, the ordering is the same.

With respect to the abovementioned facts we consider the first scheme [6] and
the second scheme [7] as improper and uncomplete.

Therefore we proposed already mentioned own classification. In the proposed
classification, the selection methods are divided into three main groups.

1. Fitness-based selection methods

Fitness-dependent methods are divided into proportional and order-based. Pro-
portional selection methods include: Roulette wheel selection (SSR, SSPR) [2, 9],
Stochastic universal selection (SUS) [10], Stochastic remainder selection (with
replacement, without replacement), and Deterministic sampling. Order-based
selection methods include: Elitism, Tournament selection (Binary tournament
selection, Larger tournament selection, Boltzmann tournament selection [11,
12]), Linear ranking selection [5, 8, 14, 15], Exponential ranking selection [8],
and Truncation selection [8].

2. Genotype-based selection methods

This group includes the Diversified selection method and methods based on
gender-specific selection: Genetic algorithm with chromosome differentiation
(GACD) [16], Restricted mating [17, 18, 19, 20], Genetic relatedness-based se-
lection, Fitness uniform selection scheme (FUSS) [21], and Reserve selection [22].

3. Special selection methods

This group consists of the following methods: Random selection, Correlative
tournament selection [13], and Correlative family-based selection [13].

The proposed classification is a summary of selection methods found in litera-
ture. Unfortunately, only few of these methods have been seriously analyzed and
compared [8, 3]. Some researchers tried to analyze selection methods by some mea-
surable characteristics [3, 23, 8]. The most frequently used measurable character-
istics are takeover time and selection pressure [3, 23]. These characteristics can be
used to compare selection methods in a certain way and can provide an information
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why is some setting of evolutionary algorithm better than the other for particular
cases. But they can say nothing about which selection method is more suitable than
the other in general, because a different setting of selection pressure and takeover
time may be appropriate in particular cases. Convergence of the EA depends also on
the settings of the other algorithm’s decision parameters and the solution landscape
is a priori unknown (no free lunch theorem).

3 SELECTION METHOD BASED ON PRESCRIBED PROBABILITY
DENSITY FUNCTION (3-SELECTION METHOD)

Selection based on the prescribed form of a probability density distribution arised
from the idea to construct a general selection method for genetic algorithms. It
represents the original, our suggested selection method for the fitness-based selection
methods. If this method is sufficient in general, it must provide a wide scalability
of selection rate, from a purely random selection to the elitist behavior.

The main role of selection is to maintain perspective pieces of information con-
tained in the genotype, therefore a selection method must naturally prefer better
individuals over the worse ones. Hence each selection method is based on the fact
that a fitter individual has a higher probability of selection than a less fit individ-
ual. We solve minimization tasks, which means that the most fit (fittest) individual
represents the minimum value of the fitness function.

Our method is based on defining the shape of probability density distribution.
This shape of selection method must satisfy the criteria (if we assume minimization
problem):

p (f1) ≤ p (f2) ≤ . . . ≤ p (fi) ≤ . . . ≤ p (fn) ; f1 ≥ f2 ≥ f3 ≥ . . . ≥ fi ≥ . . . ≥ fn
(1)

where

• p (fi) is probability of selection of ith individual whose fitness is fi,

• f1 is fitness value of the least fit individual,

• fn is fitness value of the fittest individual.

If we preserve property defined in (1) and we consider that the prescribed prob-
ability curve is defined with some function p (fi) = F (fi), then we can convert this
feature to a specific selection method. The algorithm of a ”general” selection is as
follows (minimization problems):

1. Normalization of fitness values in the interval 〈0, 1〉 by Equation (2) for propor-
tional selection and by Equation (4) in case of order-based selection.

2. Selection of random individual whose normalized fitness is fni
.

3. If F (fni
) ≥ r then this individual is copied to a group of selected individuals; r

is random generated number from the range (0, 1〉.
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4. If the number of selected individuals equals to the number of individuals to be
selected then end, else go to step 2.

Standardization of fitness values in the interval 〈0, 1〉 is performed in our se-
lection from two reasons. First, for the generality of different scales of fitness
landscapes. Second, for our prescribed form of the probability density distribu-
tion function. Standardization of fitness values is done in such a way that the fittest
individual (in our case, with the minimum fitness value) will have the value of a nor-
malized fitness 1, and the least fit individual (in our case, with the maximum fitness
value) will have the value of normalized fitness 0. Other individuals will have fitness
values between the boundary points of the interval 〈0, 1〉.

Fitnesses and normalized fitnesses have not the same ordering due to the con-
struction of our prescribed form of the probability density distribution function,
which is in form of (5), (6).

fni
= 1− (fi −min (f))

(max (f)−min (f))
→ fni

∈ 〈0, 1〉 . (2)

Taking into account the fact that the selection methods can be generally classified
into two main groups, namely a proportional and order-based group, a logical conse-
quence is that if we replace in step 1 of our algorithm the standardization of fitness
values for the standardization of order, considering sorted individuals:

srt (f) = f1 ≥ f2 ≥ f3 ≥ f4 ≥ fi ≥ . . . ≥ fn, (3)

fni
=

i

N
→ fni

∈ (0, 1〉 , (4)

then we get the order-based selection method.
Our goal was to make the method of selection as general as possible, so it needs

to be adjustable from a random selection to an elitist selection. Function F was
therefore chosen in the form of (5), (6) where ϕ ∈ 〈0, 1〉 is the input parameter
which defines selection pressure of the method. In (6), if ϕ = 1 we assume that
1infinity = 1 and numbers less than 1 including zero raised to an infinity tend to 0.

• If ϕ ≤ 0.5
F (fni

) = f 2ϕ
ni
, (5)

• if ϕ > 0.5

F (fni
) = f

0.5
1−ϕ
ni . (6)

With regard to another important feature of our selection method (adding ran-
domness of selection), at first we clarify how the selection, respectively the feature
of selective pressure, behaves in the evolution of the genetic algorithm.

If the selective pressure is high, it is causing fast convergence just by new in-
dividuals emerging in the population being created from the best individuals, and



Generalized Selection Method 1425

therefore the algorithm is searching in the direction of the fastest descent criterion
function. This is due to the fact that selection allows manifestation of only this
information which manifests itself immediately or in a few generations and from
this reason some random change caused by a mutation here has not a big chance
to survive and consequently to manifest. When the selective pressure is high, the
algorithm otherwise converges quickly, but in the case of hard multimodal functions
it results as stuck on local suboptimal solution.

On the other side, when the selective pressure is too low the algorithm has
good ability to avoid local extremes but the time of convergence to the solution
may be too long. In this case, the information resulting from global mutation have
a big chance to survive longer because the selection allows individuals to carry this
information to get to the next generation. However, a disadvantage is that many
times the unperspective areas of the task are unnecessarily scanned, and it increases
the time complexity of the whole algorithm.

A well-functioning selection method should, on the one hand, provide sufficient
ability to increase the selective pressure, but, on the other hand, it should provide
the possibility of randomness, it means a certain chance for unsuccessful individuals
to survive as well. Consequently, there comes the possibility to combine worse
and better individuals, and thereby to increase the probability of finding a global
solution. We tried to incorporate this idea into the proposed selection method. In
case of the probability density distribution shapes (Figure 1) it means shifting the
whole curve upwards, and that is caused by the additional randomness (Figure 3).
In other words, to a given probability density distribution curve we add a uniform
probability density distribution with a certain amplitude σ, where σ ∈ 〈0, 1〉 is
a random parameter. Parameter of selection pressure ϕ ∈ 〈0, 1〉. The final formula
for function F is:

• if ϕ ≤ 0.5

F (fni
) = (f 2ϕ

ni
+ σ)/(1 + σ), (7)

• if ϕ > 0.5

F (fni
) =

(
f

0.5
1−ϕ
ni + σ

)
/ (1 + σ) . (8)

In (8), if ϕ = 1 we assume that 1infinity = 1 and numbers less than 1 including zero
raised to an infinity tend to 0.

Probabilistic selection model of 3-selection method with adding randomness of
selection:

• if ϕ ≤ 0.5

p (Xi) =

(
f 2ϕ
ni

+ σ
)
z (fi)∑(

f 2ϕ
ni + σ

) , (9)
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a) b)

Figure 1. Generated shape of selection probability according to Equations (5) and (6).
On the left we can see the proportional selection for different parameters of ϕ, on the
right there is the order-based selection. In this illustrative example, on the x-axis there
are 50 fitness values where 1 is the best value and 50 is the worst value. On the y-axis we
can see a corresponding selection probability of F (fni) for parameter ϕ.

Figure 2. Corresponding relative frequencies for selection curves in Figure 1. On the left
side there is the proportional selection method for different ϕ values, on the right side
there is the order-based selection. On the x-axis there are 50 fitness values where 1 is the
best value and 50 is the worst value. On the y-axis we can see a corresponding relative
frequencies for parameter ϕ.

• if ϕ > 0.5

p (Xi) =

(
f

0.5
1−ϕ
ni + σ

)
z (fi)∑(

f
0.5
1−ϕ
ni + σ

) , (10)

z (fi) is the number of repeating of the ith individual (fitness) in the population.
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Figure 3. Generated shape of selection probability according to Equations (7) and (8).
On the left there is the proportional selection for different parameters of ϕ, on the right
there is the order-based selection. In this illustrative example, on the x-axis there are
50 fitness values where 1 is the best value and 50 is the worst value. On the y-axis we can
see a corresponding selection probability of F (fni) for parameter ϕ.

Figure 4. Corresponding relative frequencies for selection curves in Figure 3. On the left
side there is the proportional selection method for different ϕ values, on the right side
there is the order-based selection. On the x-axis there are 50 fitness values where 1 is the
best value and 50 is the worst value. On the y-axis we can see a corresponding relative
frequencies for parameter ϕ.

A significant advantage resulting from the stated properties of our selection is
the ability to continuously change the value of selective pressure (ϕ) as well as the
degree of randomness in the selection (σ).

To clarify the way 3-selection method works we present the algorithm of our
proposed 3-selection method (Algorithm 1).
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Algorithm 1: 3-selection method

Data: selection rate ϕ, rand rate σ, pp – proportional (pp = 1) or
order-based selection (pp = 2), pop – input population, fit – fitness
vector of individuals in input population, n – required number of
selected individuals, norm fit – normalized fitness

Result: popout – output population, fitout – fitness of individuals in
output population

1 initialization popout, fitout;
2 if ϕ > 0.9999 then
3 ϕ = 0.9999;
4 end if
5 ϕ = ϕ ∗ 2;
6 if pp = 1 then
7 if max(fit)−min(fit) 6= 0 then
8 norm fit = (fit−min(fit))./(max(fit)−min(fit));
9 norm fit = 1− norm fit;

10 else
11 norm fit = (fit)./(max(fit));
12 end if

13 else
14 if pp = 2 then
15 sort pop according to descending fitness values;
16 sort fit according to descending fitness values;
17 nn – number of fitness values in fitness vector;
18 norm fit = (1 : nn) /nn;

19 else

20 end if

21 end if
22 count = 0;

4 EXPERIMENTS

The right setup of any evolution algorithm is not an easy task due to many variables
needed to be set and our method provides 3 more additional parameters, and that
could be seen as a disadvantage. On the other hand, it provides a possibility of very
precise setting of a selection.

The influence of 3 new parameters is shown on 6 different GA (Table 1), which
differ in the variation operators setup. We chose different GA setup in the meaning of
a different exploration and exploitation rate. The results for different combinations
of 3-selection method parameters on the 6 different GA setups are compared to the
tournament and the SUS selection methods.
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23 while n > count do
24 j = round to the nearest integer towards infinity

(random number ∗ population size);
25 if ϕ ≤ 1 then

26 if random number ∗ (1 + σ) ≤ σ +
(

norm fit (j)(ϕ)
)
then

27 count = count + 1;
28 save individual j from pop to popout to position given by the

value of variable count;
29 save fitness of individual j from fit to fitout to position given by

the value of variable count;

30 end if

31 end if
32 if ϕ > 1 then

33 if random number ∗ (1 + σ) ≤ σ +
(
norm fit (j)(0.5/(1−(ϕ/2)))

)
then

34 count = count + 1;
35 save individual j from pop to popout to position given by the

value of variable count;
36 save fitness of individual j from fit to fitout to position given by

the value of variable count;

37 end if

38 end if

39 end while

In the experiments for all tested functions we used a simple panmictic GA whose
algorithm was:

1. Generate initial population of 50 individuals (chromosomes) – each individual
(chromosome) consists of 5 genes and each gene generate randomly from the
considered range of values (searching space) for particular test function.

2. Fitness evaluation of new or modified individuals – minimization problem – the
most fit (fittest) individual has minimum value of the fitness function.

3. Selection of 3 groups of individuals:

• Best – one best individual,

• Old – 15 random selected individuals,

• Work – 34 individuals selected by 3-selection method.

4. Crossover of the Work individuals.

5. Global mutation of the crossed individuals.

6. Local mutation of the mutated individuals.

7. Merging of groups Best, Old and Work to the new population.
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8. If end condition is satisfied then end, else go to step 2.

The termination condition was set as the stagnating convergence of GA for
200 generations with 0 difference of best fitness. This allows to get the best result
for a GA setup. The global mutation is a mutation which can modify a gene with
a value from the whole searching space. The mutation probability is defined as
(number of genes) ∗ (number of individuals) ∗ (mutation rate) ∗ (uniform random
number).

For the local mutation an additive mutation was used, which adds a value from
a space 〈−amps,+amps〉 to the mutated gene. The amp value is a maximal ampli-
tude of the additive mutation, usually taken as a very small part of the searching
space.

GA-1: low-div-LOCAL GA-2: mid-div-LOCAL
50 individuals 50 individuals
5 genes 5 genes
One-point crossover One-point crossover
Uniform global mutation 5 % Uniform global mutation 20 %
Local (additive) mutation 5 % Local (additive) mutation 20 %
Amplitude of local (additive) Amplitude of local (additive)
mutation – 0.1 % from the space range mutation – 0.1 % from the space range

GA-3: high-div-LOCAL GA-4: low-div-GLOBAL
50 individuals 50 individuals
5 genes 5 genes
One-point crossover One-point crossover
Uniform global mutation 50 % Uniform global mutation 5 %
Local (additive) mutation 50 % Local (additive) mutation 5 %
Amplitude of local (additive) Amplitude of local (additive)
mutation – 0.1 % from the space range mutation – 10 % from the space range

GA-5: mid-div-GLOBAL GA-6: high-div-GLOBAL
50 individuals 50 individuals
5 genes 5 genes
One-point crossover One-point crossover
Uniform global mutation 20 % Uniform global mutation 50 %
Local (additive) mutation 20 % Local (additive) mutation 50 %
Amplitude of local (additive) Amplitude of local (additive)
mutation – 10 % from the space range mutation – 10 % from the space range

Table 1. Genetic algorithm settings for different exploration and exploitation rate

In the experiments, we used 5 different test functions, namely Eggholder func-
tion, Quadratic function, Fnc1 function, Rastrigin function and Sgu2 function. Each
of them has a different geometrical landscape and therefore a different degree of diffi-
culty. In addition, each of the test function needs a totally different setup of decision
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parameters, namely the degree of a selection pressure, the degree of a randomness,
the global and the local mutation rate and the amplitude of local mutation. For
all of the test functions a common parameter was the number of searching space
dimensions and it was set to 5.

The combinations of 3-selection method parameters were made as full factorial
of selection ϕ and random σ parameters with 0.05 step and with both order and pro-
portional type of selection. All of the provided results show the average of 100 runs
for every combination.

In our article we provide only the best results (SR, MBF) compared to the
results from other applied selection methods – SUS, tournament selection. For each
used test function we only state the GA setup in which the best result is found (see
Tables 2, 3, 4, 5, 6, 7, 8, 9, 10, 11). The best results of success rate (SR) and mean
best fitness (MBF) function are marked bold.

There are 5 292 different combinations of parameters values and GA variation
operators setups for each test function. Concretely, 21 selection pressure setting
options, 21 randomness setting options, 2 selection methods (proportional, order-
based) and 6 different GA setups (21∗ 21∗ 2∗ 6 = 5 292). Our sel3 selection method
gradually goes through all possible combinations of its parameter values and is
looking for an optimal solution for each combination (therefore, the parameters of
the selection method are not pre-set, all of them are passed sequentially).

The most interesting results for each of the 6 different GA setups (due to 5 292
of combinations per test function) compared to results for tournament and SUS
selection for each test function we could present due to the large scale of tables in
the Annex. As can be seen from these tables (listed in the Annex) for each test
function, (for the indicator for SR and also for the indicator for MBF) the best
results through the proposed 3-selection method were achieved.

The exception is evaluating the indicator of success rate (SR) for functions
Rastrigin and Quadratic (less difficult test functions) – here the best result (100 %)
was reached not only using selection method sel3 but also using the conventional
standard selection methods SUS and tournament selection. For more difficult test
functions (Eggholder, Fnc1, Sgu2) this is no longer true while the best results for
the indicator of success rate (SR) and mean best fitness (MBF) are achieved only
using the method sel3.

Of course, each of the test functions is, in general, achieving the best results
by certain specific settings of variation operators of GA, which directly influence
diversity and the level of degree of searching. Thus, in a certain specific (for given
function the most suitable or a number of the most suitable) setting(s) of variation
operators each of the used and tested selection methods shows better results for
given test function in comparison with other settings of variation operators.

If we compare 3-selection method with the proportional type and with the order-
based type using our five test functions, we can see that their effectiveness is rel-
atively balanced. Whether it is, in a particular case, more effective to apply the
proportional or order-based selection method always depends on the type of the test
function and partly also on the setting of variation operators of genetic algorithm.
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4.1 Eggholder Function

This test function has a strong multimodal character. The variables of this function
are not linearly dependent, and it increases the difficulty of finding a solution. Global
extreme of this function is unknown. By now the best reached minimal value of this
function for 5 variables of the considered range 〈−500; 500〉 is −3 719.7.

f (X) =
n−1∑
i=1

(
−xi sin

(√
|xi − (xi+1 + 47)|

))
−

n−1∑
i=1

(xi+1 + 47) sin

(√∣∣∣xi+1 + 47 +
xi
2

∣∣∣) . (11)

success rate [%]
SUS

sel3
Tournament

sel3
SR -3650 proportional order-based

high-div-local 29 %

64 %

61 %

67 %
p-sel = 0.65 p-sel = 0.65
p-rand = 0 p-rand = 0.15
and
p-sel = 0.9
p-rand = 0.3

Table 2. Eggholder function – SR

mean best fitness
SUS

sel3 Tournament sel3
MBF proportional order-based

high-div-local -3 274.18
-3 515.68

-3 502.99
-3 538.92

p-sel = 0.65 p-sel = 0.65
p-rand = 0.1 p-rand = 0.15

Table 3. Eggholder function – MBF

4.2 Quadratic Function

Unimodal function. This function has only one extreme, but, for testing purposes,
it is very useful. The value of extreme of this function is 0, where xi = 0 for
i = 1, 2, 3, . . . , 5; xi ∈ 〈−500; 500〉.

f (X) =
n∑

i=1

x2
i . (12)
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success rate [%]
SUS

sel3
Tournament

sel3
SR 0,1 proportional order-based

low-div-local 100 %
100 %

100 %
100 %

all parameters all parameters
p-sel, p-rand p-sel, p-rand

Table 4. Quadratic function – SR

mean best fitness
SUS

sel3 Tournament sel3
MBF proportional order-based

mid-div-local 0.0000126
0.0001259

0.0000653
0.00000147

p-sel = 1 p-sel = 0.95
p-rand = 0.15 p-rand = 0

Table 5. Quadratic function – MBF

4.3 Fnc1 Function

Fnc1 function is designed so that every position and value of extreme is known.
It consists of one declining hyper-space of x3 and randomly generated Gaussian
functions. For this test function, it is characteristic that for finding a solution
a high degree of randomness is needed. The randomness rate should be at least
0.45. It seems that for this test function and for the proportional selection (when
randomness rate ≥ 0.5), to find the best results, the size of the selection parameter
does not matter much. We would like to discuss this phenomenon in more detail in
the following article.

ex∑
j=1

dim∏
k=1

−
√

s1(j)
Π

es2(j)(x(k)−o(k,j))2
+

(
dim∑
i=1

0.002xi

)3

. (13)

The parameters s1, s2, o were once randomly generated, −5 < xk < 5 and k =
1, 2, . . . , 5. The value of global minimum (global extreme) is −56.4176 and global
extreme position is x1 = 4.0587; x2 = −2.9964; x3 = 2.7314; x4 = −4.7486 and
x5 = −1.0560. The function has 50 extremes randomly distributed in the space and
one corresponding to the minimum of the hyperspace x3.

4.4 Rastrigin Function

Rastrigin function is multimodal function that shows strong periodical character
with the regular occurrence of extremes. It belongs to the separable test functions.
The value of global minimum (global extreme) of this test function is 0, where xi = 0
for i = 1, 2, 3, . . . , 5 ; xi ∈ 〈−500; 500〉.

f (x) = 10n+
n∑

i=1

(
x2
i − 10 cos (2Πxi)

)
. (14)
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success rate [%]
SUS

sel3
Tournament

sel3
SR -50 proportional order-based

high-div-local 2 %

41 %

0 %

36 %
p-sel = 1 p-sel = 1
p-rand = 0.5 p-rand = 0.45
and and
p-sel = 0.05 p-sel = 0.9
p-rand = 0.55 p-rand = 0.65
and and
p-sel = 0.15 p-sel = 1
p-rand = 1 p-rand = 0.8

Table 6. Fnc1 function – SR

mean best fitness
SUS

sel3 Tournament sel3
MBF proportional order-based

high-div-local −25.256
−37.568

−16.243
−36.636

p-sel = 0.05 p-sel = 0.15
p-rand = 0.55 p-rand = 0.45

Table 7. Fnc1 function – MBF

success rate [%]
SUS

sel3
Tournament

sel3
SR 0,1 proportional order-based

mid-div-local 100 %

100 %

99 %

100 %
p-sel= 1 p-sel = 1
p-rand = 0 p-rand = 0
and several others and many others

low-div-local 100 %

100 %

100 %

100 %
p-sel = 1 p-sel = 1
p-rand = 0 p-rand = 0
and several others and many others

Table 8. Rastrigin function – SR

4.5 Sgu2 Function

Test function Sgu2 has a strong multimodal character and belongs to non-separable
functions. The location and the value of global extreme is unknown for xi ∈
〈−500; 500〉, i = 1, 2, 3, . . . , 5. So far the best value achieved by different experi-
ments was −46.2655.

f (x) =
n−1∑
i=1

− |ln (|arctan (xi+1)− arccos (xi)| − Π (sin (xi+1)− cos (xi)))| . (15)
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mean best fitness
SUS

sel3 Tournament sel3
MBF proportional order-based

mid-div-local 0.0005
0.0033

0.013
0.0003

p-sel = 1 p-sel = 1
p-rand = 0 p-rand = 0

Table 9. Rastrigin function – MBF

success rate [%]
SUS

sel3
Tournament

sel3
SR -25 proportional order-based

mid-div-local 61 %
85 %

73 %
78 %

p-sel = 0.7 p-sel = 0.85
p-rand = 0 p-rand = 0.05

Table 10. Sgu2 function – SR

mean best fitness
SUS

sel3 Tournament sel3
MBF proportional order-based

mid-div-local −27.209
−28.189

−27.181
−28.163

p-sel = 0.8 p-sel = 0.75
p-rand = 0 p-rand = 0

Table 11. Sgu2 function – MBF

success rate [%]
SUS

sel3
Tournament

sel3
SR -3650 proportional order-based

high-div-global 28 %
49 %

15 %
48 %

p-sel = 0.8 p-sel = 0.85
p-rand = 0 p-rand = 0

high-div-local 29 %

64 %

61 %

67 %
p-sel = 0.65 p-sel = 0.65
p-rand = 0 p-rand = 015
and
p-sel = 0.9
p-rand = 0.3

mid-div-global 30 %
53 %

46 %
54 %

p-sel = 0.6 p-sel = 0.6
p-rand = 0.1 p-rand = 0.1

mid-div-local 25 %

61 %

45 %

61 %
p-sel = 0.25 p-sel = 0.25
p-rand = 0.2 p-rand = 0
and
p-sel = 0.55
p-rand = 0.7

low-div-global 13 %
40 %

18 %
37 %

p-sel = 0.6 p-sel = 0.45
p-rand = 0.65 p-rand = 0.7

low-div-local 21 %
51 %

28 %
46 %

p-sel = 0.15 p-sel = 1
p-rand = 0.85 p-rand = 0.7

Table 12. Eggholder function – SR
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mean best fitness
SUS

sel3 Tournament sel3
MBF proportional order-based

high-div-global −3 314.42
−3 492.89

−3 421.74
−3 501.17

p-sel = 0.85 p-sel = 0.85
p-rand = 0 p-rand = 0

high-div-local −3 274.18
−3 515.68

−3 502.99
−3 538.92

p-sel = 0.65 p-sel = 0.65
p-rand = 0.1 p-rand = 0.15

mid-div-global −3 296.37
−3 513.28

−3 456.52
−3 509.35

p-sel = 0.6 p-sel = 0.6
p-rand = 0.1 p-rand = 0.35

mid-div-local −3 251.13
−3 509.95

−3 392.8
−3 488.4

p-sel = 0.25 p-sel = 0.4
p-rand = 0.2 p-rand = 0.8

low-div-global −3 129.94
−3 399.69

−3 185.14
−3 402.85

p-sel = 0.15 p-sel = 0.2
p-rand = 1 p-rand = 0.65

low-div-local −3 137.88
−3 417.39

−3 229.15
−3 389.04

p-sel = 0.15 p-sel = 1
p-rand = 0.65 p-rand = 0.7

Table 13. Eggholder function – MBF

success rate [%]
SUS

sel3
Tournament

sel3
SR 0,1 proportional order-based

high-div-global 97 %
97 %

0 %
99 %

p-sel = 1 p-sel = 1
p-rand = 0 p-rand = 0

high-div-local 100 %

100 %

100 %

100 %
p-sel = 1 p-sel = 1
p-rand = 0 p-rand = 0
and many others and many others

mid-div-global 100 %

100 %

32 %

100 %
p-sel = 1 p-sel = 1
p-rand = 0 p-rand = 0
and and several others
p-sel = 1
p-rand = 0.05

mid-div-local 100 %

100 %

100 %

100 %
p-sel = 1 p-sel = 1
p-rand = 0 p-rand = 0
and many others and many others

low-div-global 96 %
97 %

95 %
99 %

p-sel = 1 p-sel = 0.55
p-rand = 0.1 p-rand = 0.05

low-div-local 100 %
100 %

100 %
100 %

all parameters all parameters
p-sel, p-rand p-sel, p-rand

Table 14. Quadratic function – SR

5 CONCLUSION

In this paper we introduced new selection method called 3-selection which enables
higher scalability, covers both the proportional and order-based methods, and in
addition, it has a randomness parameter. The examples show that for different
settings of variation operators, which directly influence the diversity and the degree
of searching, the meaning of selection method is changing.
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mean best fitness
SUS

sel3 Tournament sel3
MBF proportional order-based

high-div-global 0.0269
0.0272

19.867
0.0195

p-sel = 1 p-sel = 1
p-rand = 0 p-rand = 0

high-div-local 0.0000412
0.000283

0.0064
0.00000369

p-sel = 1 p-sel = 1
p-rand = 0 p-rand = 0

mid-div-global 0.0092
0.0126

0.2481
0.0097

p-sel = 1 p-sel = 1
p-rand = 0 p-rand = 0

mid-div-local 0.0000126
0.0001259

0.0000653
0.00000147

p-sel = 1 p-sel = 0.95
p-rand = 0.15 p-rand = 0

low-div-global 0.0309745
0.0335

0.0375027
0.0284

p-sel = 1 p-sel = 0.75
p-rand = 0.1 p-rand = 0

low-div-local 0.0000123
0.0000512

0.00000746
0.00000448

p-sel = 1 p-sel = 0.95
p-rand = 0.1 p-rand = 0.05

Table 15. Quadratic function – MBF

success rate [%]
SUS

sel3
Tournament

sel3
SR -50 proportional order-based

high-div-global 12 %
31 %

0 %
23 %

p-sel = 0.6 p-sel = 1
p-rand = 0.3 p-rand = 0.15

high-div-local 2 %

41 %

0 %

36 %
p-sel = 1 p-sel = 1
p-rand = 0.5 p-rand = 0.45
and and
p-sel = 0.05 p-sel = 0.9
p-rand = 0.55 p-rand = 0.65
and and
p-sel = 0.15 p-sel = 1
p-rand = 1 p-rand = 0.8

mid-div-global 12 %
27 %

0 %
32 %

p-sel = 0.15 p-sel = 1
p-rand = 0.6 p-rand = 0.3

mid-div-local 5 %
35 %

0 %
38 %

p-sel = 0 p-sel = 0
p-rand = 0.4 p-rand = 0.35

low-div-global 4 %
21 %

0 %
20 %

p-sel = 0 p-sel = 0
p-rand = 0.2 p-rand = 0.15

low-div-local 2 %
20 %

0 %
20 %

p-sel = 0 p-sel = 0
p-rand = 0.65 p-rand = 0.65

Table 16. Fnc1 function – SR

Compared with the most used fitness-proportionate selection method the SUS
and the most used order-based selection method – the tournament selection, it was
also shown that the proposed 3-selection method is able to provide better results
because this method enables more precise setting of GA, and consequently, more
precise results are obtained. Experiments used binary tournament selection with
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mean best fitness
SUS

sel3 Tournament sel3
MBF proportional order-based

high-div-global −28.972
−34.569

−17.274
−33.686

p-sel = 0.9 p-sel = 0.95
p-rand = 0.75 p-rand = 0.3

high-div-local −25.256
−37.568

−16.243
−36.636

p-sel = 0.05 p-sel = 0.15
p-rand = 0.55 p-rand = 0.45

mid-div-global −17.323
−34.621

−18.479
−34.4

p-sel = 0.05 p-sel = 0
p-rand = 0.5 p-rand = 0.6

mid-div-local −15.175
−36.171

−18.121
−36.191

p-sel = 0 p-sel = 0
p-rand = 0.4 p-rand = 0.35

low-div-global −11.042
−31.647

−17.926
−29.317

p-sel = 0 p-sel = 0
p-rand = 0.2 p-rand = 0.25

low-div-local −9.029
−28.439

−9.615
−27.72

p-sel = 0 p-sel = 0
p-rand = 0.2 p-rand = 0.45

Table 17. Fnc1 function – MBF

success rate [%]
SUS

sel3
Tournament

sel3
SR 0,1 proportional order-based
high-div-global 0 % 0 % 0 % 0 %

high-div-local 100 %

100 %

1 %

100 %
p-sel = 1 p-sel = 1
p-rand = 0 p-rand = 0

and several others

mid-div-global 1 %
1 %

0 %
3 %

p-sel = 1 p-sel = 1
p-rand = 0.05 p-rand = 0

mid-div-local 100 %

100 %

99 %

100 %
p-sel = 1 p-sel = 1
p-rand = 0 p-rand = 0
and several others and many others

low-div-global 0 %

1 %

0 %

1 %
p-sel = 1 p-sel = 0.45
p-rand = 0.15 p-rand = 0
and several others and several others

low-div-local 100 %

100 %

100 %

100 %
p-sel = 1 p-sel = 1
p-rand = 0 p-rand = 0
and several others and many others

Table 18. Rastrigin function – SR

arity = 2 and selection probability (for k = 2):

p(fi) =
(imin(fi) + z(fi))

k − (imin(fi) + z(fi)− 1)k

nk
(16)
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mean best fitness
SUS

sel3 Tournament sel3
MBF proportional order-based

high-div-global 2.21
2.137

49.616
2.41

p-sel = 1 p-sel = 1
p-rand = 0 p-rand = 0

high-div-local 0.00107
0.018

3.864
0.0009

p-sel = 1 p-sel = 1
p-rand = 0 p-rand = 0

mid-div-global 1.488
1.403

6.971
1.385

p-sel = 1 p-sel = 1
p-rand = 0 p-rand = 0

mid-div-local 0.0005
0.0033

0.013
0.0003

p-sel = 1 p-sel = 1
p-rand = 0 p-rand = 0

low-div-global 2.582
2.6504

2.868
2.4198

p-sel = 1 p-sel = 0.9
p-rand = 0.15 p-rand = 0

low-div-local 0.0013
0.0027

0.0015
0.0008

p-sel = 1 p-sel = 1
p-rand = 0.2 p-rand = 0

Table 19. Rastrigin function – MBF

success rate [%]
SUS

sel3
Tournament

sel3
SR -25 proportional order-based

high-div-global 35 %
52 %

3 %
49 %

p-sel = 0.85 p-sel = 0.95
p-rand = 0 p-rand = 0

high-div-local 66 %
76 %

16 %
79 %

p-sel = 0.8 p-sel = 0.95
p-rand = 0 p-rand = 0

mid-div-global 47 %

57 %

33 %

57 %
p-sel = 0.9 p-sel = 0.8
p-rand = 0 p-rand = 0

and
p-sel = 0.8
p-rand = 0.1

mid-div-local 61 %
85 %

73 %
78 %

p-sel = 0.7 p-sel = 0.85
p-rand = 0 p-rand = 0.05

low-div-global 28 %
38 %

20 %
33 %

p-sel = 0.85 p-sel = 0.55
p-rand = 0.1 p-rand = 0.3

low-div-local 52 %

66 %

43 %

64 %
p-sel = 0.95 p-sel = 0.3
p-rand = 0.8 p-rand = 0.25
and
p-sel = 0.5
p-rand = 0.7

Table 20. Sgu2 function – SR

where

• p(fi) is selection probability of the ith individual (fitness),

• z (fi) is number of repetitions of the ith individual (fitness) in the population,

• imin(fi) is number of individuals from which the ith individual has better fitness
(for minimization tasks)

• k is arity of the tournament selection,
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mean best fitness
SUS

sel3 Tournament sel3
MBF proportional order-based

high-div-global −23.801
−25.212

−20.472
−24.949

p-sel = 0.85 p-sel = 0.9
p-rand = 0 p-rand = 0

high-div-local −26.282
−27.837

−22.263
−27.952

p-sel = 0.9 p-sel = 0.95
p-rand = 0 p-rand = 0

mid-div-global −25.141
−25.555

−24.234
−25.871

p-sel = 0.9 p-sel = 0.8
p-rand = 0 p-rand = 0

mid-div-local −27.209
−28.189

−27.181
−28.163

p-sel = 0.8 p-sel = 0.75
p-rand = 0 p-rand = 0

low-div-global −23.005
−24.0403

−22.891
−23.893

p-sel = 0.85 p-sel = 0.7
p-rand = 0.1 p-rand = 0.6

low-div-local −25.49
−26.5197

−24.877
−26.3822

p-sel = 0.5 p-sel = 0.3
p-rand = 0.7 p-rand = 0.25

Table 21. Sgu2 function – MBF

• n is number of individuals in the population.

The selection probability was calculated for used SUS:

p(Xi) =
(fni
× z (fi))∑
fni

; fni
≥ 0 (17)

where

• fni
is normalized fitness value of the ith individual (minimization tasks),

• p(Xi) is selection probability of the ith individual,

• z (fi) is number of repetitions of the ith individual (fitness) in the population.

It could be argued that the proposed 3-selection method makes the process of
designing GA more difficult. By providing more degrees of freedom the process of
designing GA is more difficult. However, the extra properties of selection prede-
termine this method to be used in some sort of adaptive algorithms where such
disadvantages become useful. But the ability of continuously changing selection
pressure, influence of randomness, or optionally changing behavior of selection by
switching between proportional and order-based selection are definitely great merits
of the 3-selection method.

Acknowledgement

This work has been supported by the Slovak Scientific Grant Agency VEGA under
the grant No. 2/0155/19.



Generalized Selection Method 1441

REFERENCES

[1] Vavak, F.—Fogarty, T. C.: Comparison of Steady State and Generational Ge-
netic Algorithms for Use in Nonstationary Environments. Proceedings of IEEE
International Conference on Evolutionary Computation, Nagoya University, 1996,
pp. 192–195, doi: 10.1109/ICEC.1996.542359.

[2] Holland, J. H.: Adaptation in Natural and Artificial Systems. University of Michi-
gan Press, 1975. ISBN 978-0-472-08460-9.

[3] Goldberg, D. E.—Deb, K.: A Comparative Analysis of Selection Schemes Used
in Genetic Algorithms. Foundations of Genetic Algorithms, Vol. 1, 1991, pp. 69–93,
doi: 10.1016/B978-0-08-050684-5.50008-2.

[4] Eiben, A. E.—Smith, J. E.: Introduction to Evolutionary Computing. Springer-
Verlag, Berlin, Heidelberg, Natural Computing Series, 2003, doi: 10.1007/978-3-662-
05094-1.

[5] Grefenstette, J. J.—Baker, J. E.: How Genetic Algorithms Work: A Critical
Look at Implicit Parallelism. In: Schaffer, J. D. (Ed.): Proceedings of the Third
International Conference on Genetic Algorithms. Morgan Kaufmann Publishers, San
Mateo, CA, 1989, pp. 20–27.

[6] Sivaraj, R.—Ravichandran, T.: A Review of Selection Methods in Genetic Algo-
rithm. International Journal of Engineering Science and Technology (IJEST), Vol. 3,
2011, No. 5, pp. 3792–3797.

[7] Shodhganga, http://shodhganga.inflibnet.ac.in/bitstream/10603/32680/16/
16/_chapter/%206.pdf.

[8] Blickle, T.—Thiele, L.: A Comparison of Selection Schemes Used in Genetic
Algorithms. Technical Report No. 11, Swiss Federal Institute of Technology (ETH),
Computer Engineering and Communications Networks Lab (TIK), Zurich, 1995.

[9] De Jong, K. A.: An Analysis of the Behavior of a Class of Genetic Adaptive
Systems. Doctoral Dissertation, Dissertation Abstracts International, Vol. 36, 1975,
No. 10, 5140B, University of Michigan.

[10] Baker, J.: Reducing Bias and Inefficiency in the Selection Algorithm. Proceedings
of the Second International Conference on Genetic Algorithms and Their Application,
Hillsdale, New Jersey, 1987, pp. 14–21.

[11] Khachaturyan, A.—Semenovskaya, S.—Vainshtein, B.: Statistical-
Thermodynamic Approach to Determination of Structure Amplitude Phases. Soviet
Physics, Crystallography, Vol. 24, 1979, No. 5, pp. 519–524.

[12] Goldberg, D. E.: A Note on Boltzmann Tournament Selection for Genetic Al-
gorithms and Population-Oriented Simulated Annealing. Complex Systems, Vol. 4,
1990, No. 4, pp. 445–460.

[13] Matsui, K.: New Selection Method to Improve the Population Diversity in Ge-
netic Algorithms. 1999 IEEE Proceedings of the International Conference on Sys-
tems, Man, and Cybernetics (SMC ’99), Vol. 1, 1999, pp. 265–630, doi: 10.1109/IC-
SMC.1999.814164.

https://doi.org/10.1007/978-3-662-05094-1
https://doi.org/10.1109/ICSMC.1999.814164
https://doi.org/10.1007/978-3-662-05094-1
http://shodhganga.inflibnet.ac.in/bitstream/10603/32680/16/16/_chapter/%206.pdf
https://doi.org/10.1109/ICSMC.1999.814164
https://doi.org/10.1109/ICEC.1996.542359
https://doi.org/10.1016/B978-0-08-050684-5.50008-2
http://shodhganga.inflibnet.ac.in/bitstream/10603/32680/16/16/_chapter/%206.pdf


1442 J. Lov́ı̌sková, D. Pernecký
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Abstract. A novel Chaotic Election Algorithm (CEA) is presented for numerical
function optimization. CEA is a powerful enhancement of election algorithm. The
election algorithm is a socio-politically inspired strategy that mimics the behavior
of candidates and voters in presidential election process. In election algorithm, indi-
viduals are organized as electoral parties. Advertising campaign forms the basis of
the algorithm in which individuals interact or compete with one other using three
operators: positive advertisement, negative advertisement and coalition. Adver-
tising campaign hopefully causes the individuals converge to the global optimum
point in solution space. However, election algorithm suffers from a fundamental
challenge: it gets stuck at local optima due to the inability of advertising campaign
in searching solution space. CEA enhances the election algorithm through modify-
ing party formation step, introducing chaotic positive advertisement and migration
operator. By chaotic positive advertisement, CEA exploits the entire solution space,
what increases the probability of obtaining global optimum point. By migration,
CEA increases the diversity of the population and prevents early convergence of
the individuals. The proposed CEA algorithm is tested on 28 well-known standard
boundary-constrained test functions, and the results are verified by a comparative
study with several well-known meta-heuristics. The results demonstrate that CEA
is able to provide significant improvement over canonical election algorithm and
other comparable algorithms.

Keywords: Optimization, meta-heuristic, election algorithm, Chaotic Election Al-
gorithm (CEA)
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1 INTRODUCTION

Optimization is the process of finding the best solution from among the set of all
feasible solutions subject to a given set of constraints. An optimization problem
can be represented as a minimization (maximization) model with the goal to obtain
a point x∗ from a solution space S ∈ Rn, where objective function f : S → R is
minimized, i.e. f(x∗) ≤ f(x) for all x ∈ S. In recent years, several meta-heuristics
have been presented to solve optimization problems. A bibliography of recently pro-
posed meta-heuristics is given in [1], and several surveys are given in [2, 3, 4, 5, 6, 7].
Generally speaking, meta-heuristics can be classified into three main categories [53]:
evolutionary, swarm intelligence and physics-based algorithms.

Evolutionary meta-heuristics are mainly inspired by the concepts of natural bio-
logical evolution, in which the fittest individuals can survive and the weak must
die [8]. In natural evolution survival is achieved through reproduction. Evolution-
ary algorithms begin their optimization process with a randomly generated pop-
ulation of individuals, where any individual is a candidate solution for the given
problem. For each generation, individuals compete with each other to reproduce
offspring. The best-fit individuals have the best chance to reproduce. Offspring
are generated by the combination and mutation of the individuals in the previous
generation. The offspring iteratively update over the course of generations until an
optimal solution is reached. Some of the well-known evolutionary algorithms are
Genetic Algorithm (GA) [9], Differential Evolution (DE) [35], Biogeography-Based
Optimizer (BBO) [42] and Backtracking Search Optimization Algorithm (BSA) [10].

The second main branch of meta-heuristics is swarm intelligence algorithms.
These algorithms are inspired by natural or non-natural phenomena and mostly
mimic the social behavior of swarms and social organisms [53, 8]. For example,
Artificial Bee Colony (ABC) [11] is a nature inspired algorithm, which models intel-
ligent behavior of honey bees in nature. Another example is election algorithm [12],
a non-natural inspired algorithm, which simulates candidates’ behavior in a presiden-
tial election process. Swarm intelligence based algorithms are multi-agent models.
These algorithms model the intelligent behaviors of agents and their local interac-
tion with the environment and neighboring agents to explore solution space and
reach global optima. Some of the well-known swarm intelligence algorithms include:
Particle Swarm Optimization (PSO) [13], Ant Colony Optimization (ACO) [37],
ABC [11], Election algorithm [12], Firefly Algorithm (FA) [44], Grey Wolf Opti-
mizer (GWO) [53] and Salp Swarm Algorithm (SSA) [55].

The third class of meta-heuristics is physics-based methods, which almost mimic
the physical processes of nature. For example, Big-Bang Big-Crunch (BB-BC) [28] is
inspired by the evolution of universe; and Gravitational Search Algorithm (GSA) [43]
is developed based on gravity law. Some other well-known algorithms that fall
into the category of physics-based meta-heuristics include: Intelligent Water Drops
(IWD) [15], Charged System Search (CSS) [16], Black Hole (BH) [17] and Magnetic
Optimization Algorithm (MOA) [18]. For a survey of physics-based algorithms
see [19].
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Meta-heuristics are widely used in various scientific and engineering applications
because they have shown good performance in solving large-scale, complex non-linear
and non-differentiable problems. The applications range from data mining [20],
image processing [21] and social network analysis [22] in computer science domain,
at one end of the spectrum, to air traffic control [23], airfoil design [55], optical buffer
design [53] in industrial field, at the other side of spectrum. However, according to
the famous “No Free Lunch” theory [24], there is no meta-heuristic best suited for
solving all optimization problems. A particular meta-heuristic may show promising
results on a set of problems, but the same algorithm may show poor results on
a different set of problems. On the other hand, meta-heuristics achieved encouraging
results on optimization problems but their performance far from the ideal. According
to this issue and the NFL theory, it is obvious that there is still a room for introducing
new meta-heuristics or improving existing meta-heuristics.

As an element of research in this field, this paper presents a new Chaotic Election
Algorithm, denoted as CEA. The CEA enhances the canonical election algorithm
threefold:

1. increasing the speed of party formation step employing random initialization
method,

2. introducing migration operator to enhance the diversity of population and pre-
venting early convergence of the algorithm, and

3. introducing chaotic positive advertisement operator to searching efficiently the
entire solution space.

The CEA algorithm is tested on 28 test problems and compared with several well-
known meta-heuristics. The experimental results show that the proposed algorithm
outperforms counterpart meta-heuristics for several benchmark test functions.

The rest of the paper is organized as follows. Section 2 presents related work,
with the focus on chaotic swarm optimization algorithms. Section 3 presents the
canonical election algorithm. Section 4 outlines the proposed Chaotic Election Al-
gorithm (CEA). In Section 5, the proposed algorithm is tested on numerical opti-
mization benchmark problems and the simulation results are compared with several
well-known algorithms. Finally, Section 6 presents a conclusion of this work and
suggests some directions for future work.

2 RELATED WORK

Most of the meta-heuristic algorithms suffer from stagnation in local optima and low
convergence rate. With the development of the nonlinear dynamics, chaos theory
has been widely used in various applications [29]. One of the major applications
is the introduction of chaos concept into the optimization meta-heuristics. Chaos
mechanism is one of the best methods to improve the performance of evolution-
ary algorithms in terms of both local optima avoidance and convergence speed [32].
Due to the ergodicity and randomness nature, chaos has several advantages that
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include self-organization, evolution, easy implementation and high ability to avoid
being trapped in local optima [34, 41]. Due to these properties, simultaneous use of
chaos and optimization algorithms improves the performance of algorithms. Up to
now, the chaos theory has been successfully combined with several meta-heuristic
optimization methods [41]. Table 1 lists some familiar meta-heuristics and their
improved ones by incorporated chaos. It is important to notice that Table 1 is
not aiming to summarize a comprehensive survey of such chaotic combination, but
to show that utilizing chaotic mechanisms indeed empowers the algorithm to pos-
sess better performance. This issue highlights that there is an interesting room
to combine other meta-heuristics with chaotic mechanism to improve their perfor-
mance.

Algorithm Reference
Canonical Version Chaotic Version

Differential Evolution [35] [36]
Ant Colony Optimization [37] [38]
Artificial Bee Colony Algorithm [39] [31]
Imperialist Competitive Algorithm [40] [41]
Biogeography-Based Optimization [42] [32]
Gravitational Search Algorithm [43] [30]
Bat Swarm Optimization [44] [45]
Cuckoo Search Algorithm [46] [47]
Firefly Algorithm [48] [49]
Particle Swarm Optimization [50] [51]
Krill Herd Algorithm [52] [29]
Grey Wolf Optimizer [53] [34, 54]
Salp Swarm Algorithm [55] [56]

Table 1. Some meta-heuristics and their corresponding chaotic meta-heuristics

Jia et al. [36] proposed DECLS algorithm to enhance the search ability of Differ-
ential Evolution (DE). DECLS explores a huge search space in the early run phases to
avoid premature convergence, and exploiting a small region in the later run phases to
refine the final solutions. Cai et al. [38] proposed Chaotic Ant Swarm Optimization
(CASO) algorithm for solving the economic dispatch problems of thermal generators
in power systems. CASO combines the chaotic and swarm-based search capability
of ants in searching the global optimum solution.

Alatas [31] proposed Chaotic ABC (CABC) algorithm that adopts chaotic maps
for parameter adaptation to prevent the ABC to get stuck on local optima and to
improve its convergence speed. This is done by using of chaotic number generators
each time a random number is needed by the canonical ABC algorithm.

Talatahari et al. [41] proposed a Chaotic Imperialist Competitive Algorithm
(CICA). They used different chaotic maps to improve the assimilation phase of the
algorithm. The results on four benchmark problems show the benefits of using
chaotic maps in assimilation phase. Saremi et al. [32] investigated the effectiveness
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of ten different chaotic maps in solving the entrapment in local optima and slow
convergence speed problems of the BBO algorithm. They used chaotic maps to
define selection, emigration, and mutation probabilities. The experiments show
that the chaotic maps are able to improve the performance of BBO.

Gao et al. [30] proposed Chaotic Gravitation Search Algorithms (CGSA) to
alleviate the slow convergence and local optima trapping problems of GSA algorithm.
The big problem in the canonical Bat Swarm Optimization (BSO) is the premature
convergence into local optima. To alleviate this issue, Rezaee [45] presented the
CBSO algorithm, which is a chaotic-based bat swarm optimization algorithm. In
CBSO, the loudness is updated via multiplying a linearly decreasing function by
chaotic map functions.

Wang et al. [47] proposed Chaotic Cuckoo Search (CCS) that embeds chaotic
mechanisms into Cuckoo Search (CS) algorithm. In CCS, twelve chaotic maps are
applied to tune the step size of the cuckoos used in the original CS algorithm. The
experiments on optimization benchmark problems show that the performance of
CCS is much better than canonical CS algorithm.

Gandomi et al. [49] proposed Chaotic Firefly Algorithm (CFA) algorithm that
incorporated chaos into FA so as to increase its global search mobility. They used
twelve different chaotic maps to tune the attractive movement of the fireflies in the
algorithm. The experiments show that CFA outperforms the canonical FA.

Alatas et al. [51] proposed twelve different Chaos Embedded Particle Swarm
Optimization Algorithms (CEPSOAs) that use chaotic maps for parameter adap-
tation. CEPSOAs use chaotic number generators each time a random number is
needed by the canonical PSO algorithm. The results on benchmark problems show
that CEPSOAs increased the solution quality and improved the global searching
capability by escaping the local optimum points.

Yaghoobi and Mojallali proposed an Improved Chaotic Krill Herd (ICKH) algo-
rithm used for PID controller design [57]. The main idea of the ICKH is to combine
chaos theory and Krill Herd (KH) algorithm to improve the search efficiency.

Yu et al. [34] incorporated chaotic local search mechanism to enhance the search
dynamics of GWO algorithm and accelerating it convergence speed. They investi-
gated twelve different kinds of chaotic maps to identify the influence of chaotic search
capability on GWO. The results show that chaotic empowers GWO to achieve better
performance in terms of solution quality and convergence speed. In another work,
Kohli and Arora [54] proposed CGWO algorithm that uses different chaotic maps
to regulate the key parameter “a” of GWO algorithm, with the aim of accelerating
its convergence speed. The results show the superiority of CGWO when compared
to GWO algorithm.

In order to boost the performance of the canonical SSA, Sayed et al. [56] pro-
posed Chaotic Salp Swarm Algorithm (CSSA) that is a hybrid solution based on
SSA algorithm and chaos theory. They evaluated ten chaotic maps and found that
logistic chaotic map is the optimal map of the used ten maps. The simulation results
on optimization benchmarks and feature selection problem reveal the superiority of
CSSA algorithm when compared to canonical SSA and some other counterparts.
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After this short review, and from the experimental studies presented in the
above-mentioned literature, it is obvious that utilizing chaotic mechanisms indeed
empowers the algorithm to get better results. This issue highlights that there is
an interesting room to combine other meta-heuristics with chaotic mechanism to
improve their performance.

3 ELECTION ALGORITHM

3.1 General Aspects

The election algorithm simulates the socio-political process of presidential election
in real world [12]. It is a multi-agent algorithm, in which agents are called “persons”.
There are two types of persons: candidates and voters. Some of the best persons
are selected to be the candidates and the remaining are the voters. Initially, all the
voters are divided among the candidates based on their similarity in opinions and
ideas. Candidates together with their voters form some political parties.

Once initial parties are formed, the candidates start their advertising campaign.
Candidates to advertise themselves employ two kinds of advertisements: positive
advertisement and negative advertisement. In positive advertisement, candidates
convey their agendas and ideas to the voters and attempt to attract the voters
towards themselves. In negative advertisement, candidates attempt to increase their
own popularity and decrease the popularity of other candidates. Any candidate that
is not able to succeed in negative advertisement and cannot increase his popularity
will be eliminated. The candidates that have similar opinions can unite and form
a new party which is a combination of these parties. This process is a simple
model of coalition which is pursued by some candidates in real-world elections. The
election algorithm iteratively applies positive advertisement, negative advertisement
and coalition on population until termination conditions are satisfied. Once the
algorithm stops, the candidate who attained the majority of votes will be announced
as the winner. The winner candidate is equal to the best solution found for the given
optimization problem.

3.2 Working Principle

Figure 1 shows the working principle of the election algorithm. The algorithm starts
with an initial population. Each individual in the population is called a person. For
a problem with x1, x2, . . . , xNvar variables, the initial population consists of Npop

persons. Each person Pi is an 1×Nvar array of variables values and is defined as

Pi = [x1, x2, . . . , xNvar ]. (1)

The eligibility of a person Pi is found by evaluation of the eligibility function
E at the variables x1, x2, . . . , xNvar considering objective function of the problem.
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The eligibility function is defined as follows:

E(Pi) = E(x1, x2, . . . , xNvar). (2)

The persons are divided to several political parties. To fulfill this aim, from the
total population, Nc of the most popular persons (the persons with best eligibility
values) are selected to be candidates, and the remaining Nv persons will be the vot-
ers, each of which belongs to a candidate. The voters are divided among candidates
based on their eligibility distance. Voter vk is considered as a supporter of candidate
ci, if the following predicate holds.

Pi = {vk : |Evk − Eci | < |Evk − Ecj | ∀ 1 ≤ j ≤ Nc} (3)

where Pi is the ith party and Nc is the number of initial candidates. Eci and Evk

present the eligibility of candidate ci and voter vk, respectively. In the party forma-
tion process, each voter is assigned to exactly one party. After dividing the voters
among candidates and forming the initial parties, the candidates start advertising
campaign. The advertising campaign consists of three main phases: positive adver-
tisement, negative advertisement and coalition.

The positive advertisement is modeled by conveying some variables of the can-
didate to its voters inside a party. To do this task, in each party, Ns variables of
the target candidate are randomly selected and replaced with the selected variables
of the voters. Ns is computed as follows:

Ns = dXs × Sce (4)

where Sc is the number of candidate’s variables and Xs is the selection rate. The
selected variables Ns are weighted with a coefficient ω and then embedded in voters.
The new value for the ith variable of a voter after positive advertisement is given
by:

xinew = ω.xiold , where ω =
1

|Eci − Evk |+ 1
. (5)

In negative advertisement, candidates try to attract voters of weak candidates
toward themselves. A party is weak if its candidate to be the weakest compared
to other parties’ candidates. To model the negative advertisement, first, a num-
ber of voters from the weakest party are selected. Then, a race is taking place
among powerful parties to possess these voters. To select the weakest voters from
the weakest party, the eligibility distance between the voters, and the weakest can-
didate is computed, and then 5 % of the farthest voters are selected. The distances
between selected voters and the powerful candidates are computed, and the voters
are assigned to the closest candidates.

In coalition phase, several candidates join together and form a new party. Among
the candidates that wish to collate, a candidate is picked up at random to be the
leader candidate and the remaining are considered as the followers. In coalition,
all of the follower candidates and their voters become the voters of the leader one.
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Until termination conditions are not satisfied, the advertising campaign operators
are iteratively applied to update the population. Finally, the update process stops
and the candidate with the majority of votes is announced as the winner. The
winner is equal to the best solution found for the optimization problem.
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Figure 1. The working principle of the election algorithm

4 CHAOTIC ELECTION ALGORITHM

The advertising campaign is the core operator in the election algorithm, which
causes the individuals converge to an optimal point in the search space. However,
advertising campaign suffers from three challenges:

1. computing the Euclidean distance in the creation of initial parties and the neg-
ative advertisement steps that decrease the speed of the algorithm,

2. getting stuck at local optima,

3. inefficiency of positive advertisement phase.

In advertising campaign, after several iterations, diversity in the population may
decrease. As a result, the candidates and their voters cannot explore the entire
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solution space and get stuck at local optima. To alleviate these issues, we proposed
a Chaotic Election Algorithm, denoted as CEA. Figure 2 shows the flowchart of the
CEA algorithm. The CEA enhances the election algorithm threefold:

1. increasing the speed of electoral party formation step utilizing random initial-
ization method,

2. introducing migration operator, and

3. improving the positive advertisement using chaotic maps.

In the following, these enhancements are described.

4.1 Electoral Party Formation

As mentioned above, one drawback of the election algorithm is the computation of
Euclidean distance for creating the initial electoral parties that decreases the speed
of the algorithm. To alleviate this issue, we substitute the computation of Euclidean
distance with a random initialization process. By this way, the voters are divided
among candidates based on their eligibility, in which the initial number of voters of
a candidate is proportionate to its eligibility. To identify the voters of a candidate ci,
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first, its normalized eligibility is computed as

neci =

∣∣∣∣ eci −max(I)∑
k ∈ Nceck −max(I)

∣∣∣∣ where I = {ecj |j ∈ Nc} (6)

where eci is the eligibility of candidate ci, neci is the normalized eligibility of candi-
date ci, and Nc is the initial number of candidates. The initial number of voters of
candidate ci is computed as

Nvci
= dneci ×Nve . (7)

Nv is the number of all voters.
Then we randomly select Nvci

of the voters and give them to candidate ci. The
voters along with their candidate ci form an electoral party Pi in the solution space.

4.2 Migration

We introduced migration operator to help the election algorithm maintain diversity
in the population and improve its optimization and search capability. Migration
keeps the election algorithm away from converging too fast before exploring the en-
tire solution space. The motivation to introducing the migration operator comes
from the fact that in some real-world elections, some individuals can travel from
other countries to the target country and vote to their favourite candidate. The
travellers are referred as migrants, which can increase the popularity of some can-
didates. To model migration, some new voters are randomly generated on different
areas of the solution space. Here, the new generated voters referred as migrants.
The number of migrants at every generation of the algorithm is given by:

M = dµ×Npope (8)

where M is the number of new migrants, µ is the migration coefficient, and Npop

is the population size. In the implementations, the proper value for µ is deter-
mined empirically. The migration in every generation of the algorithm adds M new
individuals to the population. This causes two issues:

1. excessive growth of the population and

2. increasing the computational time of the algorithm.

To alleviate these issues, we eliminate M of the weakest individuals from the popu-
lation at every generation of the algorithm. To do this, first all of the individuals in
the population are sorted based on their eligibility in ascending order and then M
of the inferior individuals (the individuals with lowest eligibility) are removed.

4.3 Chaotic Positive Advertisement

In the election algorithm, positive advertisement is realized through transferring
some randomly selected variables from a candidate to its voters. The informa-
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tion only transfers towards voters and the candidate remains without change. Two
weaknesses may exist in this way. First, the information exchange (social learning)
is one-directional, in which some variables of candidates convey towards voters. As
a result, the candidates and their voters cannot explore the entire solution space
and the convergence speed decreases. Second, the voters who are affected and their
variables are all chosen randomly. As a result, voters with higher eligibility, which
may guide the population towards global optimums are not utilized. To overcome
these issues and improve the exploration and exploitation ability of canonical EA,
we proposed a new chaotic positive advertisement. Chaos is a special kind of dy-
namic behavior of non-linear systems [41]. Due to the high ability to avoid being
trapped in local optima and easy implementation, chaos has raised enormous in-
terest in optimization theory [41, 57]. The application of chaotic maps instead of
random variables in the positive advertisement phase is a powerful mechanism to
increase diversity of the population and improve the CEA’s performance in prevent-
ing premature convergence to local optima. Let vk(t) denote the position of voter k
in the search space at iteration t, and ci(t) denote the position of candidate i at
iteration t. The position of voter vk at iteration t+ 1 is computed as

vk (t+ 1) = vk(t) + A+B (9)

where t indicates the current iteration, A and B are coefficient vectors, which are
calculated as

A = ω × r × V1, (10)

B = ω × r × tan (θ)× V2 (11)

where r is the chaotic variable generated based on a chaotic map, V1 is a vector
where its starting point is the previous position of the voter vk and its direction
is toward the candidate position ci, and V2 is a unit vector which is perpendicular
to V1. It is important to notice that V1.V2 = 0. ω is the distance between voter vk
and candidate ci, which is computed as

ω = |ci(t)− vk(t)| . (12)

By term A, the candidate ci attracts voter vk towards itself with no deviation
(point l1 in Figure 3). In order to increase the searching around the candidate ci,
some deviations are added to locate the final position of the voter vk in its movement
toward candidate ci (point l2 in Figure 3). By this way, different points around
the candidate ci are explored. θ ∈ U(−λ,+λ) is a random number with uniform
distribution regenerated every iteration. λ adjusts the deviation of voter vk from
its original direction. In our implementation, λ = π/4 is used that resulted in good
convergence of individuals to the global optimum.

Different chaotic maps can be used to generate chaotic variables. In our imple-
mentations, we used logistic map [41] to generate chaotic variable r. The reason
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to this choice is that CEA have shown better performance when logistic map have
been used in compared to the other chaotic maps. The logistic map shows good
chaotic properties, it displays better randomness than other maps, and it can navi-
gate the algorithm to the points that have been distributed in search space as much
as possible [30, 27].

Logistic map is defined as

rk+1 = ark(1− rk) (13)

where rk represents the krmth number in the chaotic sequence, and k means the index
of the chaotic sequence. r ∈ (0, 1) under the conditions that the initial r0 ∈ (0, 1)
and that r0 /∈ {0.0, 0.25, 0.5, 0.75, 1}. In the experiments a = 4 is used. In the
current study, 1-dimension, non-invertible logistic map is used to produce chaotic
sequences.

 

θ  

k
v 

i
c 

2
l

1
l 

1
V

2
V

Figure 3. Attracting of voter vk toward candidate ci in the chaotic positive advertisement

Due to the non-repetition and ergodicity property of chaotic variables and non-
repetition nature of chaos, the newly proposed chaotic positive advertisement car-
ries out overall searches at higher speed than the standard positive advertisement,
which is based on the random-based searches. The incorporation of the chaotic
positive advertisement in the CEA has two advantages: (i) improving the infor-
mation exchange between candidates and voters, and (ii) searching efficiently the
entire solution space to find a global optimum point. Based on the simulation re-
sults presented in the next section, CEA is faster when compared with the canonical
EA.

5 EXPERIMENTS

The proposed CEA algorithm is tested on 28 benchmark functions. The CEA al-
gorithm is compared with several top-performing meta-heuristics in solving real-
parameter optimization problems, including Covariance Matrix Adaptation Evo-
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lution Strategies (CMA-ES) [60], Self-adaptive Differential Evolution (SaDE) al-
gorithm [61], adaptive Differential Evolution (JDE) algorithm [62], PSO2011 [50],
Election algorithm Emami2015, Socio Evolution & Learning Optimization (SELO)
algorithm [63], and Chaotic Salp Swarm Algorithm (CSSA) [56]. CMA-ES, SaDE,
and JDE algorithms are the most successful optimization algorithms. In the com-
petitions at different CEC conferences, these algorithm and their variants possess
top positions when compared to other best performing algorithms. PSO2011 [50]
is an advanced version of the standard PSO, which incorporates many improve-
ments of PSO that have been identified by years of studies. SELO is a novel
meta-heuristic inspired by the social learning behavior of humans organized as
families in a societal setup. The reason behind the selection of SELO as a com-
parative algorithm is that it is a socio-inspired strategy (similar to CEA, which is
a socio-politically inspired strategy), and it outperformed other socio-inspired al-
gorithms. CSSA is a chaotic version of SSA algorithm and achieved encouraging
results [56].

5.1 Benchmark Functions

Twenty eight well-known benchmark functions are used in the experiment. These are
continuous, unbiased optimization problems and have different degrees of complex-
ity and multi-modality. This set of problems has different kinds of properties such
as unimodal, multimodal, separable and non-separable. These problems are single
objective optimization problems taken from various sources including CEC2005 [58],
CEC2013 [64], CEC2015 [59] and recently published papers. The benchmark func-
tions can be classified into four groups:

Group I: F1-F10 are unimodal functions. These functions are used to assess the
fast-converging performance of CEA and comparative algorithms.

Group II: F11-F20 are multimodal functions. These functions have many local
optima points and are considered to evaluate the ability of algorithms to avoid
local optima. Details about hybrid benchmarks are given in [11, 39].

Group III: F21-F24 are shifted and rotated multimodal functions whose base func-
tions belong to Group II functions. These functions are enough complex and
used to test the search capability of algorithms.

Group IV: F25-F28 are hybrid multimodal functions whose base functions belong
to Group I, II and III functions. This set of functions is more complex than
other ones and used to test the performance of algorithms in finding the global
optimum of problems consisting of different subcomponents with different prop-
erties. Details about hybrid benchmarks are given in [58, 59].

We test the benchmark functions in 30 and 50 dimensions to draw empirical con-
clusion on the performance of the algorithms. Tables 2, 3, 4 and 5 list the characteris-
tics of benchmark functions used in the tests. These functions are introduced in evo-
lutionary computation share tasks and utilized by many researchers [11, 63, 10, 53].
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We have chosen these benchmarks to be able to fairly compare our results to those
of the counterpart algorithms.

5.2 Parameter Setting

The initial population sizes of all algorithms were 100 and the maximum number of
function evaluations was 100 000. The other specific parameters for the algorithms
are given in Table 6, as provided by their authors. We used five predefined criteria
to terminate the algorithms’ searching process that include:

• if the algorithm failed to find a better solution than the existing solution during
the last 100 000 function evaluations,

• if the number of function evaluations reaches 1 000 000,

• if the maximum number of iterations (2 000 000 iterations) was reached,

• if the value of the objective function is less than 10−16,

• if the fitness value reaches below a predefined maximum error, the function
evaluation is terminated.

All algorithms were programmed in MATLAB R2017a on a Personal Computer
Intel Pentium 4 with the 3 GHz and 2 GB RAM. The operating system of the com-
puter is Windows 7.

Problem Name Type Range Minimum Definition  

1f  Cigar S [0, 10] 0 2 6 2
1 1

2

( ) 10
n

i
i

f x x x


    

2f  Discus S [0, 10] 0 6 2 2
2 1

2

( ) 10
n

i
i

f x x x


   

3f  DixonPrice N [-10, 10] 0 2 2 2
3 1 1

2

( ) ( 1) (2 )
n

i i
i

f x x i x x 


      

4f  Powell N [-4, 5] 0  42
2

1 14 1
( ) 0.5 0.5n n n

i i ii i i
f x x ix ix

  
    
      

5f  Rosenbrock N [-30, 30] 0 
1

2 2 2
5 1

1

( ) 100( ) ( 1)
n

i i i
i

F x x x x





        

6f  Schwefel_1_2 N [-100, 100] 0  16

2

1
( ) n i

ji j
f x x

 
    

7f  Schwefel_2_22 N [-10, 10] 0 
17 1

( ) nn
i ii i

f x x x
 

     

8f  Sphere S [-100, 100] 0 2
8 1
( ) n

ii
f x x


   

9f  Sumsquares S [-10, 10] 0 2
9 1
( ) n

ii
f x ix


   

10f  Zakharov N [-5, 10] 0  42
2

10 1 1 1
( ) 0.5 0.5n n n

i i ii i i
f x x ix ix

  
    
     

Table 2. Unimodal benchmark problems; Range: limits of search space, N: Non-Separable, S: Separable

Table 2. Unimodal benchmark problems. Range: limits of search space, N: non-
separabple, S: separable.
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Problem Name Type Range Minimum Definition 

21f  Shifted Sphere Function S [-100, 100] -450 2
21

1
( ) _ ,   

n

i
i

f z z f bias z x o


     

22f  Shifted Schwefel N [-100, 100] -450 2
22

1 1
( ) ( ) _ ,    

n i

j
i j

f z z f bias z x o
 

      

23f  Shifted Rosenbrock’s N [-100, 100] 390  
1

2 2 2
23 1

1
( ) ( ) ( 1) _ ,    1

n

i i i
i

f z z z z f bias z x o





         

24f  Shifted rotated Rastrigin’s N [-5, 5] -330  2
24

1
( ) 10 cos(2 ) 10 _ ,    ( )*

n

i i
i

f z z z f bias z x o M


       

Table 4. Shifted and rotated benchmark problems; Range: limits of search space, N: Non-Separable, S: Separable 

Table 4. Shifted and rotated benchmark problems. Range: limits of search space, N:
non-separable, S: separable.

5.3 Results

In experiments, the algorithms ran for 30 times for all test functions, each time
using a different initial population. We test the benchmark functions in 30 and
50 dimensions to draw empirical conclusion on the performance and scalability of
the algorithms. The statistical results are reported in Tables 7–14. In these tables,
min and mean are respectively the minimum and the mean function values obtained
by the algorithms over 30 simulation runs. Std indicates the standard deviation of
the results, and Succ indicates the number of success trials over 30 simulation runs.
Succ is defined as

Succ =
30⋃
i=1

NSucc |ε . (14)

where NSucc denotes the number of successful trials, in which the solution is found
on ε. In simulations, an algorithm found global optimum when it converges into ε
tolerance and it is defined as

|fcos t(Ti)− fcos t(T ∗)| ≤ ε (15)

where fcos t(Ti) denotes the cost function value in ith iteration and fcos t(T
∗) indicates

the global optimum of the test function.
In Tables 7–14, in order to make comparison clear, the values below 10−16 are

assumed to be 0. In Tables 7–14, symbol “n” presents the dimension of the prob-
lems. As shown in Tables 7–14, for 30-dimension problems, the CEA algorithm
performed best on 26 benchmark functions. The second and third ranks belong
to JDE and SADE with 24 and 22 successes, respectively. The election algorithm,
CSSA, SELO, PSO2011 and CMA-ES performed best on 22, 21, 20, 20 and 19
benchmark functions, respectively. For 50-dimension problems, the CEA algorithm
performed best on 20 benchmark functions and takes the first rank. The second
and third ranks belong to JDE and SADE with 18 and 16 successes, respectively.
The election algorithm, CSSA, SELO, PSO2011 and CMA-ES performed best on
15, 13, 14, 9 and 13 benchmark functions, respectively. From numerical simulations,
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Problem Name Type Range Minimum Definition  

25f  
Hybrid  
composition 
function 

S [-5, 5] 120 

1 2

3 4

5 6

7 8

9

1 2 10

1 2 1

10

0

,  ’  
,   
,  ’

[ ,  ,  ...,  ] [1, 1, ..., 1]
[ ,  ,  ...,  ] [1,  1

 
, 

,  10,  10,  

’  
,   

5 /

F F Rastrigin s Function
F F Weierstrass Function
F F Griewank s Function
F F Ackley s Function
F F Sphere Function
  
  










60,  5 / 60,  5 / 32,  5 / 32,  5 /100,  5 /100]
  

26f  
Rotated  
hybrid  
comp. Fn 1 

N [-5, 5] 120 

1 2

3 4

5 6

7 8

9

25

1 2 10

1 2

10

   
,  ’  
,  

:

[ ,  ,  ...,  ] [1, 

 
,  ’  
, ’  
,   

1, ..., 1]
[ ,  ,  ...,

rotated version of
F F Rastrigin s Function
F F Weierstrass Function
F F Griewank s Function
F F Ackley s Function
F F Sphere F n tio

f

u c n
  
 









10 ] [1,  1,  10,  10,  5 / 60,  5 / 60,  5 / 32,  5 / 32,  5 /100,  5 /100] 

 

27f  
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1 2 10

1

1 2

3 4

5 6

7 8

9 10

2
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,   ’  
,   ’  
,   
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[ ,

  
,   ’

 ,  ..

 

Sphere Function
Weierstrass Funct

F F Ackley s Function
F F Rastrigin s Function
F F
F F
F F Griewank s Functi

ion
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10.,  ] [2*5 / 32,  5 / 32,  2*1,  1,  2*5 /100,  5 /100,  2*10,  10,  2*5 / 60,  5 / 60] 
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1

2

3

4

5

6

7

8

 
  '  
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'  

'

 
 

 
’

 

-  
 

'  
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ion
F
F














1

9

2 10

1 2 10

10

 '
   

     
[ ,  ,  ...,  ] [1,  2,  1.5,  1.5,  1,  1,  1.5,  1.5,  2,  2]
[ ,  ,  ...,  ] [2*5

 
 

/ 32,  5 / 32,  2

ntinuous Rastrigin sFunction
High Conditioned Elliptic Function
Sphere Function with Noi

F
F se in Fitness
  
  









*1,  1,  2*5 /100,  5 /100,  2*10,  10,  2*5 / 60,  5 / 60]

 

Table 5. Hybrid benchmark problems; Range: limits of search space, N: Non-Separable, S: Separable 

Table 5. Hybrid benchmark problems. Range: limits of search space, N: non-separable,
S: separable.

it is obvious that all algorithms have almost consistent behavior on all benchmark
functions. The solution quality and convergence accuracy obtained on most test
functions using the CEA in 30 independent simulation runs are almost exceeding
or matching the best performance obtained by other algorithms. This testifies that
the CEA has better stability behavior on most test functions rather than other
algorithms.

CEA outperforms all compared algorithms on the unimodal benchmark func-
tions in terms of the statistical test. The performance of CEA in solving multimodal
benchmark problems is superior, and it generates best results in terms of min and
mean values in solving 30 and 50 dimension benchmark functions. The worst results
belong to CSSA, SELO and PSO2011 in solving 30 and 50 dimension multimodal
benchmark functions. When solving shifted and rotated benchmark functions, CEA
generally performs very well in 30 dimension benchmark functions, however, it does
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Algorithm Control parameters 
CMA-ES 

0.25  , 
4 2.log( )

2
N


     

 
 

SADE , 0.1)       0.1      0.05(0.5,0.3)        ( c pmF N CR n CR     

JDE 0.5initialf  , 0.90initialCR  , 1 0.1  , 2 0.1   
PSO2011 1.80      C 1.80        =0.5+(1-rand)1 2C    
Election algorithm Nc = 0.7 Psize , N P Nv csize  , Coalition rate=0.2,  sX =0.30 

SELO  2,   3,   0.999,   0.1
_ _ _  0.999
_ _ _  0.9991

0.95000  0.99995

p kP O r r
follow prob factor ownparent
follow prob factor otherkids
r to

   






 

CSSA 24

1 2 32 ,   ,  [0,1]
l

Lc e c c
  
     

CEA Nc = 0.7 Psize , N P Nv csize  , Coalition rate=0.2,  sX =0.30 

0.10   

Table 6. Control parameters of the algorithms used in the tests 

Table 6. Control parameters of the algorithms used in the tests

not perform well in 50 dimension functions. SADE performs very well in solving
50 dimension shifted and rotated benchmark functions. CEA is not as competitive
in solving 50 dimension hybrid functions as it does in unimodal and multimodal
benchmarks. However, a careful investigation on the mean values shows that the
performance of CEA is encouraging. From simulation results we can see that CEA
performs very well in 30-dimension hybrid functions, JDE and SADE perform well
in 50 dimension hybrid functions, and PSO2011 and election algorithm report the
worst results in 30 and 50 dimension hybrid functions when compared with other
algorithms. The mean and min values of CMA-EA, SELO, and CSSA in solving
both 30 and 50 dimension functions are close to each other and show moderate
results.

Table 15 presents the multi-problem based pairwise statistical comparison results
on 30-dimension benchmark functions using the averages of the global minimum
values obtained through 30 simulation runs of CEA and the comparison algorithms,
based on the Wilcoxon Signed-Rank Test [26]. Table 16 presents the multi-problem
based pairwise comparison results for 50-dimension benchmark functions. Multi-
problem based pairwise comparisons identify which algorithm is statistically more
successful in a test that includes several benchmark problems [26]. The results show
that CEA was statistically more successful than other algorithms in solving the
benchmark functions with a statistical significance value α = 0.05.

In order to observe the convergence behavior of the CEA algorithm, the con-
vergence curve, the average fitness, and the trajectory of the first individual in its
first dimension are illustrated in Figures 4, 5, 6 and 7. It should be noted that for
greater clarity of plots the behavior of algorithms is shown only for 200 iterations.
The second column of Figures 4, 5, 6 and 7 depicts the trajectory of the first indi-
vidual in the population, in which changes of the first person in its first dimension
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a) b) c) d)

Figure 4. Results on unimodal problems, a) Graphical representations of benchmark prob-
lem, b) trajectory of the first individual in the first dimension, c) the average fitness of
individuals, and d) the convergence curve of CEA algorithm
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a) b) c) d)

Figure 5. Results on multimodal problems, a) Graphical representations of benchmark
problem, b) trajectory of the first individual in the first dimension, c) the average fitness
of individuals, and d) the convergence curve of CEA algorithm
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a) b) c) d)

Figure 6. Results on shifted and rotated problems, a) Graphical representations of bench-
mark problem, b) trajectory of the first individual in the first dimension, c) the average
fitness of individuals, and d) the convergence curve of CEA algorithm

can be observed. It can be seen that there are abrupt changes in the initial steps of
iterations. These abrupt changes are decreased gradually during the search process.
This behavior guarantees that a population-based algorithm eventually converges
to a point in search space [53, 56]. The third column of Figures 4, 5, 6 and 7 shows
the average fitness that individuals obtain over 200 iterations. It can be observed
that average fitness values are decreased gradually. From this behavior, it can be
concluded that the fitness of individuals in the population improves through itera-
tions. This is due to a proper balance between exploration and exploitation power
of the CEA algorithm. The forth column of Figures 4, 5, 6 and 7 shows the con-
vergence curve of CEA algorithm. It can be seen that the proposed CEA algorithm
converges with a steady speed. This behavior shows the superiority of the CEA
algorithm in terms of the stability and the performance. To sum up, the results ver-
ify the performance of the CEA algorithm in solving various benchmark problems
compared to the counterpart algorithms. It can be concluded that the proposed
CEA is an efficient algorithm for numerical function optimization.
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a) b) c) d)

Figure 7. Results on hybrid problems, a) Graphical representations of benchmark prob-
lem, b) trajectory of the first individual in the first dimension, c) the average fitness of
individuals, and d) the convergence curve of CEA algorithm

From the results we can see that time consumption of JDE costs least time on
most test functions. CSSA costs the most time and it is in the last rank. Although
CEA reported slightly more run time than JDE and SADE, their run times are com-
parable on most benchmarks. In contrast, CEA reports run times less than election
algorithm, CMA-EA, CSSA, PSO2011 and SELO on most benchmark functions.
While CEA reports more run time than JDE and SADE (on most benchmarks),
its results are much better in terms of solution quality and finding global optima.
On most test functions, CEA obtained the global optimum earlier before the total
function evaluations. This is the reason that the time consumption of CEA is much
better than the election algorithm. This justifies that the CEA is a powerful and
robust extension of the election algorithm.
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Comparison T+ T- p-value Winner 
CEA vs. CMA-ES 39 6 0.02852 CEA 
CEA vs. JDE 7 3 -* CEA 
CEA vs. SADE 11 10 - CEA 
CEA vs. PSO2011 30 15 0.2040 CEA 
CEA vs. Election algorithm 11 4 - CEA 
CEA vs. SELO 17 4 - CEA 
CEA vs. CSSA 13 8 - CEA 
* Symbol "-" means that it is not possible to calculate an accurate p-value  

Table 15. Multi-problem based statistical pairwise comparison of CEA and comparison 
algorithms using two-sided Wilcoxon Signed-Rank test (0.05), n=30 Table 15. Multi-problem based statistical pairwise comparison of CEA and comparison

algorithms using two-sided Wilcoxon Signed-Rank test (α = 0.05), n = 30

Comparison T+ T- p-value Winner 
CEA vs. CMA-ES 101 19 0.0114 CEA 
CEA vs. JDE 33 12 0.01928 CEA 
CEA vs. SADE 52 3 0.00298 CEA 
CEA vs. PSO2011 103 2 0.00028 CEA 
CEA vs. Election algorithm 57 21 0.08726 CEA 
CEA vs. SELO 53 25 0.0466 CEA 
CEA vs. CSSA 77 28 0.06876 CEA 

Table 16. Multi-problem based statistical pairwise comparison of CEA and comparison 
algorithms using two-sided Wilcoxon Signed-Rank test (0.05), n=50 Table 16. Multi-problem based statistical pairwise comparison of CEA and comparison

algorithms using two-sided Wilcoxon Signed-Rank test (α = 0.05), n = 50

6 CONCLUSION

This paper presents a Chaotic Election Algorithm (CEA) to improve the original
election algorithm. The CEA enhances the election algorithm threefold:

1. modifying party formation phase,

2. introducing migration operator, and

3. introducing a chaotic positive advertisement.

CEA by modifying the party formation phase through eliminating the Euclidean
distance computation from the process increases the speed of the algorithm. With
the migration operator, diversity in the population is maintained, what keeps the
CEA away from converging too fast before exploring the entire solution space. With
the new chaotic positive advertisement, the information exchanges between candi-
dates and voters efficiently and improves the algorithm’s search ability. To show the
performance of the CEA algorithm, it is evaluated on 28 optimization benchmarks
and compared with CMA-EA, JDE, SADE, PSO2011, SELO, CSSA and election
algorithm. The results show that the proposed CEA algorithm outperforms the
canonical election algorithm and other comparable counterparts in terms of solu-
tion quality and convergence speed. There remain several points to improve our
research. First, the CEA will be trapped in local optimums on few functions, which
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can be seen from simulation results on some benchmark functions. We can combine
the CEA with some local search strategies or other meta-heuristics to further en-
hance its optimization ability. Second, we can apply the proposed CEA algorithm
to solve more practical optimization problems to accurately identify its weaknesses
and merits. Third, in some specific engineering applications, some components of
the algorithm can be modified in order to improve the performance of the algorithm.
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