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Abstract. The first distributed snapshot algorithm was invented by Chandy and
Lamport: Chandy-Lamport distributed snapshot algorithm (CLDSA). Distributed
snapshot algorithms are crucial components to make distributed systems fault tol-
erant. Such algorithms are extremely important because many modern key software
systems are in the form of distributed systems and should be fault tolerant. There
are at least two desired properties such algorithms should satisfy: 1) the distributed
snapshot reachability property (called the DSR property) and 2) the ability to run
concurrently with, but not alter, an underlying distributed system (UDS). This
paper identifies subtle errors in a paper on formalization of the DSR property and
shows how to correct them. We give a more faithful formal definition of the DSR
property; the definition involves two state machines – one state machine MUDS that
formalizes a UDS and the other MCLDSA that formalizes the UDS on which CLDSA
is superimposed (UDS-CLDSA) – and can be used to more precise model checking
of the DSR property for CLDSA. We also prove a theorem on equivalence of our
new definition and an existing one that only involves MCLDSA to guarantee the
validity of the existing model checking approach. Moreover, we prove the second
property, namely that CLDSA does not alter the behaviors of UDS.
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1 INTRODUCTION

Many modern key software systems are in the form of distributed systems [1, 2],
which consist of many components coordinating their actions by passing messages
and working together to achieve a common goal. The modern distributed applica-
tions, such as cloud computing [3] and web search [4], are getting more complicated.
Such systems should be fault tolerant because they need to run for a long time,
keeping on providing services to users, other systems, etc. To make distributed sys-
tems fault tolerant, it is necessary to use many non-trivial distributed algorithms,
such as snapshot algorithms and self-stabilizing algorithms. Distributed snapshot
algorithms (DSAs) deal with a significant problem, recording global states of a dis-
tributed system, which helps solving others, such as recovering from faulty states
and detecting stable properties. Therefore, DSAs become the core of many fault
tolerant distributed systems. However, the challenge is how to determine a consis-
tent global state. To clearly record consistent global states, a DSA should satisfy
two properties:

1. the distributed snapshot reachability property (called the DSR property) and

2. the ability to run concurrently with, but not alter, an underlying distributed
system (UDS).

Considered as the most important desired property of the algorithm, the DSR prop-
erty is as follows: Let s1 be the state in which a DSA initiates, s2 be the state in
which DSA terminates, and s∗ be the snapshot taken, then s∗ is reachable from s1
and s2 is reachable from s∗.

Because distributed systems are usually complicated and it is hard to ensure
their reliability, the formal verification of distributed systems is essential. Model
checking [5, 6] is a popular automatic formal technique for verifying state transition
systems. Many model checkers, such as Spin [7], NuSMV[8], and TLA+ [9], have
been developed in order to formally verify various kinds of software and hardware
systems. Model checking is highly suitable for formally verifying distributed systems.
Many researchers [10, 11, 12] are interested in model checking of distributed systems.
However, the application of model checking to verification of DSAs has not been fully
investigated due to the specific characteristic of DSAs (they are superimposed on,
but do not interfere with UDSs).

This paper focuses on Chandy-Lamport distributed snapshot algorithm
(CLDSA) [13] that is the first such algorithm. Several variants of CLDSA, such
as Spezialetti-Kearns algorithm [14] and Venkatesans incremental snapshot algo-
rithm [15], have been proposed. In an attempt to formally analyze CLDSA, the
authors in [16] have used Maude [17] to model check that CLDSA enjoys the DSR
property. Maude is a language and a system supporting executable specification
and declarative programming in rewriting logic. Two model checking facilities
equipped with Maude are the LTL model checker and the search command. In [16],
the Maude search command is used. However, the DSR property is encoded in
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terms of the Maude search command and the encoding does not reflect the informal
description of the property originally given in [13]. We recognize that the infor-
mal description of the DSR property involves both a UDS and the UDS on which
CLDSA is superimposed (UDS-CLDSA), while their definition of the property in-
volves only the UDS-CLDSA. Consequently, we do not think that the existing study
provides a good foundation for meaningful model checking of the DSR property
for CLDSA. Therefore, it is necessary to express the DSR property accurately and
then consider the equivalence between the new formal definition and the existing
one.

The challenge is that the DSR property relates to two different systems: a UDS
and the UDS-CLDSA. It is not straightforward to express the property in typical
existing temporal logics, such as linear temporal logic (LTL) and computation tree
logic (CTL) because such a temporal logic only takes into account one state ma-
chine or a Kripke structure. The authors of the technical paper [18] attempt to
find a way to express the DSR property more faithfully. However, the technical
report [18] has not been reviewed. We detected flaws lurking in their formaliza-
tion.

The informal description of the DSR property
• Involving two state machines.

Theorem 1
• Saying that the two definitions are equivalent.

     •  Allowing to model check the new definition by the existing approach.

The existing definition
• Involving only one state machine.
• Cannot  be used for  other DSAs 
• Being able to be model checked with Maude.          

A more faithful formal definition
•   Faithfully expressing the informal description.
• Can be used for other DSAs.
• Can be used to more faithfully model check the 

property for CLDSA.

Our contributions
Formalize Formalize

Theorem 2
• Guaranteeing that CLDSA does not alter the behaviours of the UDS.

Figure 1. The contributions of the paper

This paper is an extended and revised version of the paper [19], which shows
a thorough study on formal expression of the DSR property. We have pointed
out mistakes in [18] in detail. Correcting these mistakes, we formalize a UDS
and the UDS-CLDSA as state machines more precisely. Carefully investigating
the informal description of the DSR property, we give a formal definition of the
property, which is more likely to faithfully express the informal description and
can be used to more precisely model check of the CLDSA property. The essen-
tial of our method to formalize a UDS and the UDS-CLDSA is that the formal-
ization of a UDS-CLDSA is generated from the one of the UDS. This is because
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we take into account an important aspect of the algorithm, namely that the al-
gorithm runs concurrently with, but does not alter, the behaviors of UDS. Not
only snapshot algorithms but also many other distributed algorithms (called con-
trol algorithms [21]), such as checkpointing algorithms and termination detection
algorithms, do not alter the behaviors of the UDS. These algorithm executions are
superimposed on the underlying application execution, but do not interfere with
the application execution. Therefore, one considerable contribution of our research
is a method by which the class of these algorithms can be precisely formalized,
and then any of their desired properties that are related to both a UDS and the
UDS on which these algorithms are superimposed could be formally expressed. Fur-
thermore, we prove that our new definition is equivalent to the existing one in
[16] to confirm the validity of the model checking approach. It is not straightfor-
ward to directly model check the new definition with an existing model checker
because two different state machines should be taken into account, while existing
model checkers, such as Spin, NuSMV, and TLC, support model checking for sys-
tems that can be formalized as only one state machine. The equivalence of the
two definitions suggests we can use an existing model checker to tackle the DSR
property. Moreover, we prove that CLDSA runs concurrently, but does not alter,
a UDS as the second property. More on our contributions are depicted in Fig-
ure 1.

The rest of the paper is organized as follows. The next section introduces some
preliminaries. Section 3 describes how to formalize a UDS and the UDS-CLDSA as
state machines. Section 4 gives the new definition of the DSR property. Section 5
presents the theorem that guarantees the validity of the existing model checking
approach. Section 6 proves the theorem on simulation between MCLDSA and MUDS

to confirm the second property. Section 7 mentions related work, and Section 8
concludes the paper.

2 PRELIMINARIES

2.1 Chandy-Lamport Distributed Snapshot Algorithm (CLDSA)

CLDSA works by using control messages called markers. Each process can record
its local state when it has not yet received any marker from its incoming channels.
It then sends one marker along each of its outgoing channels. Because the channel is
FIFO, the marker acts as a separator for the messages in the channel to determinate
the sequence of messages that should be recorded in the state of the channel. There
are two rules by which a process will execute the marker-sending rule on recording
its local state and the marker-receiving rule on receiving a marker, respectively. The
outline of the algorithm is as follows:

Marker-Sending Rule for a process p: for each its outgoing channel c, p sends
one marker along c after recording its state and before sending further messages
along c.
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Marker-Receiving Rule for a process p: when the process p gets a marker from
one of its incoming channels c,

• if p has not yet recorded its state then p records its state according to
Marker-Sending Rule for p and the state of channel c as an empty sequence

• else p records the state of c as the sequence of messages received along c
after recording p’s state and before receiving the marker along c.

The algorithm will terminate when each process has already recorded its state and
the states of all of its incoming channels. The global snapshot is made by combining
those recorded process and channel states.

2.2 State Machine

A state machine consists of a set of states, some of which are initial states, and
a binary relation over states. The definition is as follows:

Definition 1 (State Machine). A state machine M , 〈S, I, T 〉 consists of

1. a set of states S;

2. a set of initial states I ⊆ S;

3. a total binary relation1 over states T ⊆ S × S.

Elements (s, s′) of the binary relation are called state transitions, where (s, s′)
says that s can change to s′. Since T is total, for each state s ∈ S there exists a state
s′ ∈ S such that (s, s′) ∈ T . The reachable states of a state machine are inductively
defined as follows:

1. each initial state is reachable and

2. for each reachable state s and each state transition (s, s′), s′ is reachable.

A state predicate p is an invariant property of the state machine if and only if p(s)
holds for all reachable states s of the state machine.

2.3 Maude

Maude [17] is a specification and programming language based on rewriting logic.
The basic units of specifications and programs are modules. A module contains
syntax declarations, providing a suitable language to describe a system. A module

1 Standard definitions of state machines do not require that T is total, but it is con-
venient to be able to generate infinite state sequences from state machines for proving
that one state machine can simulate another one and then we assume that T is total.
Note that a Kripke structure, which is used to define semantics of temporal logics and
includes a state machine, requires that T is total and then our assumption would be
reasonable.
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consists of sort, sub-sort, operator, variable, equation and membership declarations,
as well as rewrite rule declarations. Note that membership declarations are not used
at all in this paper.

A sort denotes a set, corresponding to a type in conventional programming
languages. For example, the sort Nat denotes the set of natural numbers. There
is the relation among sorts which is the same as the subset relation. A sort is a
subsort of another sort if and only if the set denoted by the former is a subset of
the one by the latter, and the latter is called a supersort of the former. Let Zero

and NzNat be the sorts denoting {0} and the set of non-zero natural numbers, and
then both of which are subsets of the set of natural numbers. Zero and NzNat are
subsorts of Nat and Nat is a supersort of Zero and NzNat. An operator is declared
as follows: f : S1 . . . Sn → S, where S1, . . . , Sn, S are sorts and n ≥ 0. Note that
-> may be used instead of →. S1 . . . Sn, S and S1 . . . Sn → S are called the arity,
the sort and the rank of f , respectively. When n = 0, f is called a constant. f
takes a sequence of n things of S1, . . . , Sn and makes something of S, where “things”
and “something” are what are called terms and will be described soon. Operators
denote functions or data constructors. Each variable has its own sort. Terms of a
sort S are inductively defined as follows:

1. each variable whose sort is S is a term of S and

2. for each operator f whose rank is S1 . . . Sn → S and n terms t1, . . . , tn of
S1 . . . Sn, f(t1, . . . , tn) is a term of S.

Note that when n = 0, f as it is a term of S. An operator may contain under-
scores, such as _+_ : Nat Nat -> Nat. If that is the case, a different notation than
f(t1, . . . , tn) is used. For example, if X is a variable of Nat, then X + X is a term of
Nat. Use of operators containing underscores allows us to define context-free gram-
mars. An equation declares that two terms are equal. A rewrite rule declares that
a term changes to another one. Equations can be used to define functions, while
rewrite rules can be used to define state transitions. A sort and the set denoted by
the sort are interchangeably used in this paper.

3 THE FORMALIZATIONS OF A UDS AND THE UDS-CLDSA

3.1 Formalizing a UDS as a State Machine

A UDS consists of a finite set of processes that are connected and communicated
by channels. This paper considers snapshot algorithms suited for FIFO channels.
Channels are assumed to deliver messages in the order sent. Messages are delivered
reliably without any error in finite but arbitrary time. There may be more than one
channel from one process to another. A UDS can be described as a labeled, directed
graph in which the vertices represent the processes and the directed edges represent
the channels. Figure 2 describes a UDS consisting of three processes p, q, r and four
channels c1, c2, c3, c4. The channel c4 is used to directly send messages from r to
p, but not vice versa.
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Figure 2. A distributed system with processes p, q, r and channels c1, c2, c3, c4

A global state of a distributed system is a collection of component process and
channel states. The state of a channel is characterized by the sequence of in-trans
messages sent along the channel and have not yet received by the destination process.
The initial global state is one in which each process is in its initial state and the
state of each channel is the empty sequence.

Since state machines are suitable to formalize concurrent systems, they are used
to formalize a UDS and the UDS-CLDSA in our research. In this paper, Maude
notation is used to describe state machines. Let MUDS be the state machine that
formalizes a UDS. We first consider how to express the states of a UDS and the
state transitions of MUDS.

Because our aim is to model check desired properties for CLDSA, we sup-
pose that the reachable states of a UDS are bounded and so are the reachable
states of the UDS-CLDSA. Note that the whole states of a UDS may be un-
bounded and so may be the whole states of the UDS-CLDSA. Because we for-
malize a channel from one process to another as an inductively defined queue, the
whole states of a UDS are unbounded. However, the reachable states of the UDS
could be bounded, for example, by preventing new messages from being gener-
ated.

3.1.1 State Expression

The states of process and channel are described by name: value pairs (called ob-
servable components), where name may have parameters: p-state[ ]: for process,
where the parameter of name is a process identifier and value is the state of the
process and c-state[ , , ]: for channel, where the three parameters are a source pro-
cess, a destination process and a natural number, respectively, and value is the state
of the channel. OCom is the sort for those observable components. These observ-
able components are expressed by the following operators that are constructors as
specified with ctor :

op p-state[ ]: : Pid PState→ OCom [ctor].

op c-state[ , , ]: : Pid Pid Nat MsgQueueP → OCom [ctor].

where Pid, PState, Nat and MsgQueue are the sorts for process identifiers, process
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states, natural numbers and queues of messages for which the sort Msg is used,
respectively.

Let p, q ∈ Pid, ps ∈ PState, n ∈ Nat and ms ∈ MsgQueue. (p-state[p]: ps)
is an observable component whose name is p-state[p] where p is a parameter and
whose value is ps, expressed as a term of OCom that says that the local state of
a process p is ps. (c-state[p, q, n]: ms) is an observable component whose name
is c-state[p, q, n] where p, q, n are parameters and whose value is ms, expressed as
a term of OCom that says that the state of a channel from the process p to the
process q is ms. Since there may be more than one channel from p to q, a nat-
ural number n is used in (c-state[p, q, n]: ms) to identify the channel. We use an
associative-commutative collection (called a soup) to express global states of a UDS.
The corresponding sort is ConFigure. The following operators are prepared to con-
struct the sort.

subsort OCom < Config,

op empConfig : → Config [ctor],

op : Config Config→ Config [ctor assoc comm id:empConfig]

where empConfig denotes the empty soup of observable components. Config is
a super-sort of OCom, which means that each term of OCom is treated as the sin-
gleton soup only consisting of the term. The juxtaposition operator is used to
construct soups of observable components. For c1, c2 ∈ Config, c1c2 ∈ ConFigure.
The juxtaposition operator is associative and commutative as specified with assoc
and comm, and empConfig is an identity of the operator specified with id:empConfig.

3.1.2 State Transitions

Each process in a UDS may do three kinds of actions:

i. Change of Process State: it may change its state without sending or receiving
any message,

ii. Sending of Message: it may send a message by putting the message into one of
its outgoing channels and may change its state (or may not change its state),
and

iii. Receipt of Message: it may get the top message from one of its incoming channels
if the channel is not empty and may change its state (or may not change its
state).

These actions are described as transition rules. A transition rule is described in
the form of rewrite rules2. In the following part, P,Q ∈ Pid, PS1, PS2 ∈ PState,

2 Each rewrite rule (and each equation) should be executable and the rewrite rule
should be split into multiple executable ones so that model checking can be doable with
Maude. Since the main purpose of the paper is to give a more faithful definition of the
DSR property and confirm the validity of the model checking approach used in the existing
study, we make each rewrite rule as general as possible to cover all possible situations.
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N ∈ Nat, CS ∈ MsgQueue and M ∈ Msg are variables of those sorts.

• Change of Process State is described as the following transition rule:

(p-state[P ] : PS1)⇒ (p-state[P ] : PS2).

• Sending of Message is described as the following transition rule:

(p-state[P ] : PS1)(c-state[P,Q,N ] : CS)⇒
(p-state[P ] : PS2)(c-state[P,Q,N ] : enq(CS, M))

where PS1 may be the same as PS2 and enq is a standard function for queues,
taking a queue q and an element e and putting e into q at bottom.

• Receipt of Message is described as the following transition rule:

(p-state[P ] : PS1)(c-state[Q,P,N ] : M | CS)⇒
(p-state[P ] : PS2)(c-state[Q,P,N ] : CS)

where PS1 may be the same as PS2. The operator | is used to construct
queues of messages. For m ∈ Msg and q ∈ MsgQueue, m | q ∈ MsgQueue,
where m is the top message of the queue.

Although three kinds of actions are generally described by only three transi-
tion rules, there may be more than three ground instances of the transition rules.
This is caused by the number of states for each process, the number of chan-
nels, the number of states for each channel, etc. Given a transition rule L ⇒ R,
a ground instance of the transition rule is obtained by replacing each variable
in L ⇒ R with a ground constructor term (or a value) of the sort of the vari-
able.

Definition 2 (TRUDS). Let TRUDS be the set of all ground instances of the three
transition rules.

3.1.3 State Machine MUDS

A UDS is formalized as state machine MUDS , 〈SUDS, IUDS, TUDS〉. SUDS is
the set of all ground constructor terms whose sorts are ConFigure. IUDS is a
subset of SUDS such that for each state s ∈ IUDS, for each channel c in s the
message queue in c is empty, for each process p ∈ Pid there exists at most one p-
state[p] observable component in s, for each (p, q, n) where p, q ∈ Pid and n ∈ Nat,
there exists at most one c-state[p, q, n] observable component in s, and there is
no dangling channel in s. TUDS is the binary relation over SUDS made from
TRUDS.

Definition 3 (MUDS). The state machine formalizing a UDS is MUDS , 〈SUDS,
IUDS, TUDS〉, where

1. SUDS is the set of all ground constructor terms whose sorts are Config;
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2. IUDS is a subset of SUDS such that (∀s ∈ IUDS) (∀c ∈ chans(s)) (msg(c) =
empChan), (∀s ∈ IUDS) (∀p ∈ Pid) (#(s, p) ≤ 1), (∀s ∈ IUDS) (∀p, q ∈ Pid)
(∀n ∈ Nat) (#(s, p, q, n) ≤ 1) and (∀s ∈ IUDS) (∀(c-state[p, q, n] : cs) ∈ s)
((#(s, p) = 1) ∧ (#(s, q) = 1));

3. TUDS is the binary relation over SUDS defined as follows: {(C,C ′) | C, C ′ ∈
Config, L⇒ R ∈ TRUDS, ∃C ′′.(C = LC ′′ ∧ C ′ = RC ′′)}.

Function chans gets all channels of a state s ∈ SUDS, msg gets the state of a chan-
nel c in s, and # counts the number of occurrences of a process or a channel
in s.

3.2 Generating State Machine MCLDSA from State Machine MUDS

LetMCLDSA be the state machine that formalizes the UDS-CLDSA. Because CLDSA
runs concurrently with, but does not alter, the behaviors of a UDS, it is possi-
ble to generate the formalization of the UDS-CLDSA from the UDS’s. The au-
thors in [18] show their way to do that. Carefully investigating, however, we
found mistakes in their formalizations. Our detection of their mistakes will be
presented in the rest of this section, where we focus on how to generate MCLDSA

from MUDS. Let us consider the state expression and the state transition for
MCLDSA.

3.2.1 State Expression

Each state of MCLDSA should consist of the local states of all processes and channels,
the state (called the start state) when CLDSA initiates, the snapshot, the state
(called the finish state) when CLDSA terminates and the information to control the
behaviors of CLDSA.

With superficially observing, we may mistakenly comprehend that the local
states of each process and channel in the UDS-CLDSA are exactly the same as
the one of a UDS. They are, however, different. The key difference is that due
to the working of CLDSA, a channel includes not only the normal data messages
as those of a UDS, but also the control messages, markers. This is an important
point needed to be noticed explicitly when modeling the system. As mistakes, the
authors in [18] did not see this point. They consider the states of a channel in
the system exactly the same as those for a UDS. The same sorts Msg, MsgQueue,
OCom and Config for messages, the sequence of messages, observable components
and a soup of p-state and c-state observable components, respectively, are used
in their formalization of the UDS-CLDSA. Overcoming the problem, we use other
sorts to describe the UDS-CLDSA. In detail, MMsg, a super-sort of sort Msg, is used
for messages and markers. The sorts BOCom and BConfig, replacing OCom and
Config, correspondingly, are used for observable components and a soup of p-state
and c-state observable components. For this end, the following sorts and operators
are defined:
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subsort Msg < MMsg.

op marker :→ MMsg[ctor].

op empChan :→ MMsgQueue[ctor].

op | : MMsg MMsgQueue→ MMsgQueue[ctor].

op p-state[ ]: : Pid PState→ BOCom[ctor].

op c-state[ , , ]: : Pid Pid Nat MMsgQueue→ BOCom[ctor].

subsort BOCom < BConfig.

op empBConfig :→ BConfig[ctor].

op : BConfig BConfig→ BConfig[ctor assoc comm id:empBConfig].

We use base-state(bc), start-state(sc), snapshot( c©ssc) and finish-state(fc) called
meta configuration components, in which bc, sc, ssc and fc are ground constructor
terms of sort BConfig, to express the local states of all processes and channels, the
start state, the snapshot and the finish state, respectively. The corresponding sort
for those components is MBCom. The information to control behaviors of CLDSA is
expressed as control(ctl) that is also a meta configuration component. ctl is a soup
of cnt, prog, #ms, and done control observable components that will be described
soon. CtlOCom is the sort for those components, and CtlConfig is the sort for soups
of CtlOCom.

ops base-state start-state snapshot finish-state : BConfig→ MBCom[ctor].

op control : CtlConfig→ MBCom[ctor].

The control observable components are as follows.

(cnt : n): n is the number of processes that have not yet completed CLDSA.

(prog[p] : pg): pg is the progress (notYet, started or completed) of a process
p, indicating that the process has not yet started, has started, or completed
CLDSA.

(#ms[p] : n): n is the number of incoming channels to a process p from which
markers have not yet been received.

(done[p, q, n] : b): b is either true or false. If b is true, q has received a marker
from the incoming channel identified by n from p, otherwise, q has not.

Each state ofMCLDSA is expressed as the soup of the meta configuration components,
which is in the form:

base-state(bc) start-state(sc) snapshot( c©ssc) finish-state(fc) control(ctl)

which is called a meta configuration and the corresponding sort is MBConFigure.
We define the following operators for the sort:

subsort MBCom < MBConfig.
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op : MBConfig MBConfig→ MBConfig[ctor assoc comm].

Initially, bc is an initial state of MUDS, and all of sc, ssc and fc are empBConfig.
The number of processes that have not yet completed CLDSA is equal to the number
of processes in the system, the progress of all processes are notYet, and all processes
have not yet received any markers. If fc is not empBConfig, a distributed snapshot
has been taken and then ssc is the snapshot.

3.2.2 State Transitions

Each process in the system preserves the basic actions of those for a UDS, but needs
to do two more kinds of actions for executing CLDSA as follows.

iv. Record of Process State: it may record its state and put markers into all of its
outgoing channels when it has not yet received any markers, and

v. Receipt of Marker: it may get a marker from one of its incoming channels.

In the following part, P , Q ∈ Pid, PS, PS1, PS2 ∈ PState, BC, SSC ∈ BConfig,
MMS ∈ MMsgQueue, CC ∈ CtlConfig, N ∈ Nat, NzN ∈ NzNat and M ∈ Msg are
variables of those sorts, where NzNat is the sort for non-zero natural numbers and
a subsort of Nat.

• Change of Process State is described as the following transition rule:

base-state((p-state[P ] : PS1)BC)⇒ base-state((p-state[P ] : PS2)BC).

• Sending of Message is described as the following transition rule:

base-state((p-state[P ] : PS1) (c-state[P,Q,N ] : MMS)BC)⇒
base-state((p-state[P ] : PS2) (c-state[P,Q,N ] : enq(MMS,M))BC).

• Receipt of Message is split into four subcases:

1. The process has not yet started CLDSA.

base-state((p-state[P ] : PS1) (c-state[Q,P,N ] : M | MMS)BC)
control((prog[P ] : notYet) CC)
⇒
base-state((p-state[P ] : PS2) (c-state[Q,P,N ] : MMS)BC)
control((prog[P ] : notYet)CC).

2. The process has completed CLDSA.

base-state((p-state[P ] : PS1) (c-state[Q,P,N ] : M | MMS)BC)
control((prog[P ] : completed)CC)
⇒
base-state((p-state[P ] : PS2) (c-state[Q,P,N ] : MMS)BC)
control((prog[P ] : completed)CC).
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3. The process has started CLDSA, not yet completed it, and not yet received
a marker from the incoming channel.

base-state((p-state[P ] : PS1) (c-state[Q,P,N ] : M | MMS)BC)
snapshot((c-state[Q,P,N ] : MMS’)SSC)
control((prog[P ] : started)(done[Q,P,N ] : false)CC)
⇒
base-state((p-state[P ] : PS2)(c-state[Q,P,N ] : MMS)BC)
snapshot((c-state[Q,P,N ] : enq(MMS’,M))SSC)
control((prog[P ] : started)(done[Q,P,N ] : false)CC).

4. The process has started CLDSA, but not yet completed it and it has already
received a marker from the incoming channel.

base-state((p-state[P ] : PS1)(c-state[Q,P,N ] : M | MMS)BC)
control((prog[P ] : started)(done[Q,P,N ] : true)CC)
⇒
base-state((p-state[P ] : PS2)(c-state[Q,P,N ] : MMS)BC)
control((prog[P ] : started)(done[Q,P,N ] : true)CC).

• Record of Process State is split into two subcases:

1. The process globally initiates CLDSA. This case is further split into three
subcases:

(a) The UDS only consists of the process.

base-state((p-state[P ] : PS)) start-state(empBConfig)
snapshot(empBConfig) finish-state(empBConfig)
control((prog[P ] : notYet)(cnt : 1)(#ms[P ] : 0)CC)
⇒
base-state((p-state[P ] : PS)) start-state((p-state[P ] : PS))
snapshot((p-state[P ] : PS)) finish-state((p-state[P ] : PS))
control((prog[P ] : completed)(cnt : 0)(#ms[P ] : 0)CC).

(b) The system consists of more than one process, and the process does not
have any incoming channels.

base-state((p-state[P ] : PS)BC) start-state(empBConfig)
snapshot(empBConfig) finish-state(empBConfig)
control((prog[P ] : notYet)(cnt : NzN)(#ms[P ] : 0)CC)
⇒
base-state((p-state[P ] : PS) bcast(BC,P, marker))
start-state((p-state[P ] : PS)BC) snapshot((p-state[P ] : PS))
control((prog[P ] : completed)(cnt : sd(NzN, 1))(#ms[P ] : 0)CC)x
if NzN > 1

where bcast is a function putting markers in all outgoing channels from
process P and sd is a function for natural number taking two natural
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numbers x and y and then returning x − y if x > y and y − x other-
wise.

(c) The system consists of more than one process, and the process has one
or more incoming channels.

base-state((p-state[P ] : PS)BC) start-state(empBConfig)
snapshot(empBConfig) finish-state(empBConfig)
control((prog[P ] : notYet)(#ms[P ] : NzN’)CC)
⇒
base-state((p-state[P ] : PS) bcast(BC,P,marker))
start-state((p-state[P ] : PS)BC)
snapshot((p-state[P ] : PS) inchans(BC,P ))
control((prog[P ] : started)(#ms[P ] : NzN’)CC).

2. The process does not globally initiate CLDSA. This case is further split into
three subcases:

(a) The process does not have any incoming channel, and there are no pro-
cesses except for the process that have not completed CLDSA.

base-state((p-state[P ] : PS)BC) start-state(SC) snapshot(SSC)
finish-state(empBConfig)
control((prog[P ] : notYet)(cnt : 1)(#ms[P ] : 0)CC)
⇒
base-state((p-state[P ] : PS)) start-state(SC)
snapshot((p-state[P ] : PS)SSC)
finish-state((p-state[P ] : PS)BC)
control((prog[P ] : completed)(cnt : 0)(#ms[P ] : 0)CC)
if (SC 6= empBConfig).

(b) The process does not have any incoming channels, and there are some
other processes that have not completed CLDSA.

base-state((p-state[P ] : PS)BC) start-state(SC) snapshot(SSC)
control((prog[P ] : notYet)(cnt : NzN)(#ms[P ] : 0)CC)
⇒
base-state((p-state[P ] : PS) bcast(BC,P,marker))
start-state(SC) snapshot((p-state[P ] : PS)SSC)
control((prog[P ] : completed)(cnt : sd(NzN, 1))(#ms[P ] : 0)CC)
if (SC 6= empBConfig)∧(NzN > 1).

(c) The process has some incoming channels.

base-state((p-state[P ] : PS)BC) start-state(SC) snapshot(SSC)
control((prog[P ] : notYet)(#ms[P ] : NzN’)CC)
⇒
base-state((p-state[P ] : PS) bcast(BC,P,marker))
start-state(SC) snapshot((p-state[P ] : PS) inchans(BC,P )SSC)
control((prog[P ] : started)(#ms[P ] : NzN’)CC)
if (SC 6= empBConfig).
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• Receipt of Marker is split into two subcases:

1. The process has not yet started CLDSA. This case is further split into three
subcases:

(a) The process has only one incoming channel, and there are no processes
that have not yet completed CLDSA except for the process.

base-state((p-state[P ] : PS)(c-state[Q,P,N ] : marker | MMS)BC)
snapshot(SSC) finish-state(empBConfig)
control((prog[P ] : notYet)(cnt : 1)(#ms[P ] : 1)
(done[Q,P,N ] : false)CC)
⇒
base-state((p-state[P ] : PS)(c-state[Q,P,N ] : MMS)BC)
snapshot((p-state[P ] : PS)(c-state[Q,P,N ] : empChan)SSC)
finish-state((p-state[P ] : PS)(c-state[Q,P,N ] : MMS)BC)
control((prog[P ] : completed)(cnt : 0)(#ms[P ] : 0)(done[Q,P,N ] :
true)CC).

(b) The process has only one incoming channel, and there are some other
processes that have not yet completed CLDSA.

base-state((p-state[P ] : PS)(c-state[Q,P,N ] : marker | MMS)BC)
snapshot(SSC) control((prog[P ] : notYet)(cnt : NzN)(#ms[P ] : 1)
(done[Q,P,N ] : false)CC)
⇒
base-state((p-state[P ] : PS)(c-state[Q,P,N ] : MMS)
bcast(BC,P,maker)) snapshot((p-state[P ] : PS)(c-state[Q,P,N ] :
empChan)SSC)
control((prog[P ] : completed)(cnt : sd(NzN, 1))(#ms[P ] : 0)
(done[Q,P,N ] : true)CC)
if NzN > 1.

(c) The process has more than one incoming channels.

base-state((p-state[P ] : PS)(c-state[Q,P,N ] : marker | MMS)BC)
snapshot(SSC) control((prog[P ] : notYet)(cnt : NzN)
(#ms[P ] : NzN’)(done[Q,P,N ] : false)CC)
⇒
base-state((p-state[P ] : PS)(c-state[Q,P,N ] : MMS)
bcast(BC,P,maker)) snapshot((p-state[P ] : PS)
(c-state[Q,P,N ] : empChan)inchans(BC,P )SSC)
control((prog[P ] : started)(cnt : sd(NzN, 1))(#ms[P ] : sd(NzN’, 1))
(done[Q,P,N ] : true)CC)
if NzN’ > 1.

2. The process has already started CLDSA. This case is further split into three
subcases:



1024 H. Doan, K. Ogata

(a) There is no incoming channel from which markers have not been received
except for the incoming channel, and there are no processes that have
not yet completed CLDSA except for the process.

base-state((p-state[P ] : PS)(c-state[Q,P,N ] : marker | MMS)BC)
finish-state(empBConfig) control((prog[P ] : started)(cnt : 1)
(#ms[P ] : 1)(done[Q,P,N ] : false)CC)
⇒
base-state((p-state[P ] : PS)(c-state[Q,P,N ] : MMS)BC)
finish-state((p-state[P ] : PS)(c-state[Q,P,N ] : MMS)BC)
control((prog[P ] : completed)(cnt : 0)(#ms[P ] : 0)
(done[Q,P,N ] : true)CC).

(b) There are no incoming channels from which markers have not been re-
ceived except for the incoming channel, and there are some other pro-
cesses that have not yet completed CLDSA.

base-state((p-state[P ] : PS)(c-state[Q,P,N ] : marker | MMS)BC)
control((prog[P ] : started)(cnt : NzN)(#ms[P ] : 1)
(done[Q,P,N ] : false)CC)
⇒
base-state((p-state[P ] : PS)(c-state[Q,P,N ] : MMS)BC)
control((prog[P ] : completed)(cnt : sd(NzN, 1)(#ms[P ] : 0)
(done[Q,P,N ] : true)CC)
if NzN > 1.

(c) There are some other incoming channels from which markers have not
been received.

base-state((p-state[P ] : PS)(c-state[Q,P,N ] : marker | MMS)BC)
control((prog[P ] : started)(cnt : NzN)(#ms[P ] : NzN’)
(done[Q,P,N ] : false)CC)
⇒
base-state((p-state[P ] : PS)(c-state[Q,P,N ] : MMS)BC)
control((prog[P ] : started)(cnt : NzN)(#ms[P ] : sd(NzN’, 1))
(done[Q,P,N ] : true)CC) [ ] if NzN’ > 1.

There are 18 transition rules described as above. Those transition rules are clas-
sified into three parts: UDS, UDS & CLDSA, and CLDSA. The UDS part consists
of the transition rules describing the actions purely related to the UDS, namely i, ii
and iii-1. The UDS part depends on the UDS concerned, can be constructed from
the three transition rules of the UDS and changes the base-state meta configuration
component of a state of MCLDSA. The UDS & CLDSA part also depends on the
UDS concerned and can be constructed from the three transition rules of the UDS,
but changes the other meta configuration components of a state of MCLDSA as well.
Three transition rules describing actions iii-2, iii-3 and iii-4 are in the UDS & CLDSA
part. The CLDSA part is independent from the UDS concerned, can be constructed
regardless of any UDSs, and does not change the base-state meta configuration com-
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ponent of a state of MCLDSA. The transition rules describing two kinds of actions
iv and v are in the CLDSA part.

Definition 4 (TRCLDSA). Let TRCLDSA be the set of all ground instances of the
18 transition rules.

3.2.3 State Machine MCLDSA

We propose the function CL that takes a state machine MUDS and returns another
state machine MCLDSA. Note that MUDS is the state machine of a UDS and MCLDSA

is the state machine of the UDS-CLDSA. Since the authors in [18] treat the states
of processes and channels of the UDS superimposed by CLDSA as the same as those
of a UDS, the definition of function CL in [18] is incorrect. The definition is as
follows:

For a state machine MUDS , 〈SUDS, IUDS , TUDS〉, CL(SUDS) =
{base-state(bs) start-state(ss) snapshot(sss) c© f-state(fs) control(ctl) | bs ∈
SUDS, ss ∈ Config, sss ∈ Config, fs ∈ Config, ctl ∈ CtlConfig}, where Con-
fig and CtlConfig are used as the sets of terms whose sorts are Config and
CtlConfig, respectively.

They consider that bs is in SUDS. Obviously, this is incorrect since the channels
in bc may contain markers, which do not exist in the channels of a UDS. Hence, bs
cannot be in SUDS. We redefine the function CL as follows:

Definition 5 (CL(MUDS)). For a state machine MUDS , 〈SUDS, IUDS, TUDS〉 for-
malizing a UDS, CL is the function that takes MUDS and returns CL(MUDS) ,
〈CLState(SUDS),CLInit(IUDS),CLTrans(TUDS)〉, where

1. CLState(SUDS) is the set of all ground constructor terms of sort MBConfig;

2. CLInit(IUDS) is {base-state(bc) start-state(empBConfig)
snapshot( c©empBConfig) finish-state(empBConfig) control(ctl) | bc ∈ IUDS, ctl
= InitCtlConfig(bc)};

3. CLTrans(TUDS) ⊆ CLState(SUDS) × CLState(SUDS) is {(MC,MC ′) | MC,
MC ′ ∈ MBConfig, L ⇒ R ∈ TRCLDSA,∃MC ′′.(MC = LMC ′′ ∧ MC ′ =
RMC ′′)}.

Function InitCtlConfig(bc) initializes values for all control information components.
Let MCLDSA be CL(MUDS). Note that SCLDSA is the set of all ground construc-
tor terms of sort MBConfig, although each reachable state from an initial state in
SCLDSA is in the following form:

base-state(bc) start-state(sc) snapshot(ssc) finish-state(fc) control(ctl).

Some functions on SCLDSA are defined for convenience.
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Definition 6 (b-state, s-state, snapshot, f-state, finished). For each s ∈ SCLDSA,

• b-state(s) is bc if there exists exactly one occurrence of the base-state(bc) meta
configuration component in s and empBConfig otherwise,

• s-state(s) is sc if there exists exactly one occurrence of the start-state(sc) meta
configuration component in s and empBConfig otherwise,

• snapshot(s) is ssc if there exists exactly one occurrence of the snapshot(ssc)
meta configuration component in s and empBConfig otherwise,

• f-state(s) is fc if there exists exactly one occurrence of the finish-state(fc) meta
configuration component in s and empBConfig otherwise, and

• finished(s) is false if f-state(s) is empBConfig and true otherwise.

The following is the definition that CLDSA has terminated in a state s in MCLDSA:

Definition 7 (MCLDSA |= terminated(s)). For a state machine MUDS , 〈SUDS,
IUDS, TUDS〉, for each s ∈ SCLDSA, MCLDSA |= terminated(s) if and only if
finished(s).

In the rest of the paper, terminated is abbreviated as trmtd. We have the following
proposition on MCLDSA:

Proposition 1 (No marker in s-state, snapshot and f-state). For each s ∈ SCLDSA,
if MCLDSA |= trmtd(s), then there is no marker in s-state(s), snapshot(s) and
f-state(s), equivalently that the least sort of s-state(s), snapshot(s) and f-state(s)
are ConFigure.

Note that, whenever CLDSA has terminated in a state s, the function s-state(s),
snapshot(s) and f-state(s) return the start state, the snapshot and the finish state,
respectively.

4 A MORE FAITHFUL DEFINITION OF THE DSR PROPERTY

4.1 The Informal Description of the DSR Property

The informal description of the DSR Property is given in [13] as follows. Let s1, s∗
and s2 be the state in which CLDSA initiates, the snapshot taken, and the state
in which CLDSA terminates, respectively. Although the snapshot s∗ may not be
identical to any of the global states that occur in the computation from s1 to s2,
one desired property (called the DSR property) CLDSA should satisfy is that s∗ is
reachable from s1 and s2 is reachable from s∗, whenever CLDSA terminates. Note
that s1, s2 and s∗ are states of the UDS, but not those of the UDS-CLDSA.

4.2 Formal Definition of the DSR Property

Infinite sequences of states called paths are generated from a state machine because
T is total. Paths are defined as follows.
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Definition 8 (Path). A path π of a state machine M , 〈S, I, T 〉 from a state s0 is
an infinite sequence of states π , (s0, s1, s2, . . . ), where (∀i ≥ 0)((si, si+1) ∈ T ). πi
denotes the ith state (i.e., si) in π and Π denotes the set of all paths of M .

For a state machine M , M , π |= isReachable(s2, s1) if and only if s2 is reachable
from s1 in a path π in M and then M |= isReachable(s2, s1) if and only if s2 is
reachable from s1 in M .

Definition 9 (Reachabilty in M). For a state machine M , 〈S, I, T 〉, for each π ∈
Π and each s1, s2 ∈ S, M,π |= isReachable(s2, s1) if and only if (∃i, j ∈ Nat) (i ≤
j ∧ s1 = πi ∧ s2 = πj), and M |= isReachable(s2, s1) if and only if (∃π ∈ Π) (M,π |=
isReachable(s2, s1)).

In other words, a state s2 is said to be reachable from a state s1 if and only if s1
can go to s2 by zero or more state transition steps in the state machine M .

In the informal description of the DSR property, it is checked that CLDSA
terminates, and it is checked that some states of a UDS are reachable from some
others in the UDS but not the UDS-CLDSA. Accordingly, the property involves two
systems, a UDS and the UDS-CLDSA, and hence we need to use two state machines
MUDS and MCLDSA to faithfully define the DSR property. Our definition of the DSR
property is as follows.

Definition 10 (The DSR Property). For a state machine MUDS , 〈SUDS, IUDS,
TUDS〉, (∀s ∈ SCLDSA) (MCLDSA |= trmtd(s) ⇒ MUDS |= isReachable(s∗, s1) ∧
MUDS |= isReachable(s2, s∗)), where s1 = s-state(s), s∗ = snapshot(s) and s2 =
f-state(s).

5 THE THEOREM ON EQUIVALENCE OF THE TWO DEFINITIONS
OF THE DSR PROPERTY

Since our new definition of the DSR property is more likely to faithfully express the
informal description of the property, it can be used to more faithfully model check
that CLDSA enjoys the property. However, due to involving two state machines, it
is not straightforward to directly model check the new definition with an existing
model checker. This is because existing temporal logics, such as LTL and CTL, used
for model checking, only consider one state machine, more precisely one Kripke
structure. Because the existing definition of the DSR property has been model
checked in [16], the equivalence of the new definition and the existing one guarantees
that we can use the existing model checking approach to model checking for the
new definition. Therefore, we prove a theorem saying that our new definition is
equivalent to the existing definition, which also confirms the validity of the existing
model checking approach.

Although the DSR property is encoded in terms of the Maude search command
in the existing study, the existing definition can be represented in terms of state
machines. Let us suppose that there are n processes in a UDS and let p1, . . . , pn
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be their identifications, namely that Pid is {p1, . . . , pn}, where n ≥ 1. Let ctl be
(prog[p1] : notYet) . . . (prog[pn] : notYet) in the rest of the paper. The existing
definition of the DSR property is represented in terms of state machines as fol-
lows:

For a state machine MUDS , 〈SUDS, IUDS , TUDS〉, (∀s ∈ SCLDSA) (MCLDSA

|= trmtd(s) ⇒ MCLDSA |= isReachable(base-state(s∗) control(ctl),
base-state(s1) control(ctl)) ∧ MCLDSA |= isReachable(base-state(s2)
control(ctl),base-state(s∗) control(ctl))), where s1 = s-state(s), s∗ =
snapshot(s) and s2 = f-state(s).

Both of the definitions are checking the termination of CLDSA in MCLDSA.
However, the reachability is checked in the other state machine MUDS in the new
definition, while it is checked in the same state machine MCLDSA in the existing
definition. This is the key difference between the two definitions. Although the two
definitions are seemingly different, we realize that the new one coincides with the
existing one [16]. Hence we prove the following theorem saying that two definitions
are equivalent.

Theorem 1 (Equivalence of the Two Definitions). For a state machine MUDS ,
〈SUDS, IUDS, TUDS〉, (∀s ∈ SCLDSA) (MCLDSA |= trmtd(s) ⇒ MUDS |=
isReachable(s∗, s1) ∧ MUDS |= isReachable(s2, s∗)) ⇔ (MCLDSA |= trmtd(s) ⇒
MCLDSA |= isReachable(base-state(s∗) control(ctl), base-state(s1) control(ctl))∧
MCLDSA |= isReachable(base-state(s2) control(ctl), base-state(s∗) control(ctl))),
where s1 = s-state(s), s∗ = snapshot(s) and s2 = f-state(s).

The only difference between the new definition and the existing one is the conclusion
part of the implications, in which the different state machines are used to check
the reachability in each definition. If we can prove that the conclusion parts are
equivalent, then the two definitions are equivalent. The equivalence of the conclusion
parts means that reachability is preserved between MUDS and MCLDSA. Therefore,
to prove Theorem 1, we prove Lemma 1 on reachability preservation. Lemma 1
asserts that reachability is preserved between MUDS and MCLDSA. The lemma is as
follows.

Lemma 1 (Reachability Preservation). For a state machine MUDS , 〈SUDS,
IUDS, TUDS〉, (∀s1, s2 ∈ SUDS) (MUDS |= isReachable(s2, s1) ⇔ MCLDSA |=
isReachable(base-state(s2) control(ctl), base-state(s1) control(ctl))).

We first prove as Lemma 2 and Lemma 3 that one-step reachability is preserved
between MUDS and MCLDSA to prove Lemma 1. The two lemmas are as follows.

Lemma 2 (One-step Reachability Preservation from MUDS to MCLDSA). ∀s1, s2
∈ SUDS such that s1 goes to s2 with one state transition step in MUDS,
base-state(s1) control(ctl) goes to base-state(s2) control(ctl) with one state tran-
sition step in MCLDSA.
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Lemma 3 (One-step Reachability Preservation from MCLDSA to MUDS). ∀ s1, s2
∈ SUDS such that base-state(s1) control(ctl) goes to base-state(s2) control(ctl)
with one state transition step in MCLDSA, s1 goes to s2 with one state transition
step in MUDS.

For each UDS, TUDS is constructed from the three transition rules and TCLDSA is
constructed from the 18 transition rules. Therefore, all we have to do is to take
into account the three transition rules and the 18 transition rules to discuss TUDS

and TCLDSA, respectively. In the following proofs, p, q ∈ Pid, ps1, ps2 ∈ PState,
cs ∈ MsgQueue, m ∈ Msg, bc ∈ Config and n ∈ Nat are fresh constants of those
sorts.

Proof. (Proof Sketch of Lemma 2.) Assume that s1 goes to s2 by a state transi-
tion t in MUDS. Our proof shows that there exists a state transition t′ in MCLDSA

that moves base-state(s1) control(ctl) to base-state(s2) control(ctl). Let us consider
the case in which t is constructed from the transition rule that describes Sending of
Message in MUDS. It suffices to consider s1 as an arbitrary state (p-state[p] : ps1) (c-
state[p, q, n] : cs)bc in SUDS to which the transition rule can be applied. There-
fore, s2 is (p-state[p] : ps2) (c-state[p, q, n] : enq(cs,m))bc. Then, base-state(s1)
control(ctl) is base-state((p-state[p] : ps1)(c-state[p, q, n] : cs)bc) control(ctl), and
base-state(s2) control(ctl) is base-state((p-state[p] : ps2) (c-state[p, q, n] : enq(cs,m))
bc) control(ctl). The transition rule that describes Sending of Message in MCLDSA

can be applied to base-state(s1) control(ctl) and obtains base-state(s2) control(ctl).
Hence, there exists t′. The case has been discharged. We can deal with the other
two cases that correspond to Change of Process State and Receipt of Message, re-
spectively. �

Proof. (Proof Sketch of Lemma 3.) Assume that base-state(s1) control(ctl) goes to
base-state(s2) control(ctl) by a state transition t in MCLDSA. Because s1 ∈ SUDS,
there is no marker in s1. Moreover, ctl is (prog[p1] : notYet) . . . (prog[pn] : notYet).
This is why any of the transition rules that describe Record of Process State and Re-
ceipt of Marker in MCLDSA cannot be applied to base-state(s1) control(ctl). There-
fore, t is not a state transition constructed from those transition rules. Any of the
transition rules that describe the 2nd, 3rd and 4th sub-cases of Receipt of Message
in MCLDSA cannot be applied to base-state(s1) control(ctl), neither. Therefore, t is
not a state transition constructed from those transition rules, neither. Then, all we
have to do is to consider the transition rules that describe Change of Process State,
Sending of Message and the 1st part of Receipt of Message in MCLDSA. The same
proof strategy used in the proof of Lemma 2 can be used to show that there exists
a state transition that moves s1 to s2 in MUDS for each state transition that moves
base-state(s1) control(ctl) to base-state(s2) control(ctl) in MCLDSA. �

Proof. (Proof of the “if” part of Lemma 1.) We prove that ∀s1, s2 ∈ SUDS,
if MCLDSA |= isReachable(base-state(s2) control(ctl), base-state(s1) control(ctl)),
then MUDS |= isReachable(s2, s1).
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Assume that MCLDSA |= isReachable(base-state(s2) control(ctl), base-state(s1)
control(ctl)) and then there must be a natural number k such that base-state(s1)
control(ctl) goes to base-state(s2) control(ctl) by k state transition steps in MCLDSA.
The proof is done by induction on k.

Base case: Since base-state(s1) control(ctl) is the same as base-state(s2)
control(ctl) in this case, s1 is the same as s2. So, this case is discharged.

Induction case: Suppose that base-state(s1) control(ctl) moves to base-state(s2)
control(ctl) by k + 1 transition steps and the k + 1 transitions taken are t1, . . . ,
tk+1. As shown in Figure 5, base-state(s′) control(ctl) is the state to which
base-state(s1) control(ctl) moves by the first k transition steps, namely that
MCLDSA |= isReachable(base-state(s′) control(ctl), base-state(s1) control(ctl)).
From the induction hypothesis, MUDS |= isReachable(s′, s1). Since base-state(s′)
control(ctl) moves to base-state(s2) control(ctl) by one transition step in
MCLDSA, s′ also moves to s2 by one transition step in MUDS from Lemma 3.
Then, this case is also discharged. Figure 5 shows the correspondence between
the transitions in MCLDSA and MUDS.

�

t1 t2 tk
tk+1

base-state(s’)
control(ctl)

base-state(s1)
control(ctl)

base-state(s2)
control(ctl)

s1 s2s’

Figure 3. The correspondence between the transitions in MCLDSA and MUDS

Proof. (Proof Sketch of the “only if” part of Lemma 1.) We prove that ∀s1, s2 ∈
SUDS, if MUDS |= isReachable(s2, s1), then (MCLDSA |= isReachable(base-state(s2)
control(ctl), base-state(s1) control(ctl)).

Assume that MUDS |= isReachable(s2, s1) and then there must exist a natural
number k such that s1 goes to s2 by k state transition steps in MUDS. The proof is
done by induction on k. Note that Lemma 2 is used in this proof. �

Proof. (Proof of Theorem 1.) Proof of Theorem 1 follows from Proposition 1 and
Lemma 1. �

6 CLDSA DOES NOT ALTER THE BEHAVIORS OF A UDS

As control algorithms [21], DSAs should run concurrently but not interfere with the
behaviors of a UDS. The behaviors of the algorithms are transparent to a UDS. It is
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necessary to prove that CLDSA does not alter the behaviors of a UDS to guarantee
the correctness of the algorithm. We will prove that any original actions of each
process of a UDS, namely sending a message, receiving a message and changing its
state, are preserved by CLDSA.

If we prove that MCLDSA simulates MUDS and vice versa, we can state that the
behaviors of a UDS are preserved by CLDSA. We propose a binary relation r between
MUDS and MCLDSA, and then prove Theorem 1 saying that r is a bi-simulation
relation between MUDS and MCLDSA. In the following part, for all states s, s′ in
state machine M , s  M s′ denotes that state s moves to states s′ by one state
transition of M , and s ∗M s′ denotes that state s moves to state s′ by zero or more
state transitions of M . Simulation from one state machine to another is defined as
follows:

Definition 11 (Simulation from MA to MB). Given two state machines MA ,
〈SA, IA, TA〉 and MB , 〈SB, IB, TB〉, r : SA SB → Bool is called a simulation
from MA to MB if it satisfies the following conditions:

1. For each sA ∈ IA there exists sB ∈ IB such that r(sA, sB).

2. For each sA, s
′
A ∈ SA and sB ∈ SB such that r(sA, sB) and sA  MA

s′A, there
exists s′B ∈ SB such that r(s′A, s

′
B) and sB  ∗MB

s′B.

r is a bi-simulation if and only if it is a simulation from MA to MB and vice versa.
We recognize that with the exception of putting markers into the channels of

a UDS, the algorithm does not change any original behavior of processes in the
system. We propose a binary relation r between MUDS and MCLDSA saying that for
each s1 ∈ SUDS and each s2 ∈ SCLDSA, r(s1, s2) if and only if s1 is the same as the
state obtained by deleting all markers from s2. The functions to delete all markers
from one state of a UDS on which CLDSA is superimposed is implemented as the
function delM as follows:

op delM: BConfig→ Config.

eq delM(empBConfig) = empConfig.

eq delM((p-state[P ] : PS) BCF) = (p-state[P ] : PS)delM(BCF ).

eq delM((c-state[P,Q,N ] : MMS)BCF ) =

(c-state[P,Q,N ] : delMchan(MMS)) delM(BCF ).

Where function delMchan deletes all markers in a sequence of messages.
The binary relation r is defined as follows:

Definition 12 (Binary relation r). Given two state machines MUDS , 〈SUDS,
IUDS, TUDS〉 and MCLDSA , 〈SCLDSA, SCLDSA, TCLDSA〉,∀sUDS ∈ SUDS and
∀sCLDSA ∈ SCLDSA, the binary relation r : SUDSSCLDSA → Bool is defined as
follows:

r(sUDS, sCLDSA) , (sUDS = delM(b-state(sCLDSA))).
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Figure 4. The binary relation r is a simulation from MCLDSA to MUDS

Theorem 2 (Bi-simulation relation r). Binary relation r is a bi-simulation relation
between MUDS and MCLDSA.

We will prove that r is a simulation from MCLDSA to MUDS and vice versa. It
suffices to only consider states reachable from the initial states in the proof. Initial
states have a specific form of configuration and no observable component will be
added to and/or deleted from initial states by any transition. The proof uses this
fact.

Simulation from MCLDSA to MUDS. We will prove that r satisfies the following
conditions. Figure 6 shows the diagrams corresponding to the two conditions.

Condition 1. For each sCLDSA ∈ SCLDSA there exists sUDS ∈ IUDS such that
r(sUDS, sCLDSA).

Proof. For each sCLDSA ∈ CLInit(IUDS), according to the definition of CL, sCLDSA

is in form of base-state(bc) start-state(empBConfig) snapshot(empBConfig) finsh-
state(empBConfig) control(ctl), where bc ∈ IUDS. Since b-state(sCLDSA) = bc and
bc ∈ IUDS, let us choose sUDS is bc. Because delM(b-state(sCLDSA)) = bc, sUDS =
delM(b− state(sCLDSA)). We have r(sUDS, sCLDSA). This condition is satisfied. �

Condition 2. For each sCLDSA, s′CLDSA ∈ SCLDSA and sUDS ∈ SUDS such that
r(sUDS, sCLDSA) and sCLDSA  MCLDSA

s′CLDSA, there exists s′UDS such that
r(s′UDS, s

′
CLDSA) and sUDS  ∗MUDS

s′UDS.

Proof. (Proof sketch.) The configuration of a state of MCLDSA is as follows.

base-state(bc) start-state(sc) snapshot(ssc) finish-state(fc) control(ctl),

where bc, sc, ssc, fc ∈ BConfig and ctl ∈ CtlConFigure.
Because of r(sUDS, sCLDSA), sUDS = delM(b-state(sCLDSA)) = delM(bc). Let

us assume that sCLDSA  MCLDSA
s′CLDSA by state transition t. The same as what

we have mentioned above, we only take into account the three transition rules and
the 18 transition rules to discuss TUDS and TCLDSA, respectively. Because the 18
transition rules are classified into three parts: UDS, UDS & CLDSA, and CLDSA,
the state transitions can be also classified into the three parts. In what follows,
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p, q ∈ Pid, ps1, ps2 ∈ PState, cs ∈ MsgQueue, m ∈ Msg, bc, sc, ssc ∈ BConfig,
ctl ∈ CtlConfig and n ∈ Nat are fresh constants of those sorts.

1. Let us consider the first case in which t is in the UDS part and the UDS & CLDSA
part.

Our proof shows that for any state transition t in the UDS and the UDS &
CLDSA parts that moves sCLDSA to s′CLDSA, there exists s′UDS to which sUDS

moves by one state transition such that r(s′CLDSA, s
′
UDS) holds. We can find

a state transition t′ in MUDS that can move sUDS = delM(b-state(sCLDSA)) to
s′UDS = delM(b-state(s′CLDSA)). The existence of t′ corresponding to t is shown
in Figure 5 a).
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Figure 5. Existing t′ in MUDS corresponding to t

Let us consider the case in which t is constructed from the transition rule that
describes Change of Process State in MCLDSA. It suffices to consider sCLDSA

as base-state((p-state[p] : ps1)bc) start-state(sc) snapshot(ssc) finish-state(fc)
control(ctl) to which the transition rule can be applied. Because of r(sUDS,
sCLDSA), sUDS = delM((p-state[p] : ps1)bc) = (p-state[p] : ps1) delM(bc) from
the definition of function delM. Since sCLDSA goes to s′CLDSA by t, s′CLDSA

is base-state((p-state[p] : ps2)bc) start-state(sc) snapshot(ssc) finish-state(fc)
control(ctl). Let t′ be the state transition that is constructed from the tran-
sition rule that describes Change of Process State in MUDS. Let s′UDS be
(p-state[p] : ps2) delM(bc). Then sUDS can move to s′UDS by t′. Because
s′UDS = (p-state[p] : ps2) delM(bc) and delM(b-state(s′CLDSA)) = (p-state[p] :
ps2) delM(bc), s′UDS = delM(b-state(s′CLDSA)). Therefore, r(s′UDS, s

′
CLDSA)

and sUDS  MUDS
s′UDS by t′. The case has been discharged. We can deal with

the other two cases that correspond to Sending of Message and the 1st of Receipt
of Message, respectively, likewise.

2. The last case in which t is constructed from the transition rule in the CLDSA
part.

Since CLDSA part does not change the base-state meta configuration component
of a state of MCLDSA. Our proof shows that we can choose as s′UDS the same
as sUDS then sUDS goes to s′UDS by zero step and r(s′UDS, s

′
CLDSA). This is

shown in Figure 5 b).
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From what have been proved above, we can see that relation r satisfies the two
conditions of simulation from MCLDSA to MUDS. Therefore, r is a simulation relation
from MCLDSA to MUDS. �

Simulation from MUDS to MCLDSA We will prove that r is a simulation from
MUDS to MCLDSA.

Proof. (Proof Sketch.) Our proof shows that r satisfies the two conditions of
simulation from MCLDSA to MUDS. It is straightforward to show that for each s in
IUDS there exists s′ in ICLDSA such that r(s, s′) holds. To show the second condition,
we need to consider the three (kinds of) transition rules of MUDS and then it suffices
to consider the rules of the UDS part and some rules of the UDS & CLDSA part in
MCLDSA. The proof can be conducted like we have done for the proof of simulation
from MCLDSA to MUDS. �

7 RELATED WORK

Many researches [10, 11, 12] have been conducted to formally verify various dis-
tributed systems. Among them, [10] concentrates on model checking for distributed
systems. The main contribution of the research is the design and implementation of
the fair linear temporal logic of rewriting (LTLR) model checker, a model checker
under localized fairness assumptions for Maude system. LTLR is an extension of
LTL. So the Fair LTLR model checker is basically an extension of Maude LTL
model checker dealing with fairness assumptions. Although the model checker tries
to deal with several distributed algorithms, it has not yet considered DSAs. The
authors in [11] deal with the problem of verification of asynchronous consensus al-
gorithms, a fault-tolerant distributed algorithm. The challenge of the problem is
that the state space is huge. Dealing with this problem, they have proposed a semi-
automatic verification approach based on model checking technique. In their ap-
proach the problem of verification of asynchronous consensus algorithms is reduced
to small model checking problems, namely the set of bounded model checking prob-
lems that can be solved efficiently by using bounded model checking with an SMT
(Satisfiability Modulo Theories) solver. In detail, they adopt a round-based model
called the Heard-Of (HO) model [20] to alleviate the problem. Their method can
be used to model check several consensus algorithms up to around 10 processes.
However, the method can only be applied to some consensus algorithms but not to
DSAs.

CLDSA and its desired properties were initially introduced in [13]. In this, the
DSR property is given in an informal way. Several studies are motivated by verifica-
tion of snapshot algorithms. Among them, [7, 12] consider directly CLDSA. In [7],
CLDSA is modelled in PROMELA, and then the model is simplified to be verifi-
able. However, only the UDS-CLDSA is modelled, and a property that is different
from the DSR property is model checked for CLDSA. The authors in [12] focus on
developing snapshot algorithms with formal proofs that guarantee the correctness
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of the algorithms. Some existing snapshot algorithms, such as CLDSA and Lai-
Yang, are re-developed by using the Event B framework and refinement. Starting
with a model providing an abstract view of a system and its behaviors, the model
then is enriched more concretely by many refinement steps to derive the algorithms.
To capture the complete and desired behaviors of snapshot algorithms, each refine-
ment step must preserve essential desired properties ensuring a consistent cut. The
properties are implemented as invariant conditions. This is also to ensure that the
snapshot recorded by the deriving algorithm is consistent. Their experiments are
conducted on fixed networks. Moreover, any of the properties they have considered
are not necessarily the same as the DSR property.

8 CONCLUSION

The authenticity of a model checking relies on the faithfulness of the specifications of
desired properties. It is expected that the desired properties are faithfully expressed
in the specifications. Attempting to more faithfully model check the DSR property
for CLDSA, we have given a more faithful formal definition of the DSR property.
Our definition involves two state machines in which the termination is checked in
the state machine MCLDSA formalizing the UDS-CLDSA and the reachability is
checked in the other state machine MUDS formalizing a UDS. The checking of the
reachability is different between the new definition and the existing definition. To
guarantee that it suffices to model check the definition used in the existing study for
CLDSA and the existing model checking approach can be used for this end, we have
proved Theorem 1 saying that our formalization of the DSR property is equivalent
to the existing one for each MUDS. Moreover, we have proved Theorem 2 saying
that MCLDSA simulates MUDS and vice versa to guarantee that CLDSA does not
alter the behaviors of a UDS.

In the existing work [16], it is necessary to specify the UDS on which CLDSA
is superimposed for each UDS in Maude to model check that the UDS on which
CLDSA is superimposed enjoys the DSR property with the Maude search command.
Moreover, the way to model check means to compare the numbers of solutions ob-
tained by three search experiments. Therefore, it is not straightforward to construct
a counterexample when the property is not fulfilled. The specification techniques
described in the paper make it possible to specify CLDSA as a meta-program in
Maude. Such a meta-program as a specification of CLDSA takes a concrete UDS
as an actual parameter and generates the specification of the UDS-CLDSA. It is
also possible to directly model check the faithful formalization of the DSR property
based on the specification of the UDS-CLDSA and construct a counterexample if
the property is not fulfilled.
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Abstract. Users usually want to gather information about what they are interested
in, which could be achieved by entity augmentation using a vast amount of web ta-
bles. Existing techniques assume that web tables are entity-attribute binary tables.
As for tables having multiple columns to be augmented, they will be split into sev-
eral entity-attribute binary relations, which would cause semantic fragmentation.
Furthermore, the result table consolidated by binary relations will suffer from en-
tity inconsistency and low precision. The objective of our research is to return
a consistent result table for entity augmentation when given a set of entities and
attribute names. In this paper we propose a web information gathering framework
based on consistent entity augmentation. To ensure high consistency and precision
of the result table we propose that answer tables for building result table should
have consistent matching relationships with each other. Instead of splitting tables
into pieces we regard web tables as nodes and consistent matching relationships as
edges to make a consistent clique and expand it until its coverage for augmentation
query reaches certain threshold γ. It is proved in this paper that a consistent result
table could be built by considering tables in consistent clique to be answer tables.
We tested our method on four real-life datasets, compared it with different answer
table selection methods and state-of-the-art entity augmentation technique based
on table fragmentation as well. The results of a comprehensive set of experiments
indicate that our entity augmentation framework is more effective than the existing
method in getting consistent entity augmentation results with high accuracy and
reliability.

Keywords: Web table, data integration, entity augmentation, consistency
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1 INTRODUCTION

In recent years, a vast amount of structured data in web pages attracts more
and more attention. Google presented WEBTABLES system in 2008 [1, 2], which
crawled 14.1 billion HTML tables containing 154 million relational data. Now, we
can also get web tables from some commercial table search engines, such as Google
Tables, Google Fusion Tables and Microsoft’s Excel PowerQuery [3, 4, 5, 6]. Web
tables containing relational information could be used to integrate data, one appli-
cation of which is entity augmentation. Our paper focuses on entity augmentation
using web tables. In other words, given a set of entities, a set of names of attributes,
we regard web tables as data source to return the value of attributes for each entity.

For entity augmentation, Yakout et al. implemented InfoGather to augment
entities by holistic matching [7]. They only considered binary query table with single
attribute to be extended by making assumption that web tables are entity-attribute
binary (EAB) relations. As for n-ary query tables, they split the table into several
EAB relations, i.e., the subject column with each of the other columns comprise
a set of EAB relations. Under this strategy, attributes in a web table are thought to
be independent. Other entity augmentation systems, such as SearchJoin [8, 9, 10],
use the same methods, getting result table by consolidating multiple entity-attribute
binary tables.

The most significant problem for current entity augmentation methods is entity
inconsistency. For example, Figure 1 gives an example of entity augmentation by
InfoGather, in which augmentation for only one attribute at a time could be per-
formed. At the beginning, the second column of t1 is selected to augment the value
of column author in query table according to schema matching. Then, the third
column of t2 is selected to augment the value of column year in query table. The
topic of t1 is about book, while the topic of t2 is about film. Consolidated by t1
and t2, the result table shown in Figure 2 suffers from entity inconsistency because
values for author and year in the same row are not from the same entity.

The quality of the entity augmentation result could be evaluated by several
aspects such as consistency, coverage and precision. By observation, we find some
limitations in existing technology that leads to low coverage, low precision and low
consistency.

First, existing methods usually perform entity augmentation for one attribute
at a time by splitting an n-ary web table into several binary entity-attribute tables.
As we discussed above, this kind of method will cause entity inconsistency and then
lead to low precision.

Second, web tables usually miss header text. For example, in Figure 1, t3 misses
the label of the second attribute. When we search web tables to match the query
table Q, t3 could not be found because its attributes do not overlap Q’s attributes.
In this circumstance, low coverage is caused by losing some matching values.

Third, a web table is usually regarded to be matched with a query table when
they both have the same entities and the same attributes. But if we only consider
schema level features to find matching tables, there may be semantic conflicts be-
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Figure 1. Example of entity augmentation using web tables

Figure 2. The result table

tween two tables. For example, in Figure 1, t2 is a matching table for the query
table when only considering matches of entities and attribute names. However, en-
tity inconsistency occurs because the query table is about books and t2 is about
films. This situation will also lead to low precision.

Entity inconsistency occurs when the semantics of web tables is ignored. For
n-ary query table, we should regard all the attributes as a whole, instead of splitting
the attributes into pieces. In the following paragraphs, we will make a distinction
between an answer table and a result table. After entity augmentation, a query
table Q corresponds to one result table, which contains value of attributes to be
extended. In order to construct a result table, we should find a set of answer tables
which provide attribute values for the final result table. Consistent entities could
be obtained when answer tables match with each other either in semantics or in
value, which will later be defined as consistent matching relationship in Section 2.
Given a set of web tables T and a query table Q with entities, the process of
entity augmentation could be thought as continuing to find answer tables from T
and augmenting entities until coverage of the result table for Q reaches a specific
threshold γ. If we take web tables as nodes and consistent matching relationships as
edges, answer tables for a query table make up a clique because those answer tables
should be matched with each other to make up consistent matching relationship.
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Entity augmentation problem could be converted into another problem of building
clique in a graph.

At the beginning, we find seed tables which are the most related with the query
table to build initial cliques, each of which has only one node (seed table). To get
a result table with a specific coverage γ, we have to expand the initial clique with
more nodes (web tables) to form a clique satisfying the requirement of coverage,
which is later defined as Consistent γ-Coverage Clique in Section 2. When a con-
sistent γ-coverage clique is built successfully, the nodes in this clique are answer
tables for the result table. At last, we will get a set of consistent γ-coverage cliques
and corresponding answer tables, from which we choose the optimal clique and its
corresponding result table.

The main contributions of this paper are:

1. We propose consistent matching relationships to solve entity inconsistency,
which should be hold not only between any two answer tables but also between
each answer table and the query table. We also propose answer table selection
method based on consistent matching degree.

2. To our best knowledge, we are the first that propose to settle consistent entity
augmentation problem by building consistent γ-coverage clique. We regard web
tables having consistent matching relationships with query table as nodes and
consistent matching relationships between web tables as edges, therefore we get
a consistent clique. It is proved that a consistent result table could be built by
considering tables in consistent clique to be answer tables.

3. We have performed extensive experiments on 4 real-life datasets of web tables.
Experimental results demonstrate that our entity augmentation framework has
high accuracy and reliability, meanwhile ensuring entity consistency.

This paper is structured as follows. We start in Section 2 by modeling the
problem. The entity augmentation method by building consistent γ-coverage clique
is described in Section 3. Experimental evaluating results are presented in Section 4.
Related work is discussed in Section 5 and we conclude in Section 6.

2 PROBLEM MODELING

In recent years, entity augmentation has attracted more and more attention from
researchers. Yakout et al. proposed indirect matching to augment entities [7]. Lehm-
berg et al. proposed Mannheim Search Join Engine to extend query table [8, 9, 10].
During entity augmentation, they only considered the entity column and the col-
umn to be augmented. The above mentioned entity augmentation techniques are
all based on the assumption that columns are independent.

In case that there exist some n-ary query tables and web tables, this assump-
tion will lead to low precision and entity inconsistency. When splitting a complete
web table into several pieces, the semantics of this table is segmented, thus causing
entity inconsistency in the result table and leading to low precision. In order to get
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consistent entity and high precision for result table, we propose that answer tables
should have consistent matching relationships with each other to ensure high con-
sistency and have consistent matching relationship with query table to ensure high
precision of the result table. In order to make consistent matching relationship more
understandable, we individually define concepts of semantic relevance (Definition 1)
and table matching degree (Definition 2). Consistent matching relationship between
two tables is made up of semantics part and value part. Semantic relevance gives the
degree of how two tables are semantic related. Also, table matching degree reflects
the probability that two tables consistently match in value. Before discussing the
problem model, we introduce notations in Table 1.

Notation Description

Q (E,A) The query table with entity set E and attribute set A
T = {t1, t2, t3, . . .} A set of web tables
γ A specific coverage
AT An answer table set for the query table
RT The result table for the query table
SRD(ti, tj) The semantic related degree for table ti and tj
TMD(ti, tj) The table matching degree between ti and tj
U (V, S) The clique U with the node set V and the edge set S
cov (RT,Q) The coverage of result table RT to query table Q
cov (U,Q) The coverage of clique U to query table Q
SMS (Q, t) The semantic matching score between query table Q and web table t

Table 1. Notations

2.1 Consistent Matching Relationship

Considering two tables, we think they are semantically related if their entity sets are
semantically related, because concepts of entity columns are thought to represent the
tables’ semantic concepts [11]. In the following paragraphs, we will first introduce
how to get semantic related degree between two tables by calculating entity sets’
relatedness.

We use Probase [12] to determine if two entity sets are semantically related. For
each entity in one table, we calculate its relatedness to each entity in another table
by using Jaccard Similarity on two entities’ concept sets returned by Probase. Then,
we aggregate the pairwise entity relatedness to get two tables’ (ti and tj) semantic
related degree, denoted as SRD(ti, tj), which could be calculated using the following
formula:

SRD(ti, tj) =

∑
∀ei∈Ei,∀ej∈Ej

Jaccard(C(ei), C(ej))

|Ei| |Ej|
(1)

where Ei, Ej are entity sets of ti and tj, respectively, C(e) denotes concept set of

entity e, and Jaccard (C (ei) , C (ej)) =
|C(ei)

⋂
C(ej)|

|C(ei)
⋃
C(ej)| .
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Definition 1 (Semantic Relevance). Given two tables ti and tj, we call the table ti

is semantically related with tj, denoted as ti
sem
≈ tj , if SRD(ti , tj ) ≥ θ.

Generally, two tables are thought to match with each other in value if both tables
have the same value in the same attribute for the same entities. For example, if two
tables both have entity “United States”, we expect them to have “Washington” in
column capital. If there are a certain proportion of same entities with same value in
column capital of two tables, two capital columns are regarded as matching columns.
So, to determine if two tables are consistent matching with each other in value, we
have to find their mapping columns with matching labels. Tables are matched in
value if all the mapping columns are matching columns. Specially, because a query
table misses attribute values, it is thought to match with a web table in value when
they have same entities and same attributes. We propose the concept of Table
Matching Degree to determine whether two tables are matched in value or not.

Definition 2 (Table Matching Degree). Given two tables ti and tj, query table Q,
Ci and Cj are respectively mapping columns for ti and tj. The table matching degree
between ti and tj, denoted as TMD(ti, tj), could be calculated using the following
formula:

TMD(ti, tj) =


|ti.E

⋂
tj .E|

min{|ti.E|,|tj .E|} ×
|ti.A

⋂
tj .A|

min{|ti.A|,|tj .A|} , if ti = Q ∨ tj = Q,

|{<Ci,Cj>|Ci≈Cj}|
|{<Ci,Cj>}| , if | {< Ci, Cj >} | 6= 0,

−1, otherwise,

(2)

where t.E denotes t’s entities set, and t.A denotes a set of attributes names of table
t; Ci ≈ Cj denotes columns Ci and Cj are matching columns which meet column
matching degree threshold (given in Section 3.3.2).

In Definition 2, table matching degree is −1 when there are no mapping columns
between two web tables. Under this situation, whether two tables have consistent
matching relationship or not is determined only by considering two tables’ semantic
relevance. When there are mapping columns in two tables, whether two tables have
consistent matching relationship or not is determined by considering both semantic
relevance and table matching degree between two tables.

Definition 3 (Consistent Matching Relationship). Given two tables ti and tj, we

call ti has consistent matching relationship with tj, denoted as ti
cm↔ tj, iff (ti

sem
≈

tj ∧ ((TMD(ti, tj) > τ ∧ ti 6= Q ∧ tj 6= Q) ∨ TMD(ti, tj) = −1 ∨ TMD(ti, tj) > 0)).

Theorem 1. Consistent matching relationship is symmetric. Given tables ti and
tj, if ti

cm↔ tj holds, then tj
cm↔ ti holds.

Proof. Under the condition that ti
cm↔ tj, it is obvious that ti

sem
≈ tj and ((TMD(ti,

tj) > τ ∧ ti 6= Q ∧ tj 6= Q) ∨ TMD(ti, tj) = −1 ∨ TMD(ti, tj) > 0) hold. According

to Equation (1) and Definition 1, tj
sem
≈ ti holds. And, according to Equation (2),
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TMD(ti, tj) = TMD(tj, ti) holds, which means that ((TMD(tj, ti) > τ∧tj 6= Q∧ti 6=
Q) ∨ TMD(tj, ti) = −1 ∨ TMD(tj, ti) > 0) holds. So, tj

cm↔ ti holds. That is to say,
consistent matching relationship is symmetric. �

2.2 Problem Statement

For a consistent entity augmentation result, the consistent matching relationship
should both exist between any two answer tables and exist between each answer
table and the query table. A result table built by answer tables satisfying the above
conditions is considered to be a consistent result table.

Definition 4 (Consistent Result Table). Given a query table Q and a set of web
tables T , RT is a result table for Q and AT is its corresponding answer tables set.
RT is a consistent result table for Q if and only if:

1. Each table in AT has consistent matching relationship with the query table Q.

2. Tables in AT have consistent matching relationships with each other.

Problem Statement. Given query table Q(E,A) and a set of web tables T , where
Q.E denotes query table’s entities, and Q.A denotes a set of names of attributes
which are to be augmented. Consistent Entity Augmentation is to find a group of
answer tables AT (AT ⊆ T ) for building a consistent result table RT whose coverage
to query table reaches the specific threshold γ.

If we take web tables having consistent matching relationships with query table
as nodes and consistent matching relationships as edges, then a clique is the complete
subgraph in which tables as nodes consistently match with each other. Tables in
a clique come to be answer tables when their corresponding result table’s coverage
to query table is larger than the specific threshold. So, entity augmentation problem
could be converted into building consistent γ-coverage clique (Definition 7) problem.

Definition 5 (Result Coverage). Given a query table Q, a clique U composed of
answer tables for Q and the corresponding result table RT , the coverage of result
table RT or clique U to Q, denoted as cov(RT,Q) or cov(U,Q), could be calculated
using the following formula:

cov(RT,Q) = cov(U,Q) =
#augCells(RT )

#Cells(Q)
(3)

where #augCells(RT ) and #Cells(Q) denote the number of cells augmented by the
clique U , and the number of cells which should be augmented in the query table,
respectively.

Definition 6 (Consistent Clique). Given a query table Q and a set of candidate
tables CT , a clique U(V, S) is a consistent clique for Q when:
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• V is a subset of CT , and each table in V has consistent matching relationship
with Q;

• S is a set of consistent matching relationships between table pairs in V , ∀(ti, tj) ∈
S, ti

cm↔ tj holds;

where CT is selected from source web tables T , having at least one same entity with
the query table.

Definition 7 (Consistent γ-Coverage Clique). Given a query table Q, a consistent
clique U(V, S) for Q, and a coverage threshold γ, a clique U is a consistent γ-coverage
clique for Q when cov(U,Q) ≥ γ.

Theorem 2. Given a query table Q, a set of web tables T , a consistent result table
RT for Q with γ coverage could be built using V as answer tables if and only if
existing a consistent γ-coverage clique U(V, S) for Q.

Proof. Firstly, we prove necessity. When a consistent result table RT for Q with
γ coverage exists, we could regard its answer tables as nodes set V and consistent
matching relationships between tables as edges set S, then get a complete graph
U(V, S). According to Definition 4, consistent matching relationships in RT exist
both between any two answer tables and between each answer table and the query
table, which makes the complete graph U(V, S) to be a consistent clique for Q.
Furthermore, under the condition that coverage of result table RT to Q reaches γ,
it is obvious that U(V, S) is a consistent γ-coverage clique for Q.

Secondly, we will prove sufficiency. If existing a consistent γ-coverage clique
U(V, S), according to Definition 7, every table in V has consistent matching rela-

tionship with Q. For clique U , ti
cm↔ tj holds for any two tables ti, tj in V . Using

V as answer tables, a consistent result table RT could be built for Q. Furthermore,
when cov(U,Q) ≥ γ, cov(RT,Q) ≥ γ holds. �

Theorem 2 is given to validate that we could get a consistent result table for
query table Q with γ coverage by building Consistent γ-Coverage Clique. Based on
this theorem, the entity augmentation problem could be converted into the Consis-
tent γ-Coverage Clique Problem as follows.

The Consistent γ-Coverage Clique Problem. Given a query table Q and a
set of web tables T , the consistent γ-coverage clique problem is to build a set of
cliques whose coverage to query table Q are larger than γ.

3 ENTITY AUGMENTATION BY BUILDING CONSISTENT
γ-COVERAGE CLIQUE

3.1 Solution Overview

Given the query table is missing some attributes’ values, as one application of data
integration, the aim of entity augmentation is to return a result table containing
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query table’s missing data. Existing entity augmentation techniques assume web
tables are EAB relations [7, 8, 9, 10]. When an n-ary query table has multiple
columns to be extended, the result table consolidated by binary tables will suffer
from entity inconsistency problem. The goal of our paper is to build consistent
results for n-ary entity augmentation queries.

Figure 3 gives the framework for consistent entity augmentation. At first, we
find candidates from source tables with aid of the index EI(Q). Given a query ta-
ble Q and a set of web tables T , index EI(Q) will return tables having at least one
same entity with the query table. In order to get consistent entity for result table, we
propose that answer tables should have consistent matching relationships with each
other to ensure high consistency and precision of the result table. Based on graph
theory, consistent entity augmentation query problem could be converted into con-
sistent γ-coverage clique building problem. We also prove that tables in consistent
γ-coverage clique are answer tables for entity augmentation query in Theorem 2.

To build γ-coverage cliques, we first find seed cliques as initials using semantic
matching score. For each seed clique, we try to expand it with tables and get
a corresponding consistent γ-coverage clique. For a seed clique not satisfying the
requirement of coverage, we have to find other web tables called clique tables to
improve its coverage. In order to get clique tables, we calculate table potential for
each candidate table, which is made up of its consistent matching degree with the
query table and its consistent matching degree with each table in clique. Obviously,
a web table is selected to be a clique table, if it has consistent matching relationship
not only with query table but also with each table in existing clique. In other
words, the higher is the table potential, the greater is the probability of being
a clique table. Based on this intuition, we select one with the highest potential
as a new clique table, and add edges between this new addition and each original
clique table. After that, we continue to expand the clique by adding tables with high
potential until its coverage reaches γ. For each seed table, we will get a consistent γ-
coverage clique and corresponding answer tables. To get final consistent result table,
we select the optimal clique by measuring several indicators such as consistency
support degree, diversity of source and coverage. At last, tables in optimal clique
are regarded as answer tables which provide attribute values for the final consistent
result table.

3.2 Finding Seed Cliques Based on Semantic Relevance

In our solution, the first step is to find seed cliques, which is the base for building
consistent γ-coverage cliques. In most cases, a query table contains less information,
so seed cliques are introduced to provide as much information as possible for entity
augmentation. As shown in Figure 1, “The Lord of The Rings” is not only a best-
selling novel, but it is also a popular movie. The information provided by the query
table is not enough to determine entity’s concept. If we provide more information,
such as publishing time, it will be helpful for identifying concept of the entity. So,
it is very important to find seed cliques with tables “matching with” query table.
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Figure 3. A framework for consistent entity augmentation

At the beginning, we can get a graph made up of isolated tables without con-
sistent matching relationships among them. At that time, each node in the graph
could be regarded as an initial clique, which would be expanded by other nodes
(web tables) to form a consistent γ-coverage clique. In order to improve accuracy
and reduce time cost, we should select seed cliques having more consistent matching
degree with the query table as initial cliques. Because each initial clique only has
one node, the problem of finding seed cliques could be converted to the problem of
finding seed tables.

To find seed tables, schema matching techniques are usually used, which is
generally based on schema level features (e.g. attribute names) and instance level
features (e.g. attribute values). Previous works only consider schema information
and select seed tables when they have the same entities and same attribute names
with the query table [7]. Using the existing method, for example in Figure 1, we can
get seed tables t1 and t2 because their matching scores are the same. Obviously, t2
is a false seed table whose entities are films, while entities of query table are books.
During entity augmentation, error will be amplified by using t2 as the seed table.

This problem is due to only considering schema information. In fact, based on
schema level features, we can also consider semantic relevance between a candidate
table and the query table. And, according to Problem Statement described in Sec-
tion 2.2, every answer table should have a consistent matching relationship with the
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query table, so are seed tables. As for selection of seed tables, we hope that seed
tables have a higher consistent matching degree than other tables, based on that
they all have consistent matching relationships with a query table. To measure con-
sistent matching degree between a web table and a query table, we need to calculate
semantic matching score.

Definition 8 (Semantic Matching Score). Given the query table Q(E,A) and
a web table t(K,B), the semantic matching score between Q and t, denoted as
SMS(Q, t), could be calculated using the following formula:

SMS(Q, t) = φ(SRD(Q, t), θ) ∗ φ(TMD(Q, t), 0) (4)

where φ(p, θ) = Jp > θKp−∞, which denotes φ(p, θ) = p when p > θ, otherwise
φ(p, θ) = −∞. SRD(Q, t) denotes semantic related degree between query table
and web table. When SRD(Q, t) < θ, we think the table t and the query table are
not semantically related.

Given the query table and candidate tables CT , for each table in CT , we can get
its semantic matching score with query table Q. According to semantic matching
scores, we can get top-k seed tables, which makes the initial cliques taking shape.

3.3 Building Consistent γ-Coverage Cliques

For any seed clique, we need to expand it by adding web tables (denoted as clique
tables) if its coverage is smaller than γ. Based on seed cliques, we can build con-
sistent γ-coverage clique by dynamically adding clique tables. According to Defini-
tion 6, a clique is considered as a consistent clique when its nodes have a consistent
matching relationships with the query table and its edges are consistent matching
relationships. Through Definition 8, every seed clique meets the requirement of be-
ing a consistent clique. The way to find a clique table is considering its consistent
matching degree both with the query table and with each table in the current clique.
A node potential reflects consistent matching degree between the clique table and
the query table, while an edge potential reflects consistent matching degree between
two tables in the clique. The potential of a candidate table is the sum of its node
potential and all edge potentials between itself and each table in the clique.

3.3.1 Node Potential

Node potential is proposed to measure the probability of a candidate to become
a clique table, which mainly considers the coverage of the clique after adding the
web table into it. In order to represent the contribution of a web table for increasing
clique’s coverage, we propose the concept of Supplementary Coverage.

Definition 9 (Supplementary Coverage). Given a query table Q(E,A), candidate
tables CT and a consistent clique U(V, S) for Q whose coverage is smaller than γ.
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The supplementary coverage of a web table t (t ∈ CT − V ) about the clique U for
the query table Q, denoted as SC(t, U,Q), is the incremental coverage of clique U
improved by table t.

SC(t, U,Q) = cov(U ∪ {t} , Q)− cov(U,Q). (5)

Node Potential. Given a query table Q(E,A), candidate tables CT and a con-
sistent clique U(V, S) for Q whose coverage is smaller than γ. Node potential
ϕnode(t, U,Q) for table t (t ∈ CT − V ) is calculated as follows:

ϕnode(t, U,Q) = φ(SRD(Q, t), θ)) ∗ SC(t, U,Q). (6)

3.3.2 Edge Potential

For web tables missing labels, Equation (6) could not give accurate node potential
for those tables. Using Figure 1 as an example, the supplementary coverage of t3
is 0 due to missing a column label in t3. Actually, with label year in the second
column, t3’s supplementary coverage should be 0.2 based on seed table t1. We can
settle this problem by transferring the label year from the third column of t1 to the
second column of t3 by finding matching columns.

Two columns will be matching columns when their column matching degree is
larger than a specific threshold. For two columns Ci and Cj in tables ti and tj,
respectively, their column matching degree, denoted as CM(Ci, Cj), reflects the
similarity degree of two columns. Column matching degree is the ratio of the same
entities with the same values in two columns. For column matching degree of two
columns, we mainly consider three situations:

1. both columns’ elements are character values;

2. both columns’ elements are years;

3. both columns’ elements are numeric values.

For character values, two values are regarded as the same when their EditDistance
is larger than a specific threshold. For two years, two values are regarded as the
same when they equal to each other. Specially, for numeric values, two values are
regarded as same when they meet a specific unit conversion.

Definition 10 (Matching Columns). Given two tables ti and tj, Ci and Cj are
columns for ti and tj, respectively, they are regarded as matching columns, denoted
as Ci ≈ Cj, if CM(Ci, Cj) > σ holds.

In order to calculate node potential for a web table with missing column labels,
we try to transfer labels of columns which are query table’s mapping columns to
their matching columns.
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After transferring labels, we can get edge potential over the table pair when
two tables have a consistent matching relationship with each other. Edge poten-
tial denotes consistent matching degree between two tables, considering two tables’
consistent matching degree both in semantics and in value.

Edge Potential. Given candidate tables CT and a consistent clique U(V, S) for
a query table Q whose coverage is smaller than γ. Edge potential ϕedge(ti, tj) for
edge between table ti in CT−V and table tj in V could be calculated using following
formula:

ϕedge(ti, tj) =

φ(SRD(ti, tj), θ), if TMD(ti, tj) = −1,

φ(SRD(ti.tj),θ)+φ(TMD(ti.tj),τ)

2
, otherwise.

(7)

3.3.3 Getting Clique Tables

The goal of this stage is continuously to find clique tables from the set of candidate
tables CT , to make the coverage of clique approach γ. So, to find clique table for
clique U(V, S), we regard the sum of node potential and edge potential as table
potential, denoted as ϕtable(ti).

ϕtable(ti) = ϕnode(ti, U,Q) +
∑
∀tj∈V

ϕedge(ti, tj) (8)

where ti ∈ CT − V .
According to Equation (8), we can get the clique table tU for the clique U(V, S)

using the following formula:

tU = arg max
∀ti∈CT−V

ϕtable(ti). (9)

In order to build consistent γ-coverage clique, we select seed tables first according
to semantic matching score. Then, for each seed table whose coverage is smaller
than γ, we separately calculate table potentials for candidates and select one with
the maximal value as clique table. Each time when new clique table is putting in,
the clique is expanded and its coverage is improved. Above progress is repeated
until clique’s coverage reaches γ.

Algorithm 1 gives an algorithm for finding clique table. The input of this algo-
rithm is the query table Q, candidate tables set CT and the clique U(V, S) whose
coverage is smaller than γ. At first, labels from matching columns are transferred
to tables with missing labels (line 8). Then, table potential is calculated for each
candidate table (line 9). At last, the clique table t with the maximal table potential
is chosen (line 11–12).

Algorithm 2 introduces the procedure of iteratively building consistent γ-cover-
age cliques based on seed cliques. The input is the query table Q, candidate tables
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Algorithm 1: findCTables(Q(E,A), CT, U(V, S))

Input: Q(E,A): the query table;
CT : candidate table set;
U(V, S): a clique whose coverage is smaller than γ;

Output: tU : clique table for U(V, S)
1 map← ø;
2 for each table ti in CT − V do
3 sum← 0;
4 for each table tj in V do
5 for each column Cj in tj’ column set Γ used to augment Q do
6 for each column Ci in ti do
7 if CM(ti, tj) > σ and A(Ci) 6= A(Cj) then
8 A(Ci)← A(Cj);

9 sum ← sum + ϕedge(ti, tj);

10 add 〈ti, sum + ϕnode(ti, U,Q)〉 to map;

11 map = HashMap(map);
12 return top − 1 table in map;

set CT and the number k of seed cliques. At the beginning, the set of initial cliques
is empty (line 1). Then, we get seed cliques (line 2). For each seed clique, the
function expand Clique(Q,CT, Ui(V, S), ε) is executed iteratively until the clique’s
coverage reaches γ (line 4). In practice, sometimes when the result table returned
could not satisfy the requirement of coverage γ, we would return the clique whose
coverage is the closest to γ instead. Under this situation, a clique U is returned
when its coverage converges (line 13–14).

3.4 Getting Consistent Result Table Based on Optimal Clique

After getting a set of consistent γ-coverage cliques, we can obtain the corresponding
answer tables for the query. At this stage, we should select an optimal clique, whose
nodes are answer tables for building the final consistent result table. We consider
the following indicators for selecting the optimal clique:

Consistency Support Degree: We measure consistency support degree using the
average value of table potentials in clique U(V, S). A higher value means the
result table could keep higher consistency with the query table.

Diversity of Source: This indicator reflects diversity of answer tables (i.e., the
diversity of tables in clique U(V, S)). We measure diversity of source simply by
the number of answer tables. Generally, the more diverse the data source is, the
less consistent the result table will be. In fact, fewer answer tables are helpful
for maintaining the entity consistency.
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Algorithm 2: build CC Cliques(Q,CT, k)

Input: Q(E,A): the query table;
CT : candidate table set;
k: the number of seed cliques;

Output: C: a set of consistent γ-coverage cliques
1 C← ∅;
2 get the seed cliques U1, U2, · · · , Uk;
3 for each seed clique Ui(V, S) do
4 Ui(V, S)← expand Clique(Q,CT, Ui(V, S), ε);
5 add Ui(V, S) in C;

6 return C;
7

8 Function expand Clique(Q,CT, Ui(V, S), ε)
9 if cov(Ui, Q) ≥ γ then

10 return Ui(V, S);

11 else
12 t← findCTables(Q(E,A), CT, Ui(V, S));
13 if SC(t, Ui, Q) ≤ ε then
14 return Ui(V, S);

15 else
16 add t in V ; for each ti in V do
17 add 〈t, ti〉 in S;

18 expand Clique(Q,CT, Ui(V, S), ε);

Coverage: Even though we set the coverage threshold, the coverage of result tables
returned by different cliques will be different. Apparently, we prefer clique with
a higher coverage.

We select optimal clique to build the final consistent result table by using the
following formula.

Ufinal = arg max
U∈C

ϕ(U) ∗ cov(U,Q)

|V |2
(10)

where ϕ(U) = SMS (Q, tseed) +
∑

ti∈U.V−{tseed}
ϕtable(ti) and tseed ∈ U.V , C is a set of

consistent γ-coverage cliques returned by Algorithm 2.
After getting the optimal clique, we could build a consistent result table using

answer tables in this clique. Algorithm get RT describes the procedure with answer
tables AT , query table Q and the similarity threshold α as input. In Algorithm 3,
array flag is a sign array used to record whether a cell in the result table has
been filled or not (line 1). To avoid entity inconsistency, the fill-in progress is
based on tables. By sorting answer tables according to their semantic matching
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Algorithm 3: get RT (AT,Q(E,A), α)

Input: Q(E,A): the query table;
AT : answer tables set;
α: the similarity threshold;

Output: RT : the final result table
1 flag[]← 0,RT ← Q;
2 while AT ! = ∅ do
3 t← arg maxt∈AT SMS(Q, t);
4 for each rt.cell ∈ RT do
5 if flag [rt.cell ] = 0&& arg maxt.cell∈t sim(rt.cell , t.cell) ≥ α then
6 t.cellmax ← arg maxt.cell∈t sim(rt.cell , t.cell);
7 flag [rt.cell ]← 1;
8 rt.cell(v)← t.cellmax(v);

9 AT ← AT − {t};

score, we select all available information from tables in turn to fill the result table
(line 2–9).

4 EXPERIMENTS

We are the first who have proposed to settle consistent entity augmentation problem
by building a consistent γ-coverage clique. We conduct a set of experiments to eval-
uate the effectiveness of our method (denoted as EACC) for getting high quality of
entity augmentation results by selecting answer tables based on consistent matching
degree. In the following paragraphs, we first evaluate the effectiveness of our answer
table selection method based on consistent matching degree, then evaluate the per-
formance of our consistent entity augmentation system based on building consistent
γ-coverage clique.

Four real-life datasets (Books, Country, Company and Song) from WDC Web
Table Corpora (http://webdatacommons.org/webtables/) and four query tables
in Table 2 are used in our experiments. We compiled the complete ground truth for
query tables by manually identifying and extracting the desired information from
Wikipedia [13].

Dataset Entity Attributes to be Number
Name Augmented of Entities

Books Book name Author, Published date 101
Country Country name Capital, Area 26
Company Company name Headquarter, Industry 48
Song Song name Artist, Time 47

Table 2. Features of query tables

http://webdatacommons.org/webtables/
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All methods were written in Java and all tests were conducted on a PC with
a 2.93 GHz Intel CPU and 8 GB RAM, running Windows 7.

4.1 Effectiveness of Our Answer Table Selection Method
Based on Consistent Matching Degree

The effectiveness of our answer table selection method based on consistent matching
degrees is evaluated by comparing other three methods as follows:

1. EACC: It is our entity augmentation method based on consistent matching rela-
tionship and consistent matching degree, which finds answer tables by building
consistent γ-coverage clique.

2. EATSP: It uses topic sensitive pagerank (TSP) [14] to select answer tables and
the corresponding result tables. TSP score is computed for each table as its
matching degree with the query table. EATSP implements entity augmentation
queries according to TSP score of each table.

3. EAWOS: It selects answer tables depending on Table Matching Degree calcu-
lated only by value similarity between tables, which could be regarded as EACC
method without semantics.

4. DMA: Different from above three methods, DMA is a kind of direct matching
approach only considering web tables which match directly with the query table.
It selects a web table as an answer table according to consistent matching degree
between this web table and the query table.

As we know, InfoGather is a typical entity augmentation system which selects
answer tables by TSP scores. For n-ary queries, however, InfoGather splits tables
into several EAB relations, while our method EACC regards all attributes in a table
as a whole. Instead of splitting attributes into pieces, EATSP regards all the at-
tributes as a whole but selects answer tables by TSP scores. Compared with EACC,
EAWOS considers only value matching but ignoring semantic matching between
tables. EACC, EASTP and EAWOS are all approaches which consider indirectly
matching tables in addition to the directly matching ones. The direct match ap-
proach and indirect match approach are described in [7]. DMA is a naive method
that attempts to directly match the query table with the web tables. The compari-
son of four entity augmentation methods are listed in Table 3.

Augmentation Method Matching Mode Matching Score

EACC Indirect & Direct Consistent matching degree
EASTP Indirect & Direct TSP
EAWOS Indirect & Direct Table matching degree
DMA Direct Consistent matching degree

Table 3. Features of four methods
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We extracted 16 GB web tables from WDC Web Table Corpora as data source
and deleted some off-grade web tables – such as tables with confusing information,
more empty values, and ambiguous subject columns. There are 3 000 000 web tables
in the data source in which the maximum number of rows and columns are 454
and 42, and the minimum number of rows and columns are 3 and 2. The average
number of rows and columns in web tables are 13 and 5. We run four methods
respectively to augment four query tables in Table 2 and compare their perfor-
mance. Under different coverage threshold (varying from 0.1 to 0.8), their coverage,
precision, consistency and reliability are compared. The evaluation metrics are as
follows.

cov =
|values found |

#Cells(Q)
, (11)

pre =
|values found

⋂
values truth|

|values found |
, (12)

con =

1, if |AT | = 1,

1− | log10JavgSim(t1, t2) ≥ 0.1KavgSim(t1,t2)
0.1 |, otherwise,

(13)

where avgSim(t1, t2) = avg
∑

t1,t2∈AT

SRD(t1,t2)+TMD(t1,t2)
2

.

Coverage is the ratio of filled values to values to be filled. Precision is the fraction
of correctly filled values that have been really filled. Values extracted from Wikipedia
are regarded as truth values. Consistency is measured by the average value of
similarity between any two answer tables. Obviously, answer tables having high
consistency will receive a high similarity. Semantic relevance and table matching
degree between two tables are considered for evaluating their similarity. Inspired
by F-measure, reliability is defined as harmonic mean of coverage, consistency and
precision.

relia =
3 ∗ cov ∗ pre ∗ con

cov ∗ pre + pre ∗ con + cov ∗ con
. (14)

4.1.1 Evaluation for Quality of Result Tables

We have implemented four methods for entity augmentation: EACC, EATSP, EA-
WOS and DMA. Figures 4, 5, 6 show respectively coverage, consistency, and pre-
cision for four query tables. We varied results by considering different coverage
threshold from 0.1 to 0.8.

From Figures 4, 5, 6, we have the following observations:

1. With the increase of γ, the coverage results of four methods are increasing. In
most cases, the coverage of EATSP and DMA is higher than that of others under
different coverage thresholds. Answer tables in EATSP and DMA should only
match with the query table, while answer tables in EACC and EAWOS should
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Figure 4. Coverage values on four datasets

Figure 5. Precision values on four datasets

meet consistent matching relationships with each other, which causes less answer
tables to be left in the clique. On most datasets, EATSP’s coverage is higher than
that of DMA, because EATSP considers indirectly matching tables in addition
to the directly matching ones, and DMA only considers directly matching tables.

2. On four datasets, the precision of EACC and EAWOS is obviously higher than
that of others, because two methods all get answer tables based on matching
relationships between web tables. By comparison, EACC is better than EA-
WOS. EACC considers consistent matching relationships either in semantics or
in value, but EAWOS only considers table matching relationships in value, which
greatly reduces precision. EATSP gets answer tables based on topic sensitive

Figure 6. Consistency values on four datasets
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pagerank algorithm (TSP), considering mainly schema level features among ta-
bles and text features on web page. Due to ambiguity of entity and redundancy
of web page information, EATSP gets lower precision. In Figure 5, EACC based
on consistent matching degree significantly outperforms EATSP, EAWOS and
DMA, which confirms that precision results could be improved by considering
consistent matching relationship.

3. For we evaluate the consistency mainly based on the average similarity value
between answer tables, the consistency value reaches the highest when there is
only one answer table. With the increase of coverage threshold, most consistency
results of four algorithms on four datasets decrease due to the increasing number
of answer tables. In most cases, the consistency results of our EACC are greater
than EAWOS, EATSP and DMA, because EACC selects answer tables not only
considering consistent matching degree between each candidate table and the
query table but also consistent matching degree among answer tables.

Experimental results show that EACC algorithm based on consistent matching
degree significantly outperforms EATSP, EAWOS and DMA in precision and con-
sistency even though the coverage of EACC is a little lower than that of three other
algorithms in some cases.

4.1.2 Evaluation for Reliability of Result Tables

Based on coverage, precision and consistency, we can get the reliability of result
tables under different coverage thresholds using Equation (14). Figure 7 shows the
experimental results.

Figure 7. Reliability values on four datasets

With the increase of coverage thresholds, the general trends of reliability results
for four algorithms are increasing. For reliability which is the harmonic mean of pre-
cision, coverage and consistency, EACC has the highest reliability. As the threshold
grows, the reliabilities of four algorithms reach highest (0.81 for EACC, 0.76 for
EATSP, 0.78 for EAWOS and 0.695 for DMA).

In summary, even though the coverage of EACC is a little lower than that
of three other algorithms in some cases, EACC has highest precision, consistency
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and reliability, which will be helpful for returning consistent entity augmentation
results. According to above comparison experiments, we come to the conclusion
that our answer table selection method based on consistent matching degree either
in semantics or in value is helpful for returning effective and consistent result table
for entity augmentation queries.

4.1.3 Evaluation for Runtime Performance

We evaluate the runtime performance of the given four methods. We give the run-
time performance with the increase of coverage thresholds in Figure 8.

Figure 8. Runtime values on different coverage thresholds

In Figure 8, with the increase of coverage threshold, EACC’s runtime has the
most obvious growth trend and relatively high runtime. That is because EACC costs
a lot of time in searching semantics and creating cliques meeting the requirement
of coverage. EAWOS’s runtime is obviously lower than EACC, because selection of
answer tables in EAWOS does not consider semantics. In Figure 8, we can find that
the runtime of EATSP varies little under different coverage thresholds, for it just
calculates matching degree between each candidate and the query table, no matter
what coverage threshold is. DMA is a naive method that attempts to directly match
the user query table with the web tables, which takes the least time.

Although EACC takes much time for searching semantics and creating cliques
meeting the requirement of coverage, it has prominent performance in precision,
consistency and reliability for entity augmentation. The experiments demonstrate
that consistent matching relationship proposed by this paper is much helpful for
settling entity inconsistency problem caused by existing methods. Using parallel
algorithms to improve the efficiency of consistent entity augmentation method is
our future work.



1060 W. Sun, N. Wang

4.2 Performance of Consistent Entity Augmentation

Web tables are assumed as EAB relations in existing entity augmentation techniques.
InfoGather is such a typical entity augmentation system proposed by Mohamed
Yakout, that is based on graphical models and topic sensitive pagerank algorithm.
To compare our algorithm EACC with InfoGather, we use coverages of result tables
returned from InfoGather as EACC’s coverage thresholds.

Different from InfoGather which answers n-ary queries by splitting attributes
into pieces, our EACC method augments entities by building consistent γ-coverage
cliques based on consistent matching degree.

We do experiments to compare the performance of EEAC and InfoGather, in-
cluding their coverage, precision, consistency and reliability. The experimental re-
sults are given in Figure 9.

Figure 9. Entity augmentation comparison between EACC and InfoGather
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From Figure 9, we have the following observations:

1. The coverages of InfoGather on four datasets are higher than that of EACC.
EACC requires answer tables to have consistent matching relationships not only
with each other but also with the query table, which certainly decreases the
number of answer tables.

2. The average precisions (over all four datasets) of EACC and InfoGather are
0.86 and 0.71, respectively, demonstrating that EACC significantly outperforms
InfoGather in precision. The consistency of EACC is also higher than that of In-
foGather because InfoGather composes the result table from many data sources
on a per-entity basis. And, InfoGather augments entities by splitting tables
into several EAB relations, which can easily lead to entity inconsistency. Our
EACC can get higher precision and higher consistency by considering semantic
relevance and consistent matching relationships between tables.

3. Consequently, for reliability which is the harmonic mean of precision, coverage
and consistency, our EACC method performs better than InfoGather. In Fig-
ure 9, the result set on Song dataset has the largest coverage difference between
EACC and InfoGather. However, it has the minimum reliability difference be-
tween EACC and InfoGather. By observation, we find Song is the largest among
four datasets. In fact, the larger the dataset is, the more answer tables there will
be. Due to the restriction of consistent matching relationship, EACC will get
less answer tables than InfoGather. Meanwhile, EACC will get higher precision
and consistency. So, as the harmonic mean, the reliability difference between
two methods on Song dataset will be smaller.

In summary, our method EACC performs much better than InfoGather in pre-
cision and consistency. Experimental results demonstrate that our entity augmen-
tation framework has high accuracy and reliability, meanwhile ensuring also entity
consistency.

5 RELATED WORK

At present, a large body of research work is about web search and data integration.
Entity augmentation refers to extend attribute content based on entity or other
known information, which helps people to obtain information they are interested in
by web tables.

Web tables are important data source for gathering information by entity aug-
mentation. Compared to other data sources such as knowledge base and crowdsourc-
ing with human intelligence, web tables are more open and comprehensive. To our
best knowledge, WEBTABLES system presented by Cafarella et al. is the first work
on using the wealth of web tables [1, 2]. The authors extracted a large scale corpus
of web tables and proposed several applications for such a corpus. They introduced
AcsDB which enables several novel applications such as schema auto-complete, at-
tribute synonym finding and join-graph traversal. According to user-supplied key-
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words, WEBTABLES returns a list of web tables based on relevance ranking, and
users can browse and filter useful information in the tables. WEBTABLES system
gives us a chance to know the huge potential of web tables. Based on WEBTABLES
system, Balakrishnan et al. display web table data as rich snippets in search engine
results [15].

To integrate structured data, some researchers proposed to collect information
from various data sources into a single table according to a set of keywords. Ca-
farella et al. proposed Octopus to integrate structured data [16]. Octopus used web
search API to retrieve a ranked list of matching tables and integrated tables into
a single table according to user interactions. MultiJoin algorithm was proposed to
implement EXTEND operator in Octopus, which could find matching web tables
for each queried entity independently and then cluster the web tables found. Pimp-
likar et al. presented a search engine which returned a multi-column result table in
response to a keyword query without any known entities [17]. To achieve the table
query, they mainly want to know if a web table is relevant to the query table, and
if so, label each column of the web table with the query column to which it maps.
The authors converted this task into a graphical model which took mappings of all
candidate table columns into consideration. In the recent years, human intelligence
has been introduced in the information processing and management. Park et al.
implemented CrowdFill for collecting structured data from the crowd [18, 19], in
which the interaction between workers and requesters is realized by Amazon Me-
chanical Turk. A partially-filled table is shown in CrowdFill to all participating
workers, and workers contribute by filling in empty cells, as well as upvoting and
downvoting data entered by other workers to return requesters the results collec-
tion.

There are also some studies for augmenting missing information in tables. Gupta
et al. proposed an end to end system named WWT [20], which consolidated a table
from a few example rows by harnessing the huge corpus of information-rich but un-
structured lists on the web. InfoGather [7] is a system to augment binary tables. It
identifies not only tables directly matched with the query table but also tables indi-
rectly matched with the query table, what greatly improves the coverage of entity
augmentation. InfoGather+ [21] is an improvement on InfoGather, which answers
entity augmentation queries accurately for numeric and time varying attributes. It
assigns labels for time and units of measurements of tables, and propagates labels
among two connected nodes in semantic graph. However, InfoGather+ also argues
that tables are entity-attribute binary relations, which hence leads to semantic frag-
mentation. Besides, Lehmberg et al. designed Search Join, a search engine achieving
the search, join and composition of tables [8, 9, 10]. Eberius et al. use consistent
set covering to solve the diversity of query results, and return users top-k result
tables [22]. The authors proposed to process these queries in top-k fashion, in which
they produced multiple minimal consistent solutions from which the user can choose
to resolve the uncertainty of the data sources and methods used. However, all above
systems consider the entity column as the only basis to augment another attribute
column, ignoring the association between attributes and correlation between tuples.
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For entity augmentation, a major challenge is the fact that many web tables have
missing or non-informative column labels. To solve the problem, Braunschweig et al.
proposed to identify and extract column specific information from the context of web
tables [23]. They proposed a heuristic approach to extract column specific context
information for relational tables on the Web. And, He et al. focus on automatic
discovery of attribute synonyms [24]. They mainly consider attribute synonymy
from query click logs and web table attribute name co-occurrences. The authors
formalized the problem as an optimization problem on a graph, with the attribute
names being the vertices and the positive and negative evidences from query logs and
web table schemas as weighted edges. They developed a linear programming based
algorithm to solve the problem. The method of discovering attribute synonyms is
beneficial to improve the accuracy and coverage of entity augmentation. For some
web tables with small size, Lehmberg et al. proposed that stitching web tables into
a larger one could improve matching quality [25]. Above works are orthogonal to
the problem of entity augmentation in this paper.

6 CONCLUSIONS

In this paper, we present the EACC framework to achieve consistent entity aug-
mentation queries by using web tables as data source. In order to solve the entity
inconsistency problem in existing technology, we propose the consistent matching
relationship which should be hold between answer tables, and convert the problem
of entity augmentation into the problem of building consistent γ-coverage cliques.
Experimental results demonstrate that our entity augmentation framework has high
accuracy and reliability, meanwhile ensuring the entity consistency. There are some
future works, such as using parallel algorithms to improve the efficiency of big data
processing, using the crowdsourcing platform to make full use of human intelligence
to verify or correct result tables, and so on.
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Abstract. This paper proposes a new approach to edge detection on the images
over which the wavelet decomposition was done to the third level and consisting
of different levels of detail (small, medium and high level of detail). Images from
the BSD (Berkeley Segmentation Dataset) database with the corresponding ground
truth were used. Daubechies wavelet was used from second to tenth order. Gradient
and Laplacian operators were used for edge detection. The proposed approach is
applied in systems where information is processed in real time, where fast image
processing is required and in systems where high compression ratio is used. That
is, it can find practical application in many systems, especially in television systems
where the level of details in the image changes. The new approach consists in the
fact that when wavelet transform is applied, an edge detection is performed over
the level 1 image to create a filter. The filter will record only those pixels that can
be potential edges. The image is passed through a median filter that filters only
the recorded pixels and 8 neighbors of pixel. After that, the edge detection with
one of the operators is applied onto the filtered image. F measure, FoM (Figure of
Merit) and PR (Performance Ratio) were used as an objective measure. Based on
the obtained results, the application of the proposed approach achieves significant
improvements and these improvements are very good depending on the number of
details in the image and the compression ratio. These results and improvements can
be used to improve the quality of edge detection in many systems where compressed
images are processed, that is, where work with images with a high compression ratio
is required.
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1 INTRODUCTION

In recent years, multimedia systems have recorded tremendous growth and progress,
which means that image resolutions got higher increasing the complexity of the sys-
tem and the complexity of the image. It is necessary to achieve as much compression
as possible so these images can be streamed, stored and processed more easily. To-
day’s trends require more technology to be involved, so in television systems we
have a virtual reality (VR), augmented reality (AR) and a combination of them.
Since it is necessary to have lower bitrate and achieve a high compression ratio and
to process an image in VR or AR environment, it is necessary to perform certain
operations over images such as segmentation, edge detection, etc. [1].

Edge detection is one of the fundamental processes in image processing. This
also means the segmentation of the image where the segmentation of the desired
object is performed by detecting the edge. Edge detection is based on the fact that
there are sudden changes in the gray intensity between the objects. Edge detection
significantly reduces the image analysis process by using less data and at the same
time storing all the necessary information. Many edge detection techniques have
been tried, but gradient and Laplacian methods have proved to be the best [2, 3].
Gradient methods for edge detection find the maximum and minimum gradient of
the image intensity, all in the first derivative of the image. Laplacian methods are
based on finding zero crossing in the second derivative of the image [4]. The gradient
of the image can be calculated as [4, 5]:

∇f (x, y) =
∂f

∂x
i+

∂f

∂y
j (1)

where f (x, y) represents the image at the location (x, y) where x and y are the
coordinates of the row and column. The gradient ∇f (x, y) contains the information
about gray change. The gradient of ∇f (x, y) can be calculated [4, 5]:

e (x, y) =
√
f 2
x + f 2

y (2)

where e (x, y) can be used as an edge detector and can also be defined as the sum
of the absolute values of the partial derivative fx and fy [4, 5]:

e (x, y) = |fx (x, y)|+ |fy (x, y)| . (3)

Based on these theoretical principles, the gradient and Laplacian methods are
proposed. The gradient methods include Sobel, Prewitt, Robert, while the Laplacian
include LoG (Laplacian of Gaussian). The classic use of the Canny operator is
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a gradient method, but in some parts, it also contains elements of the Laplace
approach [6, 7, 8].

The analysis of the frequency domain using Fourier transform is very useful for
signal analysis because the frequency domain is very important for the consideration
of the nature of the signal and the influence of the noise over it. The disadvantage
of this technique is the loss of time domain information. When viewing the Fourier
transform in a frequency domain, it is difficult to say when a certain event occurred,
or when some frequencies occurred. To overcome this problem, only a small part
(“window”) of the signal is analyzed at a time, and this window slides over the signal
applying the Fourier transform on it. In this way, part of the frequency information
is lost in order to get an information about the time when a certain frequency has
occurred. Wavelet transformation is used to solve this problem. It allows the use
of different window sizes for different frequencies. The basic difference between the
wavelet transformation and the short-time Fourier transform is that the window
length changes at the wavelet transform and in this way the frequency and time
resolution can be changed. The basic idea of each wavelet transform is to present an
arbitrary function x(t) as a superposition of a wavelet set or basic functions. The
basic functions are derived from a prototype called mother wavelet, by scaling or
translating this function. The wavelet transformation of the x(t) signal is given in
Equation (4) [9, 10]:

ψ (τ, s) =
1

s

∫ ∞
−∞

x (t) ∗ ψ∗
(
t− τ
s

)
dt (4)

where τ is a translation, and s is a scaling, while ψ is a “mother” wavelet, and ψ∗ is
conjugally complex of ψ. When processing images in a spatial domain, the operation
is discretized. Discrete wavelet transformation (DWT) is defined as [9, 10]:

DWTψx (τ, s) =
1√
|s|

∫ ∞
−∞

x (t) ∗ ψ∗
(
t− τ
s

)
dt. (5)

The discrete wavelet transformation (DWT) can be presented as a matrix ψ (c)
and DWT coefficients can be obtained by taking an internal product between the
signal and the wavelet matrix [9, 10]:

DWTψx [n, s] =
1√
|s|

∑
n

x [n]ψ∗n,s [n] . (6)

Special family of wavelet functions has been developed for DWT. They are
generally divided into orthogonal or biorthogonal and are characterized by a high-
pass and low-pass filters [11]. Daubechies wavelet belongs to a family of orthogonal
functions and the main feature is the possibility of the maximum number of vanishing
moments for a predefined supported length. Types of Daubechies (db) wavelets that
are most commonly used in practical applications are dbN, where N represents the
order as well as the number of vanishing moments in the supported interval from 0
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to 20. By increasing the order of the Daubechies wavelet, better characteristics are
obtained, but the complexity of the implementation, the price of the system and
errors in the calculations rise. In practical applications, orders 2 to 10 are most
commonly used [10, 12, 13].

A very important advantage of the wavelet transform is that it uses a mul-
tiresolution analysis that allows analysis of different signal frequencies at different
frequency resolutions. For high-frequency parts, shorter windows are used, which
ensures good time domain resolution, while longer parts of the lower frequencies have
longer windows, thus giving good information about the frequencies. If the signal
is passed through a set of two filters, low-pass and high-pass, its frequency content
will be split into two equal-width ranges. The output from these filters contains half
the frequency of the original signal and the same number of samples as the original
signal. By decimating, or by passing the input signal through the low-pass filter, the
number of samples is halved so that the time resolution is also halved while the fre-
quency resolution increases. The high-pass filter transmits high-frequency content,
i.e. signal details. The low-pass signal transmits low-frequency content, or signal ap-
proximation. This approximation signal can be further fed through two filters and
the process can be repeated until the desired decomposition level is reached. The
complete information on the original signal is contained in the last approximation
signal and all the detail signals [14, 15].

Higher compression ratio disrupts the quality of the image, resulting in a large
loss of information, and hence makes it difficult to process them, for example, to
do an edge detection or facial recognition [16, 17]. The decomposition significantly
degrades the image quality, but besides this degradation there are various types of
noise that further impair the image quality. To solve this problem or to control it,
the various types of filters have been developed [18, 19].

In this paper we used the characteristics of wavelet transform in order to image
compression, or as a method on which some algorithms for image compression is
based, such as JPEG2000 and SPIHT. Images from the BSD database are com-
pressed to the third decomposition level which resulted in a high degree of compres-
sion.

2 SYSTEM MODEL AND PROPOSED APPROACH

In this paper, the BSD (Berkeley Segmentation Dataset) image database was used
for analysis, with its corresponding ground truth images [20]. Table 1 lists the
selected images from the BSD database meeting the complexity criteria [16], that
is, each image consists of a different level of detail: small, medium, and high level
of detail. The number of details was calculated by making DCT and DWT on the
high-frequency components (details), which are divided into four quadrants, along
both directions (x and y). After that, the mean absolute value of the amplitude of
the components belonging to the quadrants is calculated [16]: DCT in quadrant 1
(dctd); DCT in quadrants 2 and 3 (dctm); DWT in quadrant 1 (dwtd); DWT in
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quadrants 2 and 3 (dwtm).

Images dctd dctm dwtd dwtm

Criterion L #135 069 1.544 2.517 0.181 0.354

Criterion M #35 010 3.838 6.197 1.199 2.048

Criterion H #8 143 7.868 15.241 3.181 6.336

Table 1. Criteria

Figure 1 gives a flow diagram of the proposed approach. In the proposed ap-
proach, firstly, the BSD and the ground truth images are read on which the DWT
is applied to the third decomposition level using the Daubechies wavelet (optionally
from 2 to 20). Since grayscale images are needed, a conversion is made, and variables
are created for filters and new images. In order to assign input values to a filter, it is
necessary to perform edge detection on level 1 images. Values stored in the filter are
information about location of pixels pointing at the potential edge. The compressed
image on which the detection is performed is a binary image and passing through
the loop, each pixel is examined. If it is equal to the 1, that is, there is an edge,
the median filter is used on the pixel and 8 neighbors of pixel. In other words,
only those pixels that are relevant for the edge detection are passed through the
filter. After that, the detection is applied and the results are compared, as shown
in Figure 1. The algorithm is applied to all edge detection operators (Canny, LoG,
Sobel, Prewitt, Robert).

The algorithm consists of the following steps:

Step 1 (Read image): Read the original image. If it is a color image, converts it
to a grayscale image.

Step 2 (DWT): DWT is applied to the third decomposition level onto a read
image, whereby as a result, three images are obtained: image from level 1,
image from level 2 and image from level 3. The next steps in the algorithm are
applied separately for an image from each level.

Step 3 (Edge detection): On level 1 image, an edge detection is used by selecting
one of detectors (Canny, LoG, Sobel, Prewitt, Roberts). The image with de-
tected edges serves to create a filter that will contain only those pixel coordinates
where the edges are located.

Step 4 (Filtering image): Every pixel in the image is analyzed and if it is equal
to 1, the filter records its coordinates.

Step 5 (Filtering 8-neighbors of pixel): If the condition in step 4 is fulfilled,
filtering is done by filtering 8 neighbors of pixel relative to the current pixel
using the median filter (Figure 2). So, only those image pixels that can be edges
are filtered. The neighbors of pixel are extracted using the following formula:
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If current pixel P (i, j) is edge then use following neighbor pixels:

f (Pi,j) = f (Pi−1,j−1) , f (Pi−1,j) , f (Pi−1,j+1) , f (Pi,j−1) , f (Pi,j) , f (Pi,j+1) ,

f (Pi+1,j−1) , f (Pi+1,j) , f (Pi+1,j+1) (7)

and use median filter only on those pixels.

Step 6 (Edge detection on filtered image): Edge detection is applied on a fil-
tered image.

For filtering level 2 and level 3 images, coordinates from level 1 image are
used.

The proposed algorithm has a quadratic complexity and can be represented as:

O (row , col) = 8 (row − 2) (col − 2) + 1. (8)

In Figure 3, the complexity of the algorithm is given, depending on the number
of pixels in the row (row) and the number of pixel in columns (cols).

In order to accurately and precisely present how well the edge detection is done,
it is necessary to calculate Precision, Specificity, Sensitivity and Accuracy or F mea-
sure [21]. F measure (F1 score) is a harmonic mean of precision and recall and it
combines precision and recall according to the formula [21]:

F =
2 ∗ Precision ∗ Recall

Precision + Recall
× 100. (9)

F is within the limits of 0 ≤ F ≤ 1, ideally, F is equal to 1. In the results, F is
multiplied by 100 and represents a percentage value.

Figure of Merit (FoM) was proposed by Pratt [22] and is a measure for estimating
the accuracy of detected edges. In other words, it represents the deviation of the
actual (calculated) point of the edge from the ideal point of the edge, and is defined
as:

FoM =
1

max [Id, Ii]

Id∑
k=1

1

1 + δe2 (k)
(10)

where Id is the number of points on the detected edge, and Ii is the number of
points on the ideal edge, e (k) represents the distance between the detected edge
and the ideal edge, and δ is scaling constant and is usually 1/9. FoM is within
0 ≤ FoM ≤ 1. In this case, FoM is multiplied by 100 and represents a percentage
value. The higher the FoM is, the better the detected edge is [22].

As an objective measure of the edge detection credibility, Performance Ratio
(PR) was used too. The PR is ideally equal to infinity. The PR is calculated as the
ratio of the true edges to false ones [23, 24]:
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PR =
True Edge(Edge pixels identified as Edges)

False Edges(Non Edge pixels identified as Edges)+(Edge pixels identified as Non Edge pixels)
× 100.

(11)

3 RESULTS

3.1 F Measure

Tables 2, 3 and 4 show the F values before and after the application of the pro-
posed approach on image with a small, medium and high number of details, re-
spectively, over which db (from 2nd to 10th order) wavelet transform to the third
decomposition level was applied. These tables show the values obtained for the five
operators.

From Table 2 it can be seen that based on the obtained results, in the first
decomposition level, using the proposed approach, improvements were achieved with
the Canny operator in almost all cases, except for db4. A similar situation occurs
when a LoG operator is used, with the exception that improvements have not been
achieved in the case of db6. Using the proposed approach and image with low
details, significant improvements have been achieved at the second level, where all
operators record improvements in F values, except in the case of db8 with Prewitt
and Sobel operators. In the third level, only Canny and LoG record improvements
in F values using the proposed approach.

In the image with a medium number of details, very small improvements have
been achieved in some operators at the first level, or the values are generally similar,
without major deviations, as can be seen in Table 3. The situation is different
with the second and third decomposition levels, where improvements are achieved
by all operators, with the difference that improvements are higher in the third
level.

In the case where the image consists of a high number of details, using the
proposed approach, a similar or slightly better F value is obtained. At the second
level, improvements are generally achieved with gradient operators, while at the
third level, using the proposed approach, better values are obtained for all opera-
tors.
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Read image

DWT 

(up to Level 3)

Edge detection 

i = 2:row-1

j = 2:col-1

Filtering only

8-neighbors of Pixel 

with median filter

Edge detection on 

filtered image

Filtering level 1 image

if edge (i,j) == 1 

Figure 1. Proposed approach
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Figure 2. Extraction neighbors of pixel

Figure 3. Complexity of proposed algorithm
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3.2 Figure of Merit

Tables 5, 6 and 7 show the FoM values before and after the application of the
proposed approach on image with a small, medium and high number of details,
respectively, over which db (from 2nd to 10th order) wavelet transform to the third
decomposition level was applied. These tables show the values obtained for the five
operators.

From Table 5 it can be seen that in the first decomposition level, the best values
are obtained for the Canny operator, where in almost all cases it gives better values,
except in the case of db4. By comparing Table 5 with Table 2, it can be seen that
using FoM objective measurements, improvements have been made in the same or
similar cases. By increasing the compression, that is, in Levels 2 and Levels 3, using
the proposed approach, better FoM values were obtained, and greater improvements
were achieved, especially in the third level.

In the case of an image with a medium number of details, in the first level, Canny
gave the best results, in other words, better values were achieved. In the second level,
in the case of db2, improvements were achieved only with the Canny operator, while
other operators gave similar, but lower values. In other cases, the proposed algorithm
records substantially better FoM values. For images with a medium number of
details, the best edge detection enhancements have been achieved in the third level
using the proposed algorithm.

Since the compression ratio is higher in the image with a high number of details,
based on this fact, it can be concluded that the detection will be much worse. Also,
in the case of images with a high number of details, the best improvements are
achieved with the Canny operator at all levels. Based on the results obtained, it
can be seen that the best improvements are achieved in the third level.

3.3 Performance Ratio

Tables 8, 9 and 10 show PR values before and after applying the proposed approach
using five edge detection operators and three wavelet decomposition levels. Table 8
shows the values for an image with a low number of details. Based on the results
obtained, it appears that improvements have been made with certain operators.
However, based on the values obtained in Table 8, it can be seen that the old
PR values and new PR values obtained using the proposed approach have greatest
difference when using the Robert operator.

Table 9 contains the PR values obtained for an image with medium number of
details. From Table 9 can be seen that the new values obtained are best in the
second and third decomposition levels. In other words, the best improvements are
achieved in the second and third levels, depending on the operator used and the
order of the db wavelet.

Table 10 contains PR values obtained for an image with a high number of details.
Based on these results, it can be seen that improvements have been achieved using
the proposed approach, especially in the third decomposition level.
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4 CONCLUSIONS

This paper proposed a new approach to edge detection in the images on which the
wavelet decomposition was applied to the third level. As mother wavelet, Daubechies
was used from the second to the tenth order. The analyzed images are categorized
into three complexity criteria, so they consist of a small, medium and high number
of details. F measure, FoM, and PR were used for an objective measure. The
proposed approach provides significant improvements in edge detection for almost
all operators (Canny, LoG, Prewitt, Sobel).

Depending on the number of details in the image, the decomposition level as
well as db wavelet, the improvements are different. With a small number of details,
the greatest improvements were achieved with the Canny operator. Other oper-
ators also achieved improvement but depending on the db wavelet order. Based
on the obtained results, in the image with a small number of details, it can be
seen that best improvements are achieved in the third level using Laplacian oper-
ators. In the image with the medium number of details, in the first level similar
results are generally obtained, while in the second and the third levels improvement
is made using the proposed approach. For images with a high number of details,
better or similar values are obtained using the proposed approach. What can be
concluded is that in the second level, the best values are obtained by gradient op-
erators.

Considering that the compression ratio is higher of the image with a higher
number of details, based on this fact, it can be concluded that the detection will
also be poorer, and consequently there will be a lower F values, FoM values and
PR values. Since the proposed approach is intended for systems where compression
is used, i.e. compressed image processing, it can be concluded that increasing the
degree of compression also provides a better difference, or better value using the
proposed approach.

Today’s systems require image quality to be as good as possible, with as much
compression as possible in order to process these images in real time, such as edge
detection, segmentation, streaming, streaming in systems using augmented reality,
etc. The proposed approach can find many practical applications in all systems
where real-time information needs to be processed, especially in television systems,
but it also provides a good basis for the direction of future research related to
compression and edge detection.
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Abstract. Community detection is a hot issue in the study of complex networks.
Many community detection algorithms have been put forward in different fields.
But most of the existing community detection algorithms are used to find disjoint
community structure. In order to make full use of the disjoint community detec-
tion algorithms to adapt to the new demand of overlapping community detection,
this paper proposes an overlapping community detection algorithm extended from
disjoint community structure by selecting overlapping nodes (ONS-OCD). In the
algorithm, disjoint community structure with high qualities is firstly taken as input,
then, potential members of each community are identified. Overlapping nodes are
determined according to the node contribution to the community. Finally, adding
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overlapping nodes to all communities they belong to and get the final overlapping
community structure. ONS-OCD algorithm reduces the computation of judging
overlapping nodes by narrowing the scope of the potential member nodes of each
community. Experimental results both on synthetic and real networks show that the
community detection quality of ONS-OCD algorithm is better than several other
representative overlapping community detection algorithms.

Keywords: Disjoint community detection, overlapping community detection, po-
tential member, overlapping node

Mathematics Subject Classification 2010: 68-Q87

1 INTRODUCTION

Complex network is a relatively stable relation system which is formed by the in-
teraction between individual members. Many real-world complex systems can be
described by the form of complex networks, such as social networks, scientists co-
operation networks, web networks, protein interaction networks, etc. [1]. Extensive
studies have shown that complex networks not only have the properties of small
world [2] and scale-free [3], but they also have the characteristic of community
(module or cluster) structure. A community in a network is a group of nodes with
dense connections within the group and only sparse connections between them [4].
Research on community detection of complex networks has important theoretical
significance and wide application prospect. Community detection in complex net-
works can help to explore the structure and function of the network, find the hidden
laws and predict their behavior [1]. Therefore, community detection is the basis and
key of network analysis.

Traditional community detection algorithms divide the network into a number of
disjoint communities. Each node can only belong to one community. Representative
methods include modularity optimization algorithms [5, 6, 7], spectral clustering al-
gorithms [8, 9], hierarchical partition algorithms [10, 11], label propagation based
algorithms [12, 13], information theory based algorithms [14], and so forth. How-
ever, in many real complex networks, communities are usually not isolated from each
other, but overlap and cross each other. Some nodes may belong to many commu-
nities at the same time. For example, a researcher may belong to different research
groups. Therefore, finding overlapping community structure in complex networks
has more practical significance.

Currently, the research on overlapping community detection has attracted more
and more attention. After the development of the past few years, there have been
a number of algorithms to detect overlapping communities. For example, the clique
percolation method (CPM) [15], algorithms based on local community optimization
and expansion (LFM [16], OSLOM [17], DEMON [18], etc.), multi label propaga-
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tion algorithms (COPRA [19], BMLPA [20], SLPA [21], etc.), algorithms based on
link clustering (LINK [22], LinkComm [23], LGPSO [24], LLCM [25], LBLP [26],
GaoCD [27], etc.). But the computational complexity of these algorithms is gen-
erally very high while the accuracy and stability is low. The research on disjoint
community detection has reached a higher level in the past decades, and some high
quality algorithms in terms of both computational complexity and accuracy have
been developed. By contrast, the development of overlapping community detection
is not enough.

In most cases, disjoint community structures with high qualities already con-
tain the basic and major community structure in the network, except the over-
lapping part [28]. On this basis, we only need to further identify the overlapping
nodes in the community. Overlapping node detection can help us to understand the
characteristics of nodes more comprehensively and plays a key role in community
evolution. Literature [29] proposed a new algorithm based on disjoint community
detection results. Firstly, the border nodes of each community are detected ac-
cording to the results of disjoint communities. Then the impact of these border
nodes on the corresponding community is analyzed. If the impact value is greater
than 0, the border node is added into this new community and remains in the orig-
inal communities. Otherwise, the border node is removed from this community.
Finally, the overlapping community structure is obtained. OCDBIDC [30] is also
based on the results of disjoint community detection. But it only adds boundary
nodes which increase the boundary sharpness of a community into the commu-
nity.

Inspired by these, this paper proposes an overlapping community detection al-
gorithm extended from disjoint community by selecting overlapping nodes, named
ONS-OCD. Firstly, ONS-OCD determines potential members of each community
based on the given disjoint community structure. According to the optimization
theory, if the quality of the division is already high, then the addition of a new
node will not obviously change the intensity of the community. Thus, we can get
two conditions to judge whether a node is a potential member of a community.
One is that it should be the external fringe node of the community, namely that
there are edges between the node and the internal nodes of this community. An-
other is that the similarity between the node and the community should be larger
than the given threshold. Then, ONS-OCD detects the overlapping nodes to get
the overlapping community structure. It analyses every single potential node of
each community. If the influence of the potential node on the community is larger
than zero, we add this node to the community and mark it as an overlapping
node.

The main idea behind ONS-OCD and its contributions are presented below:

1. ONS-OCD firstly finds the potential members of each community to reduce the
detection scope of overlapping nodes;

2. ONS-OCD uses the node similarity based on the heuristic DFS encoding which
is more precise to measure the relationship between nodes.
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We verify the performance of the proposed algorithm on synthetic and real
networks. Extensive experimental studies confirm that ONS-OCD can detect over-
lapping community structures more effectively compared with some other state-of-
the-art algorithms.

The rest of this paper is organized as follows: Section 2 introduces the basic
theories related to this paper. In Section 3, we describe the main idea of the proposed
algorithm. The experimental results on both synthetic and real networks in Section 4
demonstrate the effectiveness of the proposed algorithm. The conclusion is given in
Section 5.

2 BACKGROUND AND RELATED WORKS

2.1 Representation of Complex Network

A complex network can be modeled as a graph G = (V,E), where V = {v1, v2, . . . ,
vn} is the set of nodes and E = {e1, e2, . . . , em} is the set of edges, n and m are
the number of nodes and edges in the network. N(vu) represents the neighbor set
of node vu and Com(vu) represents the community set which node vu belongs to.
C = {C1, C2, . . . , Ck}(1 < k < n) is the set of community structures, where Ci ∈ C
is a nonempty subset of V and the union of all communities are the union of all
nodes in the network,

⋃k
i=1 Ck = V .

Disjoint community detection algorithms divide the nodes of the network into
some non-overlapping subsets. That is to say each node must belong to only one
community and the intersection of any two communities is empty, Ci

⋂
Cj = Φ,

i, j = 1, 2, . . . , k and i 6= j. While overlapping community detection algorithms
allow nodes to belong to one or more communities.

2.2 Node Structural Similarity

Structural similarity is a commonly used method for measuring the node similarity
in complex networks. There are many methods to compute the structural similarity
and these methods determine node similarity based solely on the structure of the
network. Since structural equivalence is too restrictive for practical use, some sim-
plified similarity measures can be used [31]. Here we introduce the cosine similarity.
If the node vu and node vw are connected, the structural similarity of the node vu
and node vw is represented as Scosine(vu, vw) and calculated by Equation (1).

Scosine(vu, vw) =
|N(vu)

⋂
N(vw)|√

|N(vu)||N(vw)|
. (1)

The structural similarity between two nodes represents the degree of their shared
neighbors.
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2.3 DFS Encoding of Nodes

Depth first search (DFS) encoding [32] is a repeated random process based on the
DFS for the graph. In each process, the DFS is started from a randomly selected
node and each node is re-encoding by DFS traversal order. The coding of node vu
is marked as DFS(vu). Thus, for any two nodes vu and vw, the absolute differ-
ence between their coding indicates the distance of these two nodes, denoted as
dis(vu, vw) = |DFS(vu)−DFS(vw)|. The similarity between nodes vu and vw is rep-
resented by the reciprocal of the distance between them, s(vu, vw) = 1/dis(vu, vw).
Repeat the random process many times, and average these similarities between
node vu and vw as the final node similarity SDFS(vu, vw).

2.4 Node Similarity Based on Heuristic DFS Encoding

DFS encoding is a depth first search process starting from a random node and
encoding each node based on the traversal order. In this paper, the heuristic rules
of heuristic DFS (HDFS) encoding guides the DFS process to traverse the nodes in
the same community firstly. That is to say, in the traversal process, the node which
has the maximum structural similarity with the current expansion node is always
firstly chosen to be traversed. For any two nodes, if their values of HDFS encoding
are close, the similarity between them is large.

Since HDFS encoding has some randomness, the node similarity is calculated by
using the average value of multiple HDFS encoding. For any two nodes vu and vw,
the similarity based on HDFS encoding is denoted as SHDFS(vu, vw). In this paper,
the execution number of HDFS encoding is set to be the number of communities
in the network, and in each process, the node with the largest node degree of each
community is selected as the initial expanding node.

3 OVERLAPPING NODE SELECTION METHOD

We propose an overlapping node selection method based on the disjoint community
structure. In order to better understand the algorithm model, we first introduce
a few definitions, and then detailedly introduce the process of the algorithm proposed
in this paper.

3.1 Related Definitions

Definition 1 (Similarity between node and community). The maximum similarity
between the node and the community members is the similarity between the node
and the community. The similarity between node vu and the community Ci is
denoted as SNC(vu, Ci) and calculated by Equation (2).

SNC(vu, Ci) = max
vw∈Ci

S(vu, vw) (2)
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where S(vu, vw) is the similarity between node vu and node vw and any kind of node
similarity in complex network can be used in this formula. In this paper, we choose
the node similarity based on HDFS coding to measure the similarity between any
two nodes. Here S(vu, vw) = SHDFS(vu, vw).

Definition 2 (The potential member of a community). For a community, the no-
des in the network can be divided into three classifications: external nodes, internal
nodes and fringe nodes. External node means a node outside of the community;
internal node is the node which is within the community and is not connected with
the external node; fringe node is within the community and connected with the
external node. In Figure 1, the area of I is the internal node of community C, B is
the fringe node of the community C, U is the external node of community C. The
external nodes can be further divided into true external nodes and external fringe
nodes. The external fringe node is the node which is outside the community and is
connected with the fringe node, represented by UB.

Figure 1. Node classification in complex networks

The potential member of the community needs to meet two conditions at the
same time. It must be the external fringe node of the community and the similarity
between the node and the community is greater than a given threshold (the threshold
value can be set to the similarity between the node and the current community it
belongs to).

Definition 3 (Community strength). Based on the theory that the similarity be-
tween the nodes in the same community should be as large as possible, and the nodes
in different communities should be as different as possible, we define the community
strength as the ratio of the sum similarity between internal nodes of the commu-
nity and their adjacent nodes within the community to the sum similarity between



Overlapping Community Detection Extended from Disjoint Community Structure 1097

internal nodes of the community and all their adjacent nodes in the networks. The
larger the ratio is, the more obvious the community structure is and the greater
the community strength is. Community strength calculation formula is shown as
Equation (3).

R(Ci) =

∑
vu∈Ci

∑
vw∈Ci,vw∈N(vu)

SHDFS(vu, vw)∑
vu∈Ci

∑
vw∈N(vu)

SHDFS(vu, vw)
(3)

where
∑

vw∈Ci,vw∈N(vu)
SDHFS(vu, vw) is the sum of similarity between node vu and

all its neighbor nodes within the community Ci and
∑

vw∈N(vu)
SDHFS(vu, vw) is the

sum of similarity between node vu and all its neighbor nodes in the networks.

Definition 4 (The influence of node on community). The variation of the commu-
nity strength before and after the node joins the community is the influence of the
node on the community. The calculation of the influence of the node vu on the
community Ci, denoted as F (Ci, vu), is shown as Equation (4).

F (Ci, vu) = R(Ci

⋃
{vu})−R(Ci\{vu}). (4)

Definition 5 (Overlapping node). If a node belongs to more than one community
at the same time, it is an overlapping node. That is to say, if |Com(vu)| > 1, node vu
is an overlapping node.

3.2 Pseudo Code of the Algorithm

ONS-OCD contains two stages. The first stage is to find the potential members of
each community and construct the potential node set (PNS) of each community. The
second stage is to analyze the potential member nodes and get the set of overlapping
nodes (ONS). In the first stage, ONS-OCD selects the external fringe node of the
community. Then, it determines whether the node is a potential member of the
community according to the similarity between the node and the community, and
obtains the potential members of the node set PNS (line 7–9). In the second stage,
ONS-OCD traverses PNS set of each community and calculates the influence of every
node on the community. If the influence of node vu on the community is positive,
node vu is added to the community and becomes an overlapping node (line 15–24).

3.3 Time Complexity Analysis

Assuming that the network G contains n nodes and m edges, the time complexity
analysis of the improved algorithm proposed in this paper is as follows:

1. Compute the HDFS similarity: The time complexity of HDFS is O(m), and it
is repeated k times, where k is the number of communities in the network and
k << n. So the time complexity is O(km);
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Algorithm 1 Overlapping community detection extended from disjoint community
structure (ONS-OCD)

Input: G = (V,E), disjoint community structure DC = {DC1, DC2, . . . , DCk}
Output: overlapping community structure OC = {OC1, OC2, . . . , OCk}
1: // The first stage, find the potential members
2: for each DCi ∈ DC do
3: PNS[i]← Φ
4: for each vu ∈ DCi do
5: for each vw ∈ N(vu) do
6: if vw /∈ DCi and vw ∈ DCj then
7: if SNC(vw, DCi) > SNC(vw, DCj) then
8: PNS[i]← PNS[i]

⋃
{vw}

9: end if
10: end if
11: end for
12: end for
13: end for
14: // The second stage, find the overlapping nodes
15: for each PNS[i] ∈ PNS do
16: ONSi ← Φ
17: OCi ← DCi

18: for each vu ∈ PNS[i] do
19: if F (DCi, vu) > 0 then
20: OCi ← OCi

⋃
{vu}

21: ONSi ← ONSi

⋃
{vu}

22: end if
23: end for
24: end for
25: return OC

2. Judge the community potential node: O(nd), where d is the average degree of
nodes in the network;

3. Judge the overlapping node: O(n′d), where n′ is the number of potential nodes
and n′ << n.

The time complexity is O(km) + O(nd) + O(n′d), taking into account that in
many real networks k, n′ and d are much less than n, m has the linear relationship
with n, therefore, the overall time complexity of ONS-OCD is O(m) or O(n).

4 EXPERIMENTS

This section compares the performance of ONS-OCD with COPRA [19], LFM [16],
CFinder (The implementation version of CPM algorithm) [33] and OCDBIDC [30],
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where COPRA, LFM and CFinder are representative algorithms which detect over-
lapping communities directly and they are all widely accepted. So we compare these
algorithms with the algorithm proposed in this paper. OCDBIDC and ONS-OCD
belong to the same kind of algorithms which detect overlapping communities based
on the disjoint community structure. We design this group contrast experiment to
verify the performance of the proposed algorithm in this kind of algorithm.

All the simulations are carried out in a desktop PC with Intel R© CoreTM i5-2400
3.1 GHz processor and 4 GB memory under Windows 7 OS. We implement LFM,
ONS-OCD and OCDBIDC in Microsoft Visual Studio 2010 environment using C++.
Other algorithms are realized with Java language.

4.1 Experimental Data

1) LFR Benchmark Networks. LFR benchmark networks [34, 35] are currently
the most commonly used synthetic networks in community detection, including
the following parameters. N is the number of nodes; avgk is the average degree
of nodes in the network; maxk is the maximum degree of nodes; minc is the
number of nodes that the minimum community contains; maxc is the number
of nodes that the biggest community contains; mu is a mixed parameter, which
is the probability of nodes connected with nodes of external community. The
greater mu is, the more difficult it is to detect the community structure; om
is the number of memberships of the overlapping nodes and on represents the
number of overlapping nodes. We can generate different types of networks by
setting different values of these parameters.

2) Real Networks. We also make experiments on eight well known real networks,
including Zachary’s karate club networks (Karate), Dolphins social networks
(Dolphins), American political books networks (Polbooks), American College
Football networks (Football), and so on. The detailed information of each net-
work is shown in Table 1.

Network ID Network Name Number of Nodes Number of Edges References

R1 Karate 34 78 [36]
R2 Dolphins 62 159 [36]
R3 Political Books 105 441 [36]
R4 Football 115 613 [36]
R5 Email 1 133 5 451 [37]
R6 Political Blogs 1 490 19 090 [36]
R7 Netscience 1 589 2 742 [38]
R8 PGP 10 680 24 316 [37]

Table 1. The information of real networks
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4.2 Evaluation Criteria

1) Normalized Mutual Information (NMI). For LFR benchmark network, we
use normalized mutual information (NMI) [18] as the evaluation criteria to com-
pare results of different algorithms, since the groundtruth of the community
structure has already been known.

Assuming the true community collection of the network is C, the membership of
node i can be considered as a binary array of |C| entries. If node i is present in
the kth community, (xi)k = 1, otherwise (xi)k = 0. We can regard the kth entry
of this array as the realization of a random variable Xk, whose probability distri-
bution is P (Xk = 1) = Nk/N , P (Xk = 0) = 1−Nk/N , where Nk is the number
of nodes in the kth community and N is the number of nodes in the networks.
The same holds for random variable Yl associated to the lth community of the
community detection result C ′. We can define the conditional entropy to infer
Xk given a certain Yl, H(Xk|Yl) = H(Xk, Yl) − H(Yl). In particular, we can
define the conditional entropy of Xk with respect to all the components of Y .

H(Xk|Y ) = min
l∈{1,2,...,|C′|}

H(Xk|Yl). (5)

The definition of the normalized conditional entropy of X with respect to Y is
in Equation (6).

H(X|Y ) =
1

|C|
∑
k

H(Xk|Y )

H(Xk)
. (6)

The expression for H(Y |X) can be determined in the same way. So, the nor-
malized mutual information (NMI) is finally defined as Equation (7).

NMI(X|Y ) = 1− [H(X|Y ) + H(Y |X)]/2. (7)

The large NMI value indicates that the community detection result is good, and
vice versa.

2) F-Measure. For overlapping community detection algorithms, the ability of
identifying overlapping nodes in the network is an important aspect to measure
the performance of these algorithms. F-Measure [21] is one of the most important
criteria which are widely used to measure the accuracy of algorithms in the
field of machine learning. So we use F-Measure to compare the overlapping
nodes detecting ability of ONS-OCD and OCDBIDC. The calculation formula
of F-Measure is shown as Equation (8).

F-Measure =
2× Precision× Recall

Precision + Recall
(8)

where Precision indicates the ratio of the correct number of detected overlap-
ping nodes to the total number of detected overlapping nodes (ond). Recall is
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calculated by dividing the correct number of detected overlapping nodes by the
total number of overlapping nodes (on) in the network.

The larger F-Measure value is the better the detected overlapping nodes are [39].

3) Overlapping modularity. As the true community structure of most real net-
works is unknown, we use the overlapping modularity (EQ) [7] as the evaluation
criteria. It is calculated by Equation (9).

EQ =
1

2m

K∑
i=1

∑
u,v∈Ci

1

OvOu

(
Auv −

dudv
2m

)
(9)

where m represents the number of edges in the network; A is the adjacency
matrix of the network; if node u and node v are directly connected, Auv = 1,
otherwise, Auv = 0; du and dv respectively denote the degree of node u and
node v. Ou and Ov respectively denote the number of communities which node u
and node v belong to.

The larger EQ value is the better the result of community detection is [40].

4.3 Experimental Comparison on Synthetic Networks

We use four groups of synthetic networks to evaluate the effectiveness of ONS-OCD.
The details of these networks are shown in Table 2. All the networks share the
common parameters of N = 1 000, avgk = 15, maxk = 50 and om = 2. Each group
contains six networks with on ranging from 0 to 500 and they also share parameters
minc, maxc and mu. The community size minc, maxc are set to 10, 50 and 20, 100,
respectively, implying small community networks and large community networks;
mu is set to 0.1 and 0.3, respectively representing low and high hybrid network.

Network ID N avgk maxk minc maxc mu om on

S1 1 000 15 50 10 50 0.1 5 0-500
S2 1 000 15 50 10 50 0.3 5 0-500
S3 1 000 15 50 20 100 0.1 5 0-500
S4 1 000 15 50 20 100 0.3 5 0-500

Table 2. The information of four groups of LFR networks

1) The Comparison of Overlapping Nodes Detection. First, in the case of
the ideal high quality input, we compare the overlapping nodes detection ability
of ONS-OCD and OCDBIDC. We do experiments on the four groups of LFR
networks (S1 ∼ S4) and choose one of the real labels of all the nodes as the
input. Figure 2 depicts the results of ONS-OCD and OCDBIDC on four groups
of LFR benchmark networks. The abscissa represents the number of overlapping
nodes from 100 to 500, and the ordinate is the F-Measure of the results.
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a) The F-Measure result on S1 b) The F-Measure result on S2

c) The F-Measure result on S3 d) The F-Measure result on S4

Figure 2. The overlapping nodes detecting results of the two algorithms on LFR bench-
mark networks

From Figure 2, it is observed that the results of the proposed algorithm are better
than OCDBIDC in all these four group networks. And in the networks with
different number of overlapping nodes, the overlapping nodes selection ability of
ONS-OCD is basically unchanged. The overlapping nodes in the network can be
well detected by ONS-OCD. In the contrast, OCDBIDC has very poor ability to
detect overlapping nodes in the network with small number of overlapping nodes.
When there are 100 overlapping nodes in the network, the F-Measure value of
the result detected by OCDBIDC is less than 0.1. The ability of OCDBIDC
to detect the overlapping nodes improves with the increase of the number of
overlapping nodes in the network, but it is still worse than ONS-OCD.

2) The Comparison of Overlapping Community Detection. Label propaga-
tion algorithm (LPA) [12] is one of the fastest community detection algorithms,
with nearly linear time complexity. The algorithm is simple and does not need
any parameter, thus receiving quite a lot of attention from numerous scholars.
So we use the community detection result of LPA as the input information to
ONS-OCD and OCDBIDC. Three classical overlapping community detection
algorithms (COPRA, LFM and CFinder) are added in this comparison. The
parameters of the algorithms are set as follows: in COPRA v is varied from 2
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to 10 with a step size of 1; in LFM is set from 0.8 to 1.6 with a step size of 0.1;
the parameter k in CFinder is initially set to 3 and increased by a step size of
1 up to 8; the parameter r of OCDBIDC is ranging from 0.1 to 1 and increased
by a step size of 0.1. Each algorithm obtains different results under different
parameters, and the best results of NMI are selected as the final result.

a) The NMI result on S1 b) The NMI result on S2

c) The NMI result on S3 d) The NMI result on S4

Figure 3. The overlapping community detecting results of the five algorithms on LFR
benchmark networks

From these four group experimental results in Figure 3 it can be seen that in
most cases, the overlapping community detection results obtained by the algorithm
proposed in this paper are similar to other traditional overlapping community de-
tection algorithms. The NMI of experimental results of all five algorithms on these
four group networks decreases with the increasing number of overlapping nodes.
Some traditional overlapping community detection algorithms failed to detect the
overlapping community structure of the networks with too many overlapping nodes.
Such as the NMI of COPRA in the second and the fourth group of networks is zero
when on is larger than 400 and 300, respectively, while the results obtained by the
proposed algorithm are optimal in most of these networks. From the experimental
results on the third group of networks, it can be seen that COPRA is better than
ONS-OCD and OCDBIDC when the number of overlapping nodes is less than 300.
This is because the results of LPA on these networks are not satisfactory, which
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shows that the initial input of disjoint community structure has great influence on
these two algorithms. In summary, the experimental results on these four groups
of networks show that ONS-OCD can get good results of overlapping community
structure in most cases, but it is affected by the initial disjoint community input.

4.4 Experimental Comparison on Real Networks

We still use the result of LPA as the input of ONS-OCD and OCDBIDC. The
parameters of the algorithms are set as follows: in COPRA v is varied from 2 to
10 with a step size of 1; in LFM is set from 0.8 to 1.6 with a step size of 0.1; the
parameter k in CFinder is initially set to 3 and increased by a step size of 1 up to 8;
the parameter r of OCDBIDC is ranging from 0.1 to 1 and increased by a step size
of 0.1. For the five algorithms, the maximum EQ from each result under different
parameters is selected as the final result. Table 3 shows the experimental results
on the eight real networks, and for every instance, the best EQ and efficiency are
presented in boldface.

Network ID
EQ

COPRA LFM CFinder ONS-OCD OCDBIDC

R1 0.370 0.374 0.186 0.733 0.581
R2 0.204 0.436 0.361 0.730 0.732
R3 0.444 0.494 0.437 0.826 0.821
R4 0.583 0.566 0.548 0.633 0.620
R5 0.519 0.309 0.265 0.650 0.632
R6 0.765 0.748 0.758 0.809 0.804
R7 0.426 0.188 – 0.913 0.905
R8 0.780 0.622 0.389 0.811 0.818

Table 3. The comparison of results on real networks

It can be seen from Table 3 that in the all real networks besides R2 (Dolphins)
and R8 (PGP), the overlapping modularity of ONS-OCD is higher than those of the
other four algorithms. The results of ONS-OCD on R2 (Dolphins) and R8 (PGP)
are only second to OCDBIDC algorithm. Overall, the quality of the overlapping
communities detected by ONS-OCD on the real networks is superior to several other
algorithms.

4.5 Instance Analysis

The nodes of Dolphins are divided into two regions by a straight line in Figure 4,
which represents the real division of the network. Figure 4 a) shows the community
structure of Dolphins detected by LPA and Figure 4 b) is the overlapping community
detection result of ONS-OCD on Dolphins. LPA algorithm divides the Dolphins data
set into four communities (marked as community a, b, c and d) with different colors.
It divides one of the real Dolphins communities into three. In Figure 4 b), five
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a) The result of LPA on Dolphins

b) The overlapping community detection result of ONS-OCD

Figure 4. The community detection result on Dolphins

overlapping nodes (SN4, MN60, SN100, Zap and Oscar) with two or three kinds of
colors are found on the basis of the result in Figure 4 a) by ONS-OCD. As can be seen
in Figure 4, these nodes are closely connected between two or three communities.
Node SN4 has seven adjacent nodes in the community b, which is obviously more
than that in the community a which SN4 belongs to in Figure 4 a). So ONS-OCD
identifies SN4 as the overlapping nodes. In summary, we can see that ONS-OCD
can well identify overlapping nodes closely connected between communities.
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5 CONCLUSION

In this paper, we have presented a novel overlapping node selection method to
extend disjoint community structure to overlapping communities (ONS-OCD). This
algorithm takes the high quality disjoint community structure as the input. Firstly,
it uses the node similarity based on the heuristic DFS encoding to get the potential
members of each community. Then the potential members of every community are
analyzed, and the influence of the nodes on the community is calculated. Finally, the
final overlapping nodes are obtained based on the node influence on communities.
Since it does not need to analyze all the nodes in the network and further reduces
the detection scope of overlapping nodes by the selection of potential members, it
can improve the efficiency of the algorithm.

Through experiments on various synthetic networks and real networks, ONS-
OCD is compared with three representative overlapping community detection algo-
rithms (COPRA, CFinder and LFM) and OCDBIDC which also detects overlapping
communities based on disjoint community structure. The results show that ONS-
OCD has some advantages in the quality of community detection on the synthetic
networks and real networks. In summary, ONS-OCD can identify overlapping nodes
very well to get the high quality of the overlapping community structure.

Acknowledgments

This work was supported by the Fundamental Research Funds for the Central
Universities of Civil Aviation University of China (Grant No. 3122018C020 and
3122018C021), the Scientific Research Foundation of Civil Aviation University of
China (Grant No. 600/600001050115 and 600/600001050117), the National Natural
Science Foundation of China (Grant No. 61572505 and 61876186).

REFERENCES

[1] Yang, B.—Liu, D.-Y.—Liu, J.-M.—Jin, D.—Ma, H.-B.: Complex Network
Clustering Algorithms. Ruan Jian Xue Bao/Journal of Software, Vol. 20, 2009, No. 1,
pp. 54–66, doi: 10.3724/SP.J.1001.2009.00054.

[2] Watts, D. J.—Strogatz, S. H.: Collective Dynamics of ‘Small-World’ Networks.
Nature, Vol. 393, 1998, No. 6638, pp. 440–442, doi: 10.1038/30918.

[3] Barabási, A.-L.—Albert, R.: Emergence of Scaling in Random Networks. Scien-
ce, Vol. 286, 1999, No. 5439, pp. 509–512, doi: 10.1126/science.286.5439.509.

[4] Newman, M.—Barabási, A.-L.—Watts D. J.: The Structure and Dynamics of
Networks. Princeton University Press, 2006.

[5] Newman, M. E. J.—Girvan, M.: Finding and Evaluating Community Structure in
Networks. Physical Review E, Vol. 69, 2004, No. 2, Art. No. 26113, doi: 10.1103/Phys-
RevE.69.026113.

https://doi.org/10.3724/SP.J.1001.2009.00054
https://doi.org/10.1038/30918
https://doi.org/10.1103/PhysRevE.69.026113
https://doi.org/10.1126/science.286.5439.509
https://doi.org/10.1103/PhysRevE.69.026113


Overlapping Community Detection Extended from Disjoint Community Structure 1107

[6] Lee, J.—Gross, S. P.—Lee, J.: Modularity Optimization by Conformational
Space Annealing. Physical Review E, Vol. 85, 2012, No. 5, Art. No. 056702, doi:
10.1103/PhysRevE.85.056702.

[7] Shen, H.—Cheng, X.—Cai, K.—Hu, M.-B.: Detect Overlapping and Hierar-
chical Community Structure in Networks. Physica A: Statistical Mechanics and Its
Applications, Vol. 388, 2009, No. 8, pp. 1706–1712, doi: 10.1016/j.physa.2008.12.021.

[8] Shen, H.-W.—Cheng, X.-Q.: Spectral Methods for the Detection of Network Com-
munity Structure: A Comparative Analysis. Journal of Statistical Mechanics: The-
ory and Experiment, Vol. 2010, 2010, No. 10, Art. No. P10020, doi: 10.1088/1742-
5468/2010/10/P10020.

[9] Huang, L.—Li, R.—Chen, H.—Gu, X.—Wen, K.—Li, Y.: Detecting Network
Communities Using Regularized Spectral Clustering Algorithm. Artificial Intelligence
Review, Vol. 41, 2014, No. 4, pp. 579–594, doi: 10.1007/s10462-012-9325-3.

[10] Girvan, M.—Newman, M. E. J.: Community Structure in Social and Biological
Networks. Proceedings of the National Academy of Sciences of the United States of
America (PNAS), Vol. 99, 2002, No. 12, pp. 7821–7826, doi: 10.1073/pnas.122653799.

[11] Blondel, V. D.—Guillaume, J.-L.—Lambiotte, R.—Lefebvre, E.: Fast Un-
folding of Communities in Large Networks. Journal of Statistical Mechanics: The-
ory and Experiment, Vol. 2008, 2008, No. 10, Art. No. P10008, doi: 10.1088/1742-
5468/2008/10/P10008.

[12] Raghavan, U. N.—Albert, R.—Kumara, S.: Near Linear Time Algorithm to
Detect Community Structures in Large-Scale Networks. Physical Review E, Vol. 76,
2007, No. 3, Art. No. 036106, doi: 10.1103/PhysRevE.76.036106.
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Abstract. The paper introduces a knowledge representation framework for design
and geometrical modelling of complex technical objects such as ships, aircrafts, cars,
etc. The design process cannot be fully automated yet because of a lot of technical
and economical factors that influence the decisions during that process. In order to
make the process more efficient, a knowledge modelling framework is suggested. The
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basic principles of conceptual knowledge modelling and data exchange framework
are presented. A practical use case of aircraft ramp modelling is provided.

Keywords: Knowledge base, geometric model, managing parametric model

1 INTRODUCTION

Aircraft creation process is very complicated and important. Now the aircraft models
are almost not linked and the geometric models connections between different de-
sign stages are also almost absent. Knowledge-based approach of aircraft geometrical
modelling is trying to decide these problems. Tasks and features of the knowledge-
based systems adoption in aircraft geometric models creation are described. In this
article a knowledge-based approach of aircraft geometrical modelling is represented.
Also the knowledge-based approach modification for parametric information con-
trol of aircraft geometrical modelling and the modification for data transferring of
aircraft geometrical modelling are shown. Realization of the knowledge-based ap-
proach of aircraft geometrical modelling and its estimation are made. The task
of any complex technical object creation (CTO), which is characterized by a large
quantity of elements and different links, is the development of chart, structure and
construction of the future CTO and constituents of its elements, which must provide
at certain limitations the most effective performance of the put goals. Fully auto-
mated process of CTO creation is impossible, because of a lot of factors, as technical
and economic, influence on decisions, which are adopted in this process. The main
task of information technology adoption in the process of CTO creation is the best
possible simplification of operations by automation of the most possible number of
CTO creation tasks. This task is resolved by the development of generalized model
of CTO and knowledge-based modelling approach of CTO.

1.1 The Main Problems of Modern Complex Technical
Object Creation Process

Modern complex technical objects, which are characterized by a large quantity of
elements and different links (ships, aircrafts, space techniques, cars, etc.), are cre-
ated using such information technology (IT) as continuous acquisition and life cycle
support (CALS), which includes the main information systems (IS): product life-
cycle management (PLM) and computer-aided systems (CAx). Different models of
CTO describe the relationships between CTO parameters and its characteristics [1].
Modern CTO creation includes following main stages: requirements specification
(RS) and draft proposal (DP), master-geometry model (MGM, conceptual design),
objects allocation model (OAM, preliminary design) and complete product defini-
tion model (CPDM, detail design) [2, 3]. Compliance of the classic CTO creation
process and modern CTO modelling using IT are represented in Figure 1. Over
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75 % of the basic technical and organizational solutions for the project are taken at
the conceptual and preliminary design stages at costs up to 20 % of time and 10 %
of the funds [1, 3, 4].

Figure 1. Compliance of the classic CTO creation and modern modelling

The level of structural synthesis problem complexity applied to CTO creation is
very difficult. Effective solution of these problems is only possible when using CALS.
However, CALS usage focuses on formalized statement of the structural synthesis
problem. The basis of such formalized statement is the formulation of structural
synthesis problem as a mathematical problem of design decisions making (DDM) as
follows [5]:

DDM = 〈A,C,M,R〉
where

• A – alternatives set of design making;

• C = (C1, C2, . . . , C) – criteria set (initial parameters), which evaluated alter-
native compliance goals;

• M – model, which allows for each alternative to calculate the criteria vector;

• R – decision rule for selecting a suitable alternative to multi situations.

The developed process of CTO creation can be represented as the following
generalized iterative procedure:

where:

• A0 – initial design data (pre-designing),

• Mi – models: MGM(M1), OAM(M2) and CPDM(M3),

• (i + 1) – new (changed) parameters, design updating, appearing on the results
of the next design stages, can then be modified in the previous stages.
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Any model on different stages is possible to present as:

Mi =
N∑
i=1

mi

where:

• mi are the components of the appropriate design stage,

• N are the models set.

The main problems of modern complex technical object creation process are:

1. CTO models include parts and assembly units created by CAx and PLM sys-
tems and often contain many expressions between components, references, re-
strictions, etc., and that requires a detailed description of the process of CTO
creation.

2. CTO models at various stages of CTO creation are not linked. That is, if there
are changes in the components of models at the early design stages, these changes
do not appear in the detail design stage of CTO creation.

3. Described various CTO models are actually unrelated in the process of CTO
creation with the use of CAx and PLM systems. Many data in general remain
beyond a joint project of CTO development.

4. CTO creation involves many disciplines and communication between differ-
ent units. As for design techniques and tools, it is desirable that the design
takes place in parallel with further manufacturing and assembly, which is cur-
rently extremely difficult, exhausting and almost unrelated procedure due to
weak production automation that prevents the use of the process of CTO mod-
els.

5. CTO models creation is also using different systems CAx and PLM, which
creates a constant difficulty of data converting from one software to another
and leads to a partial or complete loss of generalized model components, its
history, topology and parameters. To reduce the time-to-market and to min-
imize errors when displaying CTO models, new approaches must be applied
in data transferring between different systems CAx and PLM. Delays in set-
ting up controversial issues when exchanging data will cause many recycles
in CTO creation and thus causing a significant delay in the project sched-
ule.

Considering these problems, the relevant scientific and practical task of work
follows – to research and develop the generalized model of CTO, which is able to
solve the task of different models links on different stages of CTO creation lifecycle,
and to develop the knowledge-based modelling framework of CTO based on the
developed generalized model.
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2 TASKS AND FEATURES OF THE KNOWLEDGE BASED
SYSTEMS ADOPTION IN AIRCRAFT GEOMETRIC
MODELS CREATION

The generalized model of CTO contains the main CTO models from different IS
of CALS at the different CTO creation lifecycle; this is researched, developed and
presented as:

MGM = {MG,MW,MA,MAA,MS,MPP,MT,ME}

where the following models appear: geometrical; weight; aerodynamic; arranging
and alignment; strength; power plant; manufacturability; economical, respectively.
Any model contains the common information with other models and owner infor-
mation. Any component of the models is described by owner set of parameters and
can be represented as:

mi = f(Pi)

where Pi – models parameters: Pi =
∑N

i=1 pi.
The generalized model of CTO component can be represented as:

mGM = f i(pi, i = 1, . . . n).

mGM = (m1, . . . ,mn) – is a vector of parts of CTO generalized model of compo-
nent creation, any of them contains the defined restrictions (geometrical; weight;
manufacturability, etc.) depending on parameter type, mi ∈Mi.

The aim of work is formulated as the definition on the permissible set of decision
variants, which are described by restrictions of such variants so that the optimal-
ity criterion (objective function or functional), which defines the decision quality,
accepts the extreme value:

F ∗ = extrPn∈Ek(mGM )F (Pn)

where Ek(mGM) – parameters efficiency criteria mGM ∈MGM .
Systems of restrictions looks like:

E1(mGM) ≥ 0
E2(mGM) ≥ 0
˙...
En(mGM) ≥ 0

 .

In particular, the inequality of the system E1(mGM) has a geometrical character;
CTO creation specific puts also restrictions: E2(mGM) – alignment; E3(mGM) –
CTO weight; E4(mGM) – by external influences on the development area (me-
chanical, climate, etc.), equipment compatibility; E5(mGM) – implementation of
manufacturability requirements, which are the interlink between CTO design and
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manufacture, etc. Acceptable level of Ek(mGM) makes mention of some norma-
tive document, CTO creation requirements, RS, etc. Knowledge-based modelling
approach is a basis for IT development. Developed approach supplements and ex-
tends the current methods of CTO creation using IT and defines the main design
stages of the knowledge-based system (KBS) adoption in CTO models building pro-
cess. The development of engineering knowledge project management (Managing
Engineering Knowledge, MOKA) had tremendous significance in the decision of
knowledge representation problem in CTO creation [6]. In the project of MOKA,
the unified modelling language was used for knowledge representation. The area of
the knowledge using comes into question very often; some researchers assume that
any object can be represented as area of knowledge. Other works conflict with this
principle [7] and suggest to build small areas which are easier to support. But in
any case, each researcher realizes the importance of the knowledge using in CTO
creation.

Theory and practice of the creation and use of KBS is the most actual direction
of computer sciences that has been intensively developing. Using the results pro-
motes efficiency of creation of tools, application systems and computers application.
At work KBS is included for combination of such main CTO creation processes
(Figure 2).

Figure 2. Place of the knowledge based system in CTO design

On the existing stage of development of CAx and PLM systems the main in-
terest lies in the use of the knowledge in CTO creation, which would allow a sub-
sequent perfection of the process of CTO creation, and this process can be named
knowledge based modelling of CTO – it includes the use of suitable software for
acquisition and reusing the knowledge in CTO creation by the most possible com-
plex approach. The tasks which are executed by traditional methods, mainly, do
not cause unexpected problems, but they are tiresome and by such approach labor
intensive and expensive (from the economic point of view). According to Stokes [6],
the percentage of time spent on the conservative jobs processing at CTO creation
is approximately 80 %.

KBS adoption in the process of CTO GM creation is related to reusing the
knowledge that comes from previous developments. Developing the approach of
KBS adoption in CTO creation allows to solve the following tasks: to describe
the process of CTO creation in details, to apply the modern KBS; to create the
links of GM on the different stages of CTO creation; to link GM with other CTO
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models; to apply new approaches at data transferring between different CAx and
PLM systems. For the effective solution of the listed tasks it is necessary to analyze
the main features of subject domain of CTO creation and to develop a feasible
approach and facilities for implementation of automation in this area [8]. Extended
tasks of KBS adoption in the process of CTO creation are shown in Figure 3.

Figure 3. Tasks of KBS adoption in the process of CTO creation

The approach of KBS adoption in CTO creation and the subsequent modifica-
tion of the approach are designed – to manage parametric information; to exchange
the data. Let us analyse the use of knowledge in modern systems CALS order to
ensure feasibility of KBS adoption in the process of CTO creation. Consider the
examples of knowledge using in the most popular systems CAx at a high level.
Pro/ENGINEER or PTC Creo system from PTC Company contains elements of
knowledge to use standardized conceptual design and has the libraries: library of
standard two-dimensional layouts; library of standard three-dimensional layouts;
library of standard drafts, separate components, standard design solutions [9]. CA-
TIA, ENOVIA and DELMIA systems from the Dassault Systèmes Company al-
low to maintain the enterprise rules-based design and knowledge reuse. Controlled
methodology that uses skeletal geometry allows a quick changing of specifications
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and knowledge reuse [10]. The module “Knowledgeware” has the following most
important sub-modules: knowledge adviser; knowledge expert; knowledge of prod-
uct template; business process knowledge template. NX system from Siemens PLM
Software Company is built on knowledge architecture that provides unlimited oppor-
tunities for the application in the knowledge process design and experience gained
by company or industrial “know-how” [11]. The system raises the design process to
another level with the DesignLogic technology, which manages the product using the
embodied knowledge in the form of functions and formulas, associative dimensions
and links. All the above listed elements of knowledge using contained in various
CAx systems have significant disadvantages – for instance the knowledge used in
the existing CAx attached directly to the system makes it impossible to use the
universal knowledge base in different CAx.

3 KNOWLEDGE-BASED MODELLING FRAMEWORK

3.1 Conceptual Modelling

Considering tasks which stand before the developer of methods and facilities of
KBS adoption in the process of CTO creation, it is possible to define the features
of their structure and functioning. The analysis of subject domain is the special
type of scientific activity. The result of analysis of a subject domain is built of in-
terpretation model of the subject knowledge [13]. CTO creation efficiency is largely
conditioned using system approach like its constituents, and as systems engineer-
ing and systems analysis (SA). Methods of SA are the basis of CASE-technology
(Computer-Aided Software Engineering, automation of processes of planning and
software development). Methods of SA are described by the series of IDEF stan-
dards of ICAM (Integrated Computer-Aided Manufacturing) DEFinition [IDEF],
which are used for task decision making on the design of difficult systems. For ex-
ample, IDEF5 is standard of KBS (ontological research of the difficult systems) [14].
By IDEF5 methodology, the ontology of the system can be described by the certain
dictionary of terms and rules on the basis of which the reliable assertions about
the state of this system can be formed in some moment of time. By the opinion of
specialists of SA area [15, 16], for the decision of analysis tasks and planning of some
object there are designed: functions of this object, for example, by the diagrams of
data flows – Data Flow Diagram (DFD); relation between data which are used in
object, for example, by diagrams “essence-connection” of Entity-Relations Diagram
(ERD); behavior of the object (event), for example, using Activity diagrams. The
functions (processes), depositories of data and streams which link them, are repre-
sented by DFD. Presentation of object functions, as a rule, occurs at a few levels of
detailing, and the content of the processes shown at previous level is opened up at
every next level. In Figure 4, the context DFD of KBS adoption in CTO creation
is represented.

The built DFD allows defining the basic stages of work on KBS adoption in
the process of CTO creation, and also basic types of data sets with which work
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Figure 4. The context DFD of KBS adoption in the process of CTO creation

will be in the process of functioning of the system: parameters; output data and
results of GM creation; terms of classifications, correlations, rules of interpretation,
norms, and requirements of standards. Entity-Relationship Diagram is intended
for development of data models and provides the standard approach of determi-
nation of relations between them. These KBS of CTO creation are organized in
three structures: knowledge base (KB), that contains the terms from the CTO
area, connections between them, rules which establish order of the terms inter-
pretation, application of knowledge from a knowledge base, conditions of calcula-
tions, concordance with the requirements of standards; database (DB), that con-
tains files of CTO creation, results of calculations, different service information
located in PLM system [17]; file DB contains parameters for CTO creation deter-
mination. In Figure 5, ERD of the main data sets of KBS of CTO creation is
represented.

Analyzing the main tasks, requirements, features of functioning and order of
implementation of operations of CTO creation, it is possible to formulate the general
features of KBS adoption of CTO creation: work with large data sets; iteration
character of CTO creation on the different stages of GM creation; CTO modelling
realization by different methods, the choice of which depends on a type, configuration
and parameters of CTO; the necessity of selection and use of separate parameters
and characteristics of CTO creation which will be used from previous stages of CTO
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Figure 5. The context DFD of KBS adoption in the process of CTO creation

creation and finishing the CTO production; necessity of providing a connection
between different CTO models.

3.2 Parametric Information Control

Control parametric model (CPM) is the aggregate of basic data which is the basis for
CTO creation at any stage, and it is a hierarchical structure in CAx/PLM system.
CPM is the base of technical information in an electronic view, on the basis of
which development of CTO is conducted in accordance with thematic directions
of the CTO project [18]. The geometry, which is passed from the previous stage
of CTO creation – master-geometry model is used at CPM building. CPM is the
aggregate of geometrical elements which are used in the process of GM creation.
CPM differs from GM, which is the typical result of the CAx system, and the
universal presentation of CTO. CPM is built by rules which determinate the project
and are the basis for GM (Figure 6).

Approach modification for parametric information control (Figure 7 as the activ-
ity diagram) provides for creation of the interconnection of CTO models development
stages.

3.3 Data Transferring

Disadvantages arise while creating CTO in different IS CAx. Most of them are
connected with the exchange of data from different models. Further, it proposes
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Figure 6. Control of generalized model parameters

Figure 7. Approach modification for parametric information control

that a knowledge-based approach in communicating CTO models is created in dif-
ferent IS CAx by developing a modification of the knowledge-based modelling ap-
proach. Data exchange between CAx-systems is mainly using translators to facili-
tate the exchange between models from CAx-systems. Data loss during transmission
leads to the fact that models transferred between different systems are incomplete.
Available compilers developed for specific CAx-systems are expensive and not uni-
versal.

Neutral standards should provide a single interface to information applied soft-
ware. The most used standards: Standard Generalized Markup Language; Com-
puter Graphic Metafile; Initial Graphics Exchange Specification [19]; Standard for
Exchange of Product model data [20]; STL format – Stereolithography. A software
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library for the programming language Javascript that allows to create Javascript in-
teractive 3D-graphics, operating in a wide range of compatible web browsers (Mozilla
Firefox, Google Chrome, Opera and Internet Explorer), supporting HTML, with-
out the mediation of plug-ins, is distributed by the use of WebGL standard (based
on OpenGL) [21]. And this standard has serious disadvantages: models are built
using WebGL and are kept only in the format of STL, which is not supported by
all CAx-systems; WebGL also contains many significant security problems, in par-
ticular, the arbitrary code execution and possible cross-domain attacks on models
saved.

These data formats between different CAx-systems are capable of handling full
set of information from different CAx-systems and transfer all the information about
the models, including the history of building and constraints within it. A lot of dif-
ferent methods are described on how to implement data exchange between different
CAx-systems, each of which has its advantages and disadvantages. General scheme
of data exchange with models from different IS CAx using KBS is shown in Fig-
ure 8.

Figure 8. Data exchange with models from different IS CAx using KBS

Approach modification for data transferring from different IS CAx, using KBS
is shown as the diagram of activity (Figure 9) [22].

Figure 9. Approach modification for data transferring from IS CAx using KBS
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4 USE CASE: KNOWLEDGE BASED ENGINEERING DESIGN

Based on the features development means of KBS, the CTO models creation is
selected, with the main features of the development, and it identifies the main means
of implementing the methods of implementation of KBS in CTO creation.

A variety of information which affects the decision to incorporate this infor-
mation as well as to store data about the state of the system and to facilitate its
management is processed. All this information should work together to create the
knowledge base (KB), which includes a global information system as a whole and
combines its separate parts.

The system must work with large amounts of data on GM parts and assembly
units. A database should be developed for saving this information. From the set of
data stored in the database, you can select entities, such as dimensions, limitations of
CTO, etc. that have certain attributes and relationships with each other. Therefore,
the development and implementation of the database (DB) can be made using the
model “entity-relationship”.

The multi-agent systems are used. Since the task and the process of CTO cre-
ation are closely linked, it is difficult to identify independently solvable subtasks
that can be executed simultaneously regardless of the computer, so the use of intel-
ligent agents in this case is not appropriate, however non-intelligent agents may be
used.

Guided by the principles of client-server technology and structured approach,
we logically choose the implementation of knowledge-based systems in the design
of CTO structure of Web-based applications. There are distributed softwares that
use the basic infrastructure of the Internet for communication between its compo-
nents and standard tools navigation Web-browser – as the foundation for the user
interface.

In work guided by the principles of visual programming, paradigms and tools
are based on J2EE technologies.

The work shall be chosen by means of CALS technology adopted to implement
the methods in the form of systems CAx and PLM.

Ontology of some industry knowledge, together with information about the prop-
erties of specific objects, can be called knowledge base (KB) [23]. The knowledge
base chart of CTO creation process is shown in Figure 10.

CTO creation ontology is shown in Figure 11.
It describes the main connection and correlation between the main parts of

the design process under development of CTO at the earliest design stages. DB
chart “CTO models parameters” in the example of an aircraft is shown in Fig-
ure 12.

Ontology of CTO creation was built by the tools of Protègè 4.3 [28, 24], its
connectivity and correctness was checked up by the instruments of this application.
The functions of addition, change and verification of ontology are carried out by the
application programs of this system, and also tools of the proper libraries of Java,
Jena, Pellet. An ontological KB plays a key role in realization of the process of KBS
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Figure 10. Knowledge base chart

adoption at CTO creation process. The KBS adoption in CTO components circuit
is shown in Figure 13.

The components of KBS adoption in CTO creation are:

1. Module working with KB, DB and decision making: basic module system orga-
nizes the interaction of all its parts; it supplies the conduct of process designing,
based on the data from KB and DB.

2. Module working with CAx systems: it organizes iteration plans and conducts de-
signing steps by organization of connection with CAx systems, and subsequently,
with PLM.

3. Information security module: it supplies the user identification and authenti-
cation; it organizes various types of access to KBS adoption in CTO creation
process.

Figure 14 presents the data exchange from CPM to GM. In particular, something
with the change of the aircraft ramp in DB makes automatically the changes coming
from the kinematic scheme of CPM of the aircraft ramp.

Some authors [1, 25, 26] suggest that the average duration of the aircraft creation
project cycle takes 6 years. It is important to bear in mind that this does not include
the development, which is given for early configuration and market analysis. The
duration of modelling is an important economic characteristic of CTO creation,
because it often defines the general terms of product development, and that is, the
speed of the project realization. Reduction of time determined by the entire lifecycle
of CTO cannot be achieved by significantly increasing the productivity specialists –
programmers, designers, production engineers, etc. Also, it is less dependent on
the software being used. Adoption of new approaches of work organizing the CTO
creation reduces significantly time for the CTO development, due to increase in the
portion of transactions or components that are used repeatedly. According to [27],
the impact of KBS on the main stages of CTO is very significant. Let us compare the
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Figure 11. Ontology of CTO creation

average time of GM creation using CAx and PLM systems [1, 3] and the described
KBS approach adoption of GM creation (Figure 15).

The time taken for CPM, DB and KB development, of course, is longer than the
creation of MGM only, which CPM includes. Later, however, there is a significant
time saving of CTO creation by reducing the duration of creating the next stages
of CTO creation: SAM and CPDM. Knowledge-based modelling approach of CTO
creation gives the freedom to design changes.

5 CONCLUSIONS

The tasks and features description of a complex technical object using knowledge
based framework enables reliable and efficient linking of different models of CTO.
The concept of CTO control parametric information was developed for the first time.
Using this concept in the CTO design allows linking the various stages of design
and linking together the design stage and the production of CTO by controlling
the main parameters within a single CTO GM. Considering IT data exchange while
creating GM in the different CAx-systems identified shortcomings of the existing
methods and showed the approach of adoption of intellectualization of the exchange
of data from different CAx-systems. An example of KBS adoption in CTO creation
approach is presented in this paper.
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Figure 12. DB chart “CTO models parameters”

Figure 13. KBS adoption in CTO components circuit
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Figure 14. Data exchange from CPM to GM

Figure 15. Comparing the average time of CTO creation using CAx, PLM systems and
KBS
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Abstract. Recently, new services using virtual reality (VR)/augmented reality
(AR) have appeared and then exploded in entertainment fields like video games
and multimedia contents. In order to efficiently provide these services to users,
an infrastructure for mobile cloud computing with powerful computing capabilities
is widely utilized. However, existing mobile cloud system utilizes a cloud server
located at a relatively long distance, so that there are problems that a user is not
effectively provided with personalized immersive multimedia service. So, this paper
proposes the home VR streaming system that can provide fast content access time
and high immersiveness by using mobile edge computing (MEC).
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1 INTRODUCTION

Due to the widespread adoption of mobile and Internet of Things (IoT) devices, there
are many emerging entertainment services where users can create and share content
anytime and anywhere. Also, cloud computing such as Google Cloud Platform
(GCP), Amazon Elastic Compute Cloud (EC2) and Microsoft Azure has emerged as
a new computing paradigm with the explosive spread of mobile networks. Recently,
thanks to the computing paradigm of cloud computing and the explosion of mobile
devices, there are growing interests in new applications and services such as real-
time online games, AR, VR and ultra-high definition (UHD) streaming that require
very low latency and high access speeds. In the meantime, due to the need for
high computing power from such immersive and high quality multimedia services,
cloud computing platform has been considered as a solution to meet the service
requirements.

Figure 1. The existing cloud computing architecture

Even though existing cloud computing platforms have performed well computa-
tion intensive task with its powerful computing capabilities and scalability of cloud
service, it has trouble supporting immersive services such as AR, VR streaming and
multimedia streaming. Furthermore, the enormous volume of data exchanged be-
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tween user devices and remote cloud servers cause the data tsunami, which leads to
saturate and bring down the backhaul networks. In order to solve such problems,
a new network architecture to place a small cloud with various computing functions
close to the user devices is under active research named as Fog Computing and
MEC [1, 2, 3, 4].

The concept of Fog Computing was proposed by Cisco, which is a service infras-
tructure that accesses the computation and storage resources [5, 6, 7]. It provides
computing, storage, and a variety of application services, like the cloud, but it does
not have a centralized structure on its central server. That is, Fog Computing
seamlessly extends cloud computing to the edge for the secure control and manage-
ment of domain specific hardware, software, storage, and network functions within
the domain and enables secure rich data processing applications across the domain.
Meanwhile, the concept of MEC was proposed by the European Telecommunications
Standard Institute (ETSI) as a new platform that provides IT and cloud computing
capabilities within a radio access network (RAN) in close proximity to mobile con-
sumers [8, 9, 10]. So, MEC architecture can support latency-sensitive services with
the backhaul capacity of limited mobile networks [11, 12, 13]. However, there is
a lack of researches on the effect to mobile consumers for large capacity multimedia
transmission such as VR and UHD in MEC environment.

Cloud Computing

– Central processing based model
– Accessed through Internet
– Easy to scale
– Low cost storage

Fog Computing
– Extending cloud to the edge of the network
– Decentralized computing
– Realtime data analysis

Mobile Edge Computing

– Edge can work without cloud or fog
– Decentralized computing
– Low latency
– Realtime service

Table 1. Cloud computing vs Fog computing vs Mobile edge computing

So, this paper proposes a scheme that enables users to provide low-latency VR
contents streaming experience by utilizing MEC environment. The rest of the paper
is organized as followed. Section 2 describes the existing cloud computing problems.
Section 3 presents the proposed virtual reality streaming scheme based on MEC
environment and then, we present the evaluation results in Section 4. Finally in
Section 5, we conclude this paper.

2 PROBLEM STATEMENTS

In this section, we will look into the problems that arise created by the services
requiring high computing power from the view point of users and cloud. First, we
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will look at the propagation distance of cloud computing caused by the centralized
structure and also the effects of when multiple users try to access the cloud server.
In addition, we will describe the resource management problem in the cloud envi-
ronment. Finally, we show the energy efficiency problem created by the services
requiring high computing resources.

2.1 Propagation Distance and Multi User Access Problem

Figure 2. Propagation distance and multi user access problem

For immersive multimedia content, the propagation distance, which affects the
transmission latency, is very critical. However, in existing mobile cloud computing
environment, mobile consumer devices need to deliver or download their desired
data from remotely located servers in the data center or core network. The cen-
tralized mobile cloud structure creates many challenges. First, it brings about long
latency because various types of data are transmitted across multiple networks in-
cluding wireless access networks, backhaul networks, and the Internet, which require
its own traffic control, routing, and various network management tasks. Second, as
the number of mobile consumer devices connected to the cloud server increases, the
network resources such as the bandwidth are excessively used, making it impossi-
ble to deliver contents to the content requester quickly. Finally, the mobile cloud
computing needs to share its computing resources with a much larger number of mo-
bile consumer devices, which aggravates the computation latency due to increased
processing delay and high sharing of system resource. Therefore, it leads to the situ-
ation that it cannot be assured of a low-latency content transmission as the content
requestor is located at a distance from content source.
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2.2 Cloud Computing Resource and Task Management Problem

Figure 3. Cloud computing resource and task management problem

Immersive multimedia services require not only many computationally intensive
tasks (i.e., encoding, decoding, and transcoding, etc.) but a large storage capac-
ity. Moreover, computing-related services that require robust memory and power-
ful computing performance (i.e., machine learning, image object detection, video
transcoding, live streaming, etc.) lead to high energy consumption. However, suffi-
cient energy supply is required to meet the above-mentioned requirements in order
to use these services, but there is a great limitation in mobile and IoT devices us-
ing resource constrained batteries. Because of their compact size, mobile and IoT
devices have limited energy capacity; therefore, computing power and high energy
consumption are key factors. To solve these problems, cloud computing systems use
a method of delegating tasks to be performed on mobile devices to a cloud having
powerful computing functions. That is, existing cloud computing services are oper-
ated in a way that users delegate their own processing to a data center that is rich
in computing resources specific to a task.

However, due to the characteristics of this cloud computing architecture, two
problems arise; computing resource management and task migration problem. There
is a possibility for unnecessary energy consumption, resulting from wasted comput-
ing resources, since the provision of services suited to the characteristics of the cloud
server and the efficient server arrangement structure are not considered [14, 15, 16].
So, excessive energy consumption and inefficient processing overhead happen when
a large number of user’s service requests are received because existing schemes adopt
a fixed resource allocation policy for user requests. Therefore, the computing re-
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sources are not properly allocated and long service latency is caused. This has
become a critical factor for multimedia services.

2.3 Mobile Energy Efficiency Problem

Immersive multimedia services such as VR and AR require high computing power as
well as a lot of computation-intensive tasks (i.e., encoding, decoding, transcoding,
and head tracking, etc.), which results in high energy consumption. For mobile and
IoT devices, high energy consumption is a critical factor. That is, running high
computationally demanding applications at mobile user devices is constrained by
limited battery capacity and energy consumption of the mobile user devices. In
order to solve such a problem, a method of collecting and transmitting data without
repeated transmission was proposed [17, 18, 19, 20].

However, these methods are not appropriate for both IoT devices and real-time
services in which up-to-date information needs to be managed and monitored. In
addition, although this solution can reduce the energy required for network transmis-
sion, efficient energy usage cannot be achieved while intensive computing services are
used due to limited constrained energy when performing computationally intensive
computing operations.

3 VIRTUAL REALITY STREAMING SCHEME BASED
ON MOBILE EDGE COMPUTING ENVIRONMENT

To solve the structural limitations of existing cloud computing systems and at the
same time, enhance the utilization efficiency of computing resources (i.e., memory,
storage, network bandwidth, and so on), the proposed scheme has the hybrid scheme
that utilizes both cloud computing and MEC simultaneously. As shown in Figure 4,
the proposed scheme assumes the MEC environment to provide low latency VR
content streaming to mobile consumer devices. The localized mobile edge comput-
ing server (MECS) is a key component to VR content encoding and transmission
in the proposed scheme. That is, the MECS located at the network edge takes
over performing computation-intensive tasks to be originally handled by the mobile
consumer and IoT devices, thereby reducing the computing operation and service
provision latency as well as allowing the service provision near the mobile consumer
device. The proposed scheme starts by periodically transmitting the network status
of wireless access point (WAP) to the relevant MECS in order to transmit the VR
content quickly. That is, MECS recognizes the network status and then helps to
select the MECS that best suits the specific task. The proposed scheme consists of
two methods: live streaming of VR content and streaming of stored VR content.

3.1 Live Streaming of VR Content

The proposed scheme starts when the content source, that wants to stream VR con-
tents in real time, sends a content streaming request message to its access MECS.
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Figure 4. Proposed service architecture for virtual reality streaming scheme

The access MECS receiving the message from the content source performs the task of
selecting the MECS suitable for VR streaming by checking the computing resources
and network status of the neighboring MECs. The proposed approach delegates
computation-intensive task to the neighboring MEC when excessive computation-
intensive task is concentrated on MECS. Since network and computing capacity sta-
tus of each MECS are monitored in advance by exchanging information beforehand
among MECSs, each MECS can make a decision on encoding process. In addi-
tion, when the state of each MECS’s network and computing resource is changed
due to the user’s VR streaming request, the MECS transmits its resource variation
information to the Broker.

Upon receiving the request, the access MECS determines whether VR content
encoding and streaming is possible using its own computing resources. If the ac-
cess MECS can encode and stream VR content, it provides encoding and streaming
service to users using its own computing resources and transmits to the Broker its
streaming information to generate a content list. In contrast, if the access MECS
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Figure 5. The operation procedures of the proposed MECS based VR live streaming ser-
vice

cannot provide the service, it selects the serviceable MECSs using the status infor-
mation of the neighboring MECs and the Broker, and transmits the VR streaming
delegation message to the selected MECs. The neighboring MECS receiving the VR
content streaming delegation request message from the access MECS performs VR
content encoding and streaming service using its own computing resources. Figure 5
shows the operation procedures of the proposed MECS based on VR live streaming
service. That is, since the proposed scheme utilizes the MEC architecture based on
the computing power, it can efficiently cope with a large number of VR streaming
requests through the resources of the MECS. If the neighboring MECS suitable for
the VR streaming operation is selected, the access MECS delegates the VR content
encoding and streaming operation to the selected MECS. Therefore, as the proposed
method delegates the task processing to a specific MECS that has enough comput-
ing capacity and network resources, it enables providing low service latency and
improved energy efficiency to mobile consumer device. The rest of the process is
the same as using existing cloud-based normal streaming services. That is, since the
MECS provides the encoding and streaming service, the operation flow is simplified
and the processing burden of the mobile device is reduced.

Figure 6 shows how the proposed scheme works for VR encoding and streaming
services. First, mobile user sends VR content streaming request message to the
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Figure 6. An example of live streaming of VR content in the proposed scheme

access MECS. After receiving the VR content streaming request message, the MECS
decides whether it can process the VR streaming service. If the MECS can handle
the service request, it is in charge of the service request. Otherwise, it forwards the
VR streaming request to neighboring MECS. After that, the mobile user wanting
to deliver live VR streaming content simply streams the VR content to the MECS
without encoding it on his/her own mobile device. Before watching the VR content,
each content consumer accesses the VR content list after a registration/login process
and then selects VR content to view. After that, the MECS delivers encoded VR
content to the content consumer device. As the MECS is responsible for encoding
and streaming VR content, the overall operation is simplified and at the same time,
the processing burden of the mobile consumer device is reduced. Moreover, as the
MECS is located in a relatively short distance from VR streaming source, it leads
to low service latency critical to immersive VR content delivery.

3.2 Streaming of Stored VR Content Files

To store VR content in the cloud data center and to share them with other con-
sumers, the proposed scheme is composed of two kinds of use cases as shown in
Figure 7. The proposed scheme for streaming stored VR content files uses exist-
ing cloud computing architecture and MEC environment. Part 1 covers with the
encoding of VR content in a distributed MECS environment.

In part 1, the mobile user trying to record specific VR content first transmits
the VR content to its access MECS. The access MECS receiving the VR content
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Figure 7. The operation procedures to stream stored VR content in the proposed scheme

performs a task to check whether that its own computing resources are sufficient to
perform the VR content fragmentation operation. If the computing resources of the
access MECS are sufficient, it performs the VR content encoding task itself. If the
size of the VR content file is large, the VR content is fragmented and the encoding
task for the VR content is delegated to the neighboring MECS. After VR content
fragmentation, the neighboring MECS, to which the encoding task is delegated,
encodes the fragmented VR content and then forwards the encoded VR content to
the central cloud server. Since the proposed scheme can work encoding VR content
together with neighboring MECS, computing resources are efficiently utilized and
at the same time, the encoding is completed fast. Also, the central cloud server
simply acts as a distribution point for the cached VR content. All fragmented VR
content is stored at the data center in the central cloud and then is consumed at
the subsequent requests. Moreover, the proposed scheme assumes the popularity-
driven content caching policy for low latency service provision. That is, popular
VR content is cached at local MECS. After that, when the stored VR content is
requested, it is delivered from local MECS, not from the central cloud, which results
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in low service latency and high immersiveness. In other words, the proposed scheme
can provide multiple content deliveries from both the remotely-located cloud data
center and the local MECS near the content consumer so that low service latency and
content quality are guaranteed when compared with the existing cloud computing
architecture.

On the other hand, part 2 indicates when the requested VR content is received
from the repository of the central cloud due to the lack of computing resources
at local MECS. In other words, if access MECS and neighboring MECS cannot
meet the service requests from multiple content consumers, the requested content is
forwarded from the cloud data center. The main difference between the proposed
scheme and existing cloud scheme is to provide low service latency by localized
transmission through MECS’s caching functionality. Whenever content is deliv-
ered toward content consumers, it is cached at MES, which leads to lower network
resource utilization and lower service latency than conventional cloud computing
platforms.

Figure 8 shows an example of saving and streaming VR content. User sends VR
content to his/her access MECS to store VR content. The access MECS receiving
the VR content performs fragmentation of the VR content. After completing the VR
content fragmentation, the access MECS sends the fragmented VR content to the
neighboring MECS. When receiving the fragmented VR content, the neighboring
MECS performs the encoding operation and transmits the encoded file to the cloud
data center and the neighboring MECS. By caching the encoded VR content at the
local MECS, the proposed scheme can distribute the VR content faster than the
existing cloud computing architecture.

4 PERFORMANCE EVALUATION

To evaluate the effectiveness of the proposed scheme, the computing power consump-
tion, average service latency and the content download time are measured against
various resolutions of VR content and content size, respectively.

4.1 VR Content Download Time

In order to compare the content download time of the proposed scheme with existing
cloud architecture, variable sizes of VR content are considered. The MECS function
is implemented by using Docker virtualization image [21]. Figure 9 shows the VR
content download time against various sizes of VR content. When VR content size
is small, the service delivery time is not significantly different between central cloud
data center with far distance and the proposed scheme because the transmission
distance is not a critical factor due to low volume of the content data. However,
as shown in Figure 9, as the number of mobile users at the edge networks and the
number of content requests for VR content increases, congestion of the core network
and edge network occurs, and therefore an additional operation such as content
migration operation must be performed, it may take a long download time.
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Figure 8. Operation procedure for storing VR content and delivering stored VR content
in the proposed scheme

Figure 9. VR content download time
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Also, since the proposed scheme uses the local MEC caching function and the
cloud computing architecture, it is possible to provide VR contents faster than the
existing cloud and MEC environment. Meanwhile, as the VR content size increases,
the existing cloud computing architecture experiences longer transmission delay due
to long distance between content consumer and the central cloud server. In addition,
the proposed scheme utilizes cached content in a localized MECS, which leads to
shorter transmission delay. In other words, the proposed scheme provides the local
accesses to the VR content and delivers the cached data from the access MECS
locally located at the content consumer.

4.2 Average Response Latency

Figure 10 shows the average response latency when a user requests VR streaming
services to a server based on the number of users. The response latency is assumed to
exclude VR encoding time done after receiving VR streaming service request. As the
number of users who request VR streaming services to the server increases, existing
cloud computing architecture has significantly higher latency than the proposed
scheme. It comes down to the fact that the data centers in existing cloud architecture
are remotely located from the users. Meanwhile, the proposed scheme can provide
low response latency because much processing load are performed at MECS close
to users. Moreover, as the proposed scheme tries to delegate VR streaming tasks to
neighboring MECSs, it can keep a low response latency no matter what the number
of user request increases.

Figure 10. Average response latency
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4.3 Energy Consumption

Finally, let us focus on the system efficiency of the proposed scheme in terms of the
energy consumption. The energy consumption is measured in Watts unit according
to the encoding types of 240p, 480p, and 1080p VR content, respectively. Figure 11
shows the computing power consumed to encode each VR content. When VR con-
tent resolution is low, the computation intensive task of the VR content encoding
is not so large. So, a relatively small amount of computation is required, which
consumes less computing power. However, as VR content resolution is high, the
computation intensive task increases by VR content encoding, thus leading to much
more power consumption. Meanwhile, the proposed scheme performs VR encoding
by distributing Docker images based on virtualization using MEC environment. In
other words, VR encoding is performed by allocating the appropriate resources re-
quired for VR encoding, thus enabling efficient utilization of computing resources.
Therefore, the proposed scheme can reduce the workload such as setting up comput-
ing resources and task delegation. From that, it can reduce the energy consumption
rate when compared to the existing cloud architecture.

Figure 11. Computing power consumption against various VR content size

5 CONCLUSION

This paper shows the following main points. First, the existing central cloud com-
puting architecture cannot fully support real-time applications such as VR stream-
ing/gaming because the central cloud servers art mostly far apart from content con-
sumers. Moreover, high volume VR streaming content requires a lot of computation
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load for content encoding. It is critical to mobile consumer devices with battery
lifetime constraint. Second, to reduce energy consumption and service latency of
consumer devices, the proposed scheme uses MEC that can provide powerful com-
puting power in a close location to the user. It provides low latency service by virtue
of its proximate position to the mobile user, and also reduces the computing load
of content consumers by delegating to MECS the high intensive computation tasks
like VR content encoding. Moreover, it extends lifetime of resource-constrained mo-
bile/IoT devices. Therefore, the proposed scheme can support immersive services
requiring fast access time and ultra-high computing performance.

6 ABBREVIATIONS

The following abbreviations are used in this manuscript.

VR: Virtual Reality

AR: Augmented Reality

GCP: Google Cloud Platform

EC2: Amazon Elastic Compute Cloud

IoT: Internet of Things

UHD: Ultra-High Definition

ETSI: The European Telecommunications Standard Institute

RAN: Radio Access Network

MEC: Mobile Edge Computing

MECS: Mobile Edge Computing Server

WAP: Wireless Access Point
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Abstract. Information security was initially required in specific applications, how-
ever, nowadays, most companies and even individuals are interested in securing their
information assets. The new requirement can be costly, especially with the high de-
mand on security solutions and security experts. Security patterns are reusable
security solutions that prove to be efficient and can help developers achieve some
security goals without the need for expertise in the security domain. Some security
pattern combinations can be beneficial while others are inconsistent. Model check-
ing can be used to verify the production of combining multiple security patterns
with an architecture. Supervisory control and data acquisition (SCADA) systems
control many of our critical industrial infrastructures. Due to their limitations,
and their augmented connectivity, SCADA systems have many unresolved security
issues. In this paper, we demonstrate how we can automatically generate a secure
SCADA model based on an insecure one and how to verify the generated model.

Keywords: Information security, security patterns, formal verification, model
checking, SCADA

1 INTRODUCTION

Information security is a tremendous challenge, whereas meeting security require-
ments without affecting the services is a difficult task. General security guide-
lines [20] are useful in avoiding many security problems and building a fairly secure
system. Furthermore, some security problems are highly recurrent and efforts to
resolve them are redundant. A best solution may be found in a specific context



1150 F. Obeid, P. Dhaussy

which can later be beneficial for others. A security pattern describes how to apply
a specific security measure to solve a security problem.

To achieve multiple security goals, multiple security patterns can be used. How-
ever, while some security patterns are better when combined, others are inconsistent
and can raise new problems. Combining multiple security patterns in an application
can have additional issues depending on the application itself.

An efficient security solution should solve a security issue to fulfill some security
requirements without affecting other system requirements. Model checking can be
used to verify that the system meets its requirements and ensures correct functional-
ity [6]. It can also verify the consistency of the security patterns with the architecture
and with each other. This is important to validate the security properties of the
system as well as the security properties of the patterns themselves.

Supervisory control and data acquisition (SCADA) systems control many of our
critical industrial infrastructures, such as nuclear and chemical plants. Due to their
limitations, and their augmented connectivity, SCADA systems raise tremendous
challenges for security experts. With their requirements and the criticality of their
security, it is very difficult to achieve a good security level in SCADA systems.
Finally, attacks on SCADA have risen lately [5].

The main objective of our work is to automatically generate a secure architecture
based on an insecure architecture and some security requirements. We also need to
verify the result using model checking to make sure the security requirements of the
architecture are respected. This requires three different elements:

1. a library of security patterns,

2. a tool to automatically combine the patterns with an architecture,

3. a model-checker to verify the resulting model.

The effiency of the patterns and the choice of the security policies are out of the
scope of this paper.

In this paper we demonstrate how we can automatically generate a secure
SCADA model based on an insecure one. The generated model applies multiple
security patterns based on a security policy. The model can later be verified using
model checking to validate the security properties and ensure correct functionality.
Finally, we present some measurements regarding the complexity of our approach.

We start by introducing a background study of related work in Section 2. We
specify the abstract model in Section 3, any implementation of our approach should
respect this model. In Section 4, we illustrate the included security patterns and
their security properties. We define our approach for security patterns combination
in Section 5. The verification approach is explained in Section 6. In Section 7, we
describe our implementation approach along with an example and some complexity
studies. Finally, we conclude in Section 8.
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2 RELATED WORK

Yoshioka et al. [26] offer a survey on security patterns. Many security patterns were
introduced by Yoder and Barcalow [25] and Fernandez and Pan [14]. Schumacher
et al. [21] provide a full description of integrating security patterns into systems.
Hafiz et al. [17] present a pattern language unifying and classifying all published
security patterns at the time. Wassermann and Cheng [24] detail many security
patterns and enable the verification of these patterns by adding formal constraints
to them.

Avalle et al. [3] wrote a survey on formal verification of security protocol im-
plementations, focusing on the automatic verification of models close to the real
implementation. There are many research efforts on model checking of design pat-
terns [2, 10, 1, 22] which we consider enriching. Dong et al. [11] investigate model
checking of security pattern combinations where the authors explain how wrongly
combining security patterns may result in several errors.

Concerning SCADA security, many studies [19, 18, 27] were conducted to address
the security problems in SCADA and/or give some theoretical solutions and guides
for improving SCADA security. Other studies [23, 15] aim to enhance the security
level and fortify the provided services along with the managed critical data. SCADA-
specific security solutions and SCADA-specific IDS are proposed by Fovino et al. [16]
and Zhu and Sastry [28], respectively. Fernandez et al. [12] propose the use of
security patterns to design secure SCADA systems.

To the best of our knowledge, there is no research work that considers formally
verifying properties on an auto generated architecture with a combination of security
patterns. In our work, we are interested in generating secure architecture (using
security patterns) and providing automatic proofs of the robustness of the generated
architecture based on specific security requirements.

3 ABSTRACT MODEL

Figure 1 describes the abstract model on which security patterns are applied. We
consider an architecture containing multiple entities (Entity) communicating be-
tween each other through communication channels (Channel). The communication
channel has a Fifo to organize the order of messages (Message). The entities are
divided into two categories: Components which are the assets of the architecture
and need to be secured, and Clients that are seen as guests to the architecture.
Any entity can receive and send messages. The client (Client) can additionally
initiate requests and is considered as an external entity of the system. The commu-
nication component (ComComp) can only forward messages from one entity to the
other. The access component (AccComp), in addition to forwarding messages, owns
resources (Resource) and responds to requests by accessing these resources.

During experimentations, multiple formats for the message were used. We found
that the most convenient method is to separate message parts depending on the
security hypothesis of these parts.
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Figure 1. Abstract model

We consider the comInfo to have integrity, meaning if it is modified by an en-
tity x, the source of the message becomes x. However, this part is not confidential
and any other entity can read its contents so it can forward the message if needed.
In addition for integrity, the data part is considered to have confidentiality, meaning
that only the target of the message can read this part.

The message is therefore formatted as follows:

• comInfo containing information about the communication:

– source: the source of the message,

– target : the target of the message,

– type: the type of the message, either a request REQ or a response RESP.

• data containing the details of the request or the response:

– op: the operation concerned by the message (READ or WRITE ),

– res : the resource concerned by the message,

– ans : the answer, ACK or NAK for RESP and null for REQ.

Figure 2 demonstrates the automata of a communication component, an access
component, and a client, respectively. A communication component receives a mes-
sage and goes to Received state, depending on whether it can forward the message or
not, it either goes back to Idle, or it goes to Sending. An access component behaves
differently after the Received state, if the target of the message is the component
itself, it goes to Respond, else, it goes to Sending to forward the message. From
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Respond, the access is accomplished by passing through Access and Respond again,
finally, when the response is ready, the Sending state is visited to send the response.
In the case of the client, it can initiate a request, and send this request, then it waits
for a response at waitResp. When the response arrives, the client goes back to Idle
state so it can send other requests.

a) Communication comp b) Access comp

c) Client

Figure 2. Automata of the interacting entities

In our approach, we assume that any component is physically robust, meaning
that its behavior cannot be affected directly from the outside. The information
passing from one part of the component to another is secure, it is not visible to
other entities nor can they change it. The only way to affect a component is by
sending a message to this component resulting in the component’s behavior.

Our concept is to secure this behavior in a way that no matter what happens out-
side the components, the system behaves correctly, while no security properties are
violated. Any integrated security pattern is also considered internal to the compo-
nent. This means that any relation/communication/sharing between these patterns,
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and between these patterns and the component, is not visible to nor modifiable by
any other entities.

Any implementation should respect this model, meaning that we can create
more complicated entities, but the minimal structure should be respected. In addi-
tion, some behavior properties are used to limit possible problems and simplify the
application of the patterns.

We start by explaining the required notations:

• Acomps, Ccomps, and Clts are the sets of access components, communication
components, and clients, respectively,

• Comps = Acomps ∪ Ccomps and Ents = Comps ∪ Clts,
• received(e, m) is detected when entity e receives message m,

• sent(e, m) is detected when e sends m,

• any is a joker used when the variable does not matter, for example, we write
received(e, any) detects the event where e received any message,

• e.state is the current state of the entity e.

We formalize the properties shared by the different components as follows:

• Receive messages only when at Idle state.

prt ARCH 1 : ∀c ∈ Comps,

�[received(c, any)⇒ c.state = Idle].
(1)

• Send messages only from Sending state.

prt ARCH 2 : ∀c ∈ Comps,

�[sent(c, any)⇒ c.state = Sending].
(2)

• Never leave Sending state without sending a message.

prt ARCH 3 : ∀c ∈ Comps,

�[c.state = Sending⇒ ♦sent(c, any)].
(3)

• To reduce the number of unnecessary configurations, some variables are given
a null value (exp. mess = MESS NULL) when the component is at Idle state.

prt ARCH 4 : ∀c ∈ Comps,

�[c.state = Idle⇒ c.mess = MESS NULL].
(4)

The formal description of the properties is close to implementation, since the
included parameters and states are included in the minimal requirements for any
application to our approach. However, when describing the security patterns in the
following section, some formal properties are more abstract so they would consider
different implementations.
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4 SECURITY PATTERNS

The security pattern is a reusable solution to a recurring security problem. It is
usually constructed by security specialists and used by developers who lack security
knowledge. It provides a detailed guideline of how to implement the best found
solution for a specific security problem.

Patterns should be considered as methodological tools to describe technical so-
lutions related to security. They impose decisions that must be taken into consid-
eration when designing architectures. They also facilitate communication between
experts and non-experts.

We consider that the set of security measures to implement for an architecture
are not, in general, managed at a single point. Due to the specificities of the patterns,
the responsibility for managing the entire implemented security policy is shared
between several patterns implemented on multiple components.

We can summarize the essential objective of each pattern as follows:

• SAP unifies the access points, instead of having to take security measures in
different places, they are taken at the unified access point.

• CHP is dedicated to performing verifications and applying countermeasures
based on a security policy.

• AUTH implements a security policy based on access rights.

• FWLL implements a security policy to restrict incoming and outgoing messages
based on specified filters.

We divide these patterns into two categories: active patterns and passive pat-
terns. SAP and CHP are the active patterns that should make decisions, calls, and
verifications. AUTH and FWLL are the passive patterns which represent the forms
that the security policies should take. Based on AUTH and FWLL, CHP can verify
the conformity of a request with the implemented security policy.

We consider two main objectives related to these patterns:

• Objective 1: Securing access to a component’s resources:

– SAP limits the access points to a component’s resources to a single access
point, and it checks the availability of requested resources.

– CHP, solicited by SAP, verifies access rights and takes countermeasures.

– AUTH specifies the access rights.

• Objective 2: Securing access to a set of components:

– SAP limits access points to an area to a single-point component, and it
verifies the availability of the recipient entities of the messages.

– CHP is called by SAP to verify that the message entering or exiting the area
can pass (respects the security policy), if not, a countermeasure is taken.

– FWLL specifies the security policy used to filter messages.
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4.1 Single Access Point (SAP)

The SAP pattern was introduced by Yoder and Barcalow [25]. It can be integrated
into different types of implantation: a system, an application, a server, etc.

The goal of the SAP pattern is to unify the points on which an area can be
accessed in order to improve the control and monitoring of entries.

Passing through a single access point is considered as a control, we therefore use
the notation controlled on anything that passes through a single access point.

We use SAP for two types of control:

• Separating the architecture into areas with one access point between each two
areas, and one access point to the external zone. In this case, SAP also verifies
the availability of a target before forwarding a message. This control can be
applied on communicating components with no resources to access. We call this
SAP C where C stands for communication.

• Separating the access to resources inside a component from the rest of the jobs
handled in this component. In this case, at each access request, SAP also
verifies if the targeted resource is available. This control can be applied on
access components with resources to unify their access verifications. We call
this SAP A where A stands for access.

Since SAP is called each time, additional security patterns and security measures
can later be patched to the SAP so they can handle other security requirements.
After verifying the availability of the resource (or the component), if the verification
fails, a negative response is prepared and sent. If the verification does not fail, either
another security pattern(s) is/are called, or the request is fulfilled by accessing the
resource (or forwarding the message).

Based on the SAP property classification proposed by Wassermann and
Cheng [24], we have formalized some of these properties for different SAP appli-
cations. Notice that in this article we include some but not all of the properties.

We start by defining some required notations:

• Mess is the list of all possible messages.

• Res is the list of all resources.

• OpRes is the list of all possible operations on resources.

• SCcomps is the list of all communication components using SAP C.

• SAcomps is the list of all components using SAP A.

• ∀cc ∈ SCcomps, cc.comps is the list of all components considered inside the
secure zone using cc as a single access point.

• ∀cc ∈ SCcomps, ∀m ∈ Mess, controlled(cc,m) is true if the message m has
already been controlled by cc (passed through the single access point).

• ∀ca ∈ SAcomps, ca.res is the list of all resources owned by ca.
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• ∀ca ∈ SAcomps, ∀e ∈ Ents, ∀o ∈ OpRes, accessed(c, e, o.oper, o.res) is true if e
has accessed the resource o.res in ca with the operation o.op.

• ∀ca ∈ SAcomps, ∀e ∈ Ents, ∀o ∈ OpRes, controlled(c, e, o) is true if ca has
already controlled the request o demanded by e.

• m′ = neg(c,Mess,m) is the error message corresponding to m, where c is
the source of this error message where m′.comInfo.target = m.comInfo.source,
m′.comInfo.source = c, and m′.data.ans = NAK.

We classify the properties depending on the SAP application, and the general
type of the security property.

• Single Access Point of communication components (SAP C):

– Authenticity: All messages coming from outside an area protected by a com-
ponent cc ∈ SCcomps should pass through this cc before they go inside the
area. Therefore, if a message is received by a component protected by cc,
and the source of the message is not protected by cc, the message should
have been controlled by cc.

prt SAP C 1.a :

∀m ∈Mess, ∀cc ∈ SCcomps, ∀c ∈ cc.comps,

�[received(c,m) ∧m.source /∈ cc.comps

⇒ controlled(cc,m)].

(5)

– Any message received inside an area protected by component cc ∈ SCcomps,
without being controlled in advance by cc, originated from inside the pro-
tected area.

prt SAP C 1.b :

∀m ∈Mess, ∀cc ∈ SCcomps, ∀c ∈ cc.comps,

�[received(c,m) ∧ ¬controlled(cc,m)

⇒ m.source ∈ cc.comps].

(6)

– Availability: When a message is received by a component cc ∈ SCcomps, if
it is coming from the outside to the inside of the protected zone (the source is
not in the protected list), and the target is not available, a negative response
is sent to the source of the message. We consider that a target is unavailable
if it is not in the list of protected components.

prt SAP C 2 :

∀m ∈Mess, ∀cc ∈ SCcomps,

�[received(cc,m) ∧ {m.source,m.target} * cc.comps

⇒ ♦sent(cc, neg(cc,m))].

(7)
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– Confidentiality: Messages exchanged between components inside a secure
zone should never be read by outside entities.

prt SAP C 3 :

∀m ∈Mess, ∀cc ∈ SCcomps, ∀e ∈ Ents,
�[received(e,m) ∧m.source ∈ cc.comps

∧m.target ∈ cc.comps⇒ e ∈ cc.comps].

(8)

– Integrity: Messages exchanged between components inside a secure zone
should never be modified by outside entities.

prt SAP C 4 :

∀m ∈Mess, ∀cc ∈ SCcomps, ∀e ∈ Ents,
�[sent(e,m) ∧m.source ∈ cc.comps ∧m.target ∈ cc.comps

⇒ e ∈ cc.comps].

(9)

• Single Access Point of access components (SAP A):

– Authenticity: Each access to a resource owned by component ca ∈ SAcomps
is controlled (passes through the single access point).

prt SAP A 1 :

∀ca ∈ SAcomps, ∀e ∈ Ent, ∀o ∈ OpRes,

�[accessed(ca, e, o.oper, o.res)

⇒ controlled(ca, e, o)].

(10)

– Availability: When a component ca ∈ SAcomps controls an access, if the
requested resource is not available, a negative response is sent (no matter
what the operation is). The negative response is about the whole message
and not only the access request, therefore, the received message is used to
generate the negative response.

prt SAP A 2 :

∀ca ∈ SAcomps, ∀m ∈Mess, ∀r ∈ Res,
�[received(ca,m) ∧ controlled(ca,m.comInfo.source,

(any, r)) ∧ r /∈ ca.res

⇒ ♦sent(ca, neg(ca,m))].

(11)

We notice that these properties do not mention what is authorized and what is
not. As mentioned before, SAP only organizes and controls messages and access,
without applying a security policy. In the case of other security patterns applied on
the single access point, the properties of these patterns should consider the already
applied pattern.
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4.2 Check Point (CHP) Pattern

The main objective of CHP [25] is to enforce a security policy and activate appro-
priate countermeasures in the case of violations. While CHP can be found in some
cases without SAP, in our work, we always apply these patterns together. Therefore,
we can consider SAP in the formalization of CHP properties.

CHP does not contain the security policy, but enforces this policy. Therefore, in
its formalization, we do not specify what the policy is, but only how to act depending
on different situations regarding the policy.

For instance, if a certain policy is violated, the component can be temporarily
shut, or can have a specific reaction varying according to what was violated and
how. For simplicity, in this document, a countermeasure would be either to neglect
a message or a request, or to send negative responses.

Whenever a single access point is visited, if CHP is included in the component,
it should be visited before the continuation of the job. However, if there is an early
refusal due to availability issues (unavailable target or resource), there is no need to
call CHP.

In the same fashion as for SAP, we formalize some of the CHP properties ex-
tracted from the work of Wassermann and Cheng [24]. The following additional
notations are required:

• Scomps = SCcomps ∪ SAcomps is the list of all secure components,

• ∀cs ∈ Scomps, cs.policy is the security policy applied in cs,

• J obs is the list of all possible jobs, which includes any resource access, and the
forwarding of any message,

• counter(p) is the countermeasure for violating the security policy p,

• checked(cs, job) is true if cs has already checked if job is conform to the security
policy applied in cs,

• accomplished(cs, job) is true if cs has accomplished job (the access is accomplished
or the message is forwarded),

• respects(p, job) is true if job respects the security policy p,

• triggered(cs, a) is true if cs has triggered the action a.

The properties are:

• Availability: Each time CHP verifies a job that does not violate the policy, the
job should continue (forwarding a message, or accessing a resource).

prt CHP 1 :

∀cs ∈ Scomps, ∀job ∈ J obs,
�[checked(cs, job) ∧ conform(cs.policy, job)

⇒ ♦accomplished(cs, job)].

(12)
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• Availability: Each time CHP verifies a job which does violate the security policy,
the appropriate countermeasure should be applied.

prt CHP 2 :

∀cs ∈ Scomps, ∀job ∈ J obs,
�[checked(cs, job) ∧ ¬conform(cs.policy, job)

⇒ ♦triggered(cs, counter(cs.policy))].

(13)

• Authenticity: If a job is accomplished, then it must be verified, this includes the
secured jobs only, such as forwarding messages or accessing resources.

prt CHP 3 :

∀cs ∈ Scomps, ∀job ∈ J obs,
�[accomplished(cs, job)

⇒ checked(cs, job) ∧ conform(cs.policy, job)].

(14)

4.3 Authorization Pattern (AUTH )

The authorization pattern (AUTH ) was initially described by Fernandez et al. [14].
The main objective of AUTH is to describe a security policy regarding secure access
to objects. The concept is to specify protections on objects, then, create explicit
access rights relations between some subjects and some objects so that the subjects
have the privilege of accessing these objects.

In our work, the objects are the resources owned by the different components of
type AccComp, and the subjects are any type of entity. Protections can be specified
for an operation without the other (exp. resource r is protected for writing and
unprotected for reading). Permissions can also be granted to an entity regarding
specific operations or resources or both.

As mentioned before, CHP enforces the application of a security policy. In
this case, the security policy ensured by CHP is an authorization pattern to ensure
secure access to protected resources.

In order to apply the AUTH policy on an access component, we use the syntax:

• protect(ca, op, r): Protect the resource r owned by component ca for the opera-
tion op.

• permit(e, ca, op, r): Explicitly allow entity e to access the resource r owned by
the component ca using the operation op.

These functions can be used to specify the security policy which will later be
combined with an insecure architecture generating a secure one. We can also use
the wild-card any to generalize some of the rules. For example, protect(c, any, r)
means that resource r owned by component c should be protected for any type of
access (read, write, execute, etc.).
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Once protections and permissions are specified, we can use following predicates:

• protected(ca, op, r): which is true if the resource r owned by the access component
ca is protected for the operation op,

• permitted(ca, e, op, r): which is true if the entity e has explicit permission to
access the resource r owned by the access component ca using the operation op,

• allowed(ca, e, op, r): which is true if e should be allowed to access r owned by ca
using op. This is true if either the r is not protected for the operation op, or if
there is a specific permission for e to have such access.

Notice that

allowed(ca, e, op, r) = (¬protected(ca, op, r)) ∨ (permitted(ca, e, op, r)).

We are only interested in the essential property of AUTH which specifies that
each proceeded access is in fact allowed.

prt AUTH 1 :

∀ca ∈ SAcomps, ∀e ∈ Ents, ∀o ∈ OpRes,

�[accessed(ca, e, o.oper, o.res)

⇒ allowed(ca, e, o.oper, o.res)].

(15)

4.4 Firewall Pattern (FWLL)

There are many descriptions for the Firewall pattern [21, 13, 7]. The main objec-
tive of FWLL is to filter messages between different communication areas. It can
function on the physical, transport, or application layer. At the physical layer, the
firewall filter is applied to data packets transmitted over a network. Depending on
information in these packets, some of them, or all of them, should be refused. At the
transport layer, the filter collects packets until it has enough information to decide
whether these packets are transferable or should be refused. Finally, at the appli-
cation layer, FWLL evaluates all messages against the associated rules concerning
services. For example, a given service may not send messages to a certain entity.

In our work we consider a specific FWLL approach which is most comparable
to the application layer. In the same fashion as AUTH, the concept is to apply
a specific security policy using FWLL. The policy decides on specific rules to refuse
some messages depending on one or more variables in these messages. In addition,
the policy can specify some exceptions for any of these rules.

As stated before, the data part of the message is confidential, and only the
target can read it. This means that a firewall cannot base its filter on this part of
the message. However, it can filter messages depending on their source, their target,
and the type of the message.

In order to apply the FWLL policy on a communication component, we use the
following syntax:
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• protect(cc, comps): Applies the FWLL pattern to the communication component
cc. All components specified in the list comps are considered protected by this
firewall, meaning that they are seen by the firewall as internal components. For
instance, when SAP C checks for target availability, this is the list it will check.
In addition to having a list of inside components cc.comps, cc would also have
cc.rules which are the rules for filtering messages based on their communication
information comInfo.

• addRule(cc, comInfo, exps): Adds a new filter rule to cc.rules, the rule is based
on comInfo stating the source, the target, and the type of the message. exps is
a list of comInfo stating the exceptions to this rule.

In addition to using the wild-card any to generalize some of the rules and null
to specify that there are no exceptions. For example, addRule(cc, (e1, c1, any), null)
adds a rule to the policy of cc stating that any message (of any type) with e1 as its
source and c1 as its target is refused, with no exceptions.

We can check whether a message satisfies a rule or not using satisfies(m, rule)
which is true if (m.comInfo 6= rule.comInfo)∨rule.exps.contains(m.comInfo). Notice
that the equality, as well as the contains, both understand the use of any. For
example, the following statements are both true:

(e1, c1, req) = (e1, c1, any),

[(e1, any, any)].contains((e1, c1, req)).

The most important property (regarding our work) of FWLL specifies that each
forwarded message does not break any rules.

prt FWLL 1 :

∀cc ∈ SCcomps, ∀,∀m ∈Mess,

�[received(cc,m) ∧ sent(cc,m)

⇒ ∀rule ∈ cc.rules, satisfies(m, rule)].

(16)

5 SECURITY PATTERN COMPOSITION

Figure 3 demonstrates an abstraction of our combination approach. To generate
a secure model, we specify the architecture elements along with the security policies.
The security policies are translated into security requirements used to create the
properties and assumptions of the system as well as the verification scenarios. The
properties and assumptions are used to specify the pattern semantics (which security
patterns are used and how).

Furthermore, the architecture, the pattern semantics and the scenarios are com-
bined using our auto-combiner tool. The output contains the secure model, regular
and attack scenarios, and observers coding the properties representing the security
requirements of the architecture and the patterns. Finally, these outputs are used
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in a model-checker to verify that the model respects the properties in both regular
and attack scenarios. The result of such verification is either a valid model or traces
to help track violations.

For example, if we have the component c1 in the architecture elements, and
a security policy requiring to secure writing access to resource r1 of c1, the policy
can be expressed using protect(c1,WRITE, r1). When generating the secure model,
we know that c1 needs access protection, therefore we add the authorization pattern
along with SAP A and CHP. Since now c1 has authorization pattern attached to
it, each access to any of its resources should be verified. On the properties side, we
add a property to verify that each access was either permitted because the resource
is not protected for the specific operation (or an explicit permission is given to the
source), or denied because the resource is protected (and no explicit permission is
given). Finally, on the scenarios side, we add at least 2 different requests where one
should be denied (lack of explicit permission) and one should be granted (explicit
permission given). We can have other automatically generated scenarios (and some
manual scenarios) to present different behaviors (exp. parallel requests) and make
sure the properties are always respected.

Figure 3. Security pattern combination approach

The generated observers should consider the properties of the architecture, the
properties regarding the security requirements, and the properties of the patterns
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used. For example, the architecture may have a specific behavior that needs to
be respected, this should be translated into an observer to guarantee that the
new behavior is correct. A security requirement regarding a protection of a re-
source also needs an observer to validate that the protection was indeed applied.
Finally, the security patterns themselves have specific properties that should be
respected.

In many cases, combining these different types of properties is a complicated
task that can result in conflicts. This is not the same conflict we mentioned about
multiple patterns used together: this conflict is about the requirements of differ-
ent elements. For instance, the behavior of the architecture can be completely
changed by applying a security policy. Consider that we have a model, and it
should treat any message by forwarding it to a specific area. If the security policy
limits access to this area, message treatment would now depend on the message
itself.

Satisfying multiple requirements from different elements was a challenging part
of our approach. However, to limit the automatic decision making, we consider the
following order of property importance:

• The properties of the patterns are the most important, if these properties are not
respected, the generated model can no longer be considered secure. Even if all
other properties are respected or not, if the pattern is not functioning correctly,
then any grantee given by the pattern can no longer be considered true.

• The security requirements are next, however, in implementation, we can combine
these properties with the adjacent pattern properties. For example, the observer
regarding a secure access requirement can be integrated in an AUTH observer.

• Finally, the modified behavior of the model can have specific requirements that
cannot be directly met due to the security measures. However, the new be-
havior is a combination between the original behavior, the patterns, and the
requirements, which can be verified.

These are our own choices to resolve conflicts between properties. However,
there can be other unresolved conflicts between properties which can be shown as
properties violations which can be traced. To resolve these conflicts, either the
security requirements need to be reduced or some services (model requirements)
should be changed. The choice depends on each implementation, it also depends on
the decision makers who decide which is more important, security or service. This
question is not related to our work and is out of the scope of this paper. In our
case, conflicts are resolved using the properties priorities stated above. Unresolvable
conflicts did not appear during our experimentations.

6 VERIFICATION APPROACH

After specifying the architecture and the properties, we need to verify that these
properties are respected in the secure architecture. In the case of complex systems,
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we cannot visually verify the code or the sequence diagram to ensure it respects its
properties. A more suited solution is to use model checking tools to formally prove
the correctness of a system. This approach relies on formal logic to obtain a proof
that is absolute and undeniable.

To be able to formally represent and verify our model we need 3 essential ele-
ments (Figure 4).

Figure 4. OBP explorer

We first need a language to model our SCADA system, the threat (attacker), and
the security patterns. For this, we use the Intermediate Format for the Embedded
Distributed Component Architectures (FIACRE) [4] which is a formally defined
language that defines the behavior of a system considering time aspects. For the
moment we are interested in the different possible behaviors of the system (with no
consideration of time aspects).

We also need a way to formally present our properties that would ensure the
fulfillment of the system requirements. We use the Context Description Language
(CDL) [8] which, in addition to formalizing properties, can formalize scenarios to
interact with the system. One of the main advantages of using CDL is the reduction
in state explosion [9]. The scenarios can be either implemented using FIACRE or
CDL, each implementation has its own advantages, in this article we have an example
of each.

Finally, we need a model explorer to explore our model, and verify our properties.
We use the Observer-Based Prover (OBP) explorer1.

To use our model checking tools, we transform the different versions of our
architecture (with or without each pattern) into a FIACRE code. We transform our
scenarios and properties into CDL scenarios and CDL observers.

CDL uses a specific syntax to express properties which can be implemented
using three different methods. While multiple methods can be used for the same
purpose, each is more suitable for a specific situation:

1 OBP documentation, tutorial and available tool: http://www.obpcdl.org

http://www.obpcdl.org
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Invariant: Suitable in cases where only one configuration is concerned at a time.
Exp. pre1 ⇒ pre2 means that at any configuration, if pre1 is true then pre2
should also be true.

Automaton: Suitable in cases where multiple configurations are concerned, it can
detect events in the transitions from one configuration to another. Exp. eve1 ⇒
pre2 ∧ eve2 means that if in a transition eve1 happens, then pre2 is true before
the transition, and eve2 happens in the same transition.

Liveness: Suitable when something leads to another. Exp. pre1 ⇒ ♦pre2, if pre1 is
true, pre2 is eventually true in any following sequence.

For example, prt CHP 3 uses the invariant method as follows:

predicate p1 is accomplished(ci, job),

predicate p2 is checked(ci, job) ∧ conform(ci.policy, job),

assert not(p1 ∧ ¬p2).
(17)

This means that any configuration where p1 is true and p2 is false should be
detected as a violation.

To observe prt ARCH 1, we create the following automaton:

• start→ e.Received(any)→ s1 (1),

• s1→ e.state = Idle→ start (2),

• s1→ e.state 6= Idle→ reject (3).

The observer is at start, when e receives any message during a transition from
one configuration to another, the observer goes to s1. During the same transition,
the observer can make multiple shifts, from s1, if the state of e in the original
configuration is Idle, the observer goes back to start. Since it has already detected
the receiving event, it does not detect it again during this same transition.

It is important for the observer to go back to start in the case of correct behavior
so it can detect the next time e receives a message. From s1, if the state of e in
the original configuration is not Idle, the observer goes to reject so it can be easily
traced. It stays in the reject state for the remainder of the sequence.

Figure 5 represents the property automaton, with p a priority to check one route
before the other (p1 is tested before p2).

Figure 5. Initial property automaton
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Finally, to observe prt SAP C 2, we use the liveness method as follows:

[ ] (| ci@Received ∧ {ci.mess.source, ci.mess.target} * ci.comps |

=><> | ci@Sending ∧ ci.mess = neg(ci, ci.mess)) |).

If at some point ci is at Received, and either the source of the message or its
target is not in ci.comps, then, eventually, ci should be at Sending with a negative
response. Since we already verify elsewhere that if ci is at Sending it always sends
a message, the combination leads to the property being correctly verified.

In the same fashion, we create observers for all of the other properties. Some
of the more complicated properties require the use of more than one method at the
same time.

7 EXPERIMENTATION

7.1 Process

In our experimentations, we tested multiple approaches on how to include the se-
curity patterns in the architecture. In this document we describe one of these ap-
proaches in which we use multiple states and transitions to apply the patterns. This
modifies the automata (and the behavior) of both the communication component
and the access component.

Figure 6 demonstrates the automaton of the secure communication component.
From the Received state, in addition to verifying whether the message can be for-
warded or not (basic verifications), we also verify if it is signed correctly. If this is
the case, we go to SAP state which is responsible for testing the availability of the
target. If the target is not available, a negative response is prepared and sent. If
the target is available, CHP is called to verify the conformity of the message with
the security policy. If the message conforms, it is forwarded, if not, TrigAct is called
to make sure the correct countermeasure is applied, which is, in our case, sending
a negative response.

Figure 7 demonstrates the automaton of the secure access component. From
the Received state, in addition to verifying whether the target is the component
itself, we also verify if the message is signed correctly. If this is the case, we go
to Respond state which is responsible for preparing the correct response. In order
to prepare the response, the resource needs to be accessed, and SAP is called to
verify the availability of the resource. If it is not available, a negative response is
prepared and sent. If the resource is available, CHP is called to test the conformity
of the access demand with the security policy. If the demand conforms, the access
is correctly achieved and a positive response is sent. If not, TrigAct is called to
prepare a negative response as our chosen countermeasure.

The properties and scenarios can also be generated automatically. Each property
generates an observer for each instance where it is necessary. For example, if we
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Figure 6. Secure communication component

have two access components ca 1 and ca 2, applying prt SAP A 1 generates two
observers prt SAP A 1 ca 1 and prt SAP A 1 ca 2.

This is applied differently depending on the property itself. For example, con-
sider that the components above are both in an area secured by cc 1. Applying the
property prt SAP C 1.a creates an observer on cc 1 itself to detect whether or not
this happens. However, it should also verify the reaction of the components in the
secure zone.

This means that the secure components should verify the signature correctly,
which is observed using prt SAP C 1.a ca 1 and prt SAP C 1.a ca 1.

In this document we are more interested in validating our approach than verify-
ing the generated models. Therefore, we use manually generated scenarios designed
to verify certain aspects of the approach as well as to measure the complexity of the
generated model.

We have multiple options to vary the scenarios:

• Option 1: Whether or not to have a stable system with an initial behavior.
Which means, the system, without any external stimulation, already exchanges
messages.

• Option 2: Whether or not to have normal interactions coming from the environ-
ment (CLT1 and CLT2 can send requests).

• Option 3: Whether or not to have attacking interactions coming from the envi-
ronment (simply, an entity that is not recognized by the system, exp. ATT1).
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Figure 7. Secure access component

• Option 4: Whether or not to have attacking interactions from inside the system,
we consider an unidentified entity (exp. ATT2) sending requests directly to LC1
without passing through GC and Network.

We can apply these options together. Consider that we have a system with
inter-communications (Option 1), this would result in multiple possible configura-
tions. We call this a stable system since each configuration can be reached from
any other configuration. At any point (no matter which configuration the system
is at), a client may send a valid request (Option 2) to which the response should
be positive. An unidentified entity can also send a request (Option 3) which should
result in a negative response. Finally, a request (Option 4) can be sent directly to
an internal component (a component in a secure area), and since such requests were
not signed by the Firewall, they should be ignored.

These scenarios are sufficient to verify all the different properties of the archi-
tecture, the security policy, and the patterns. However, the resulting configura-
tions are too complicated for visual verification. Therefore, we start by simulating
only one request using one of the options above, we alternate between requests and
options to visually verify that the automatically generated model behaves as ex-
pected and the properties are verified correctly. Additionally, we add mistakes to
the model to make sure the properties can detect these mistakes. Finally we can
apply the full verification which can conclude that the secure model respects the
properties.
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7.2 Case Study

Consider we want to secure the model in Figure 8, it has the following components:

• GCS1 and GCS2: Access controllers which can access resources as well as forward
messages. For the sake of our example, their access capabilities will not be
necessary since there are no requests targeting them.

• NET1 and NET2: Communication controllers which can only forward requests.
Both have a firewall when security is applied. NET1 would protect every other
component other than GCS1, and NET2 would protect every component of type
device DEVi.

• Four PLCi each responsible for the corresponding device DEVi. They ensure
indirect access, each request to a PLCi is treated at PLCi before being forwarded
to the device DEVi. All PLCi have secure access when security is applied.

• Four DEVi which respond to the indirect access requests. Note that they do not
apply security measures other then verifying messages signatures. Access rights
verifications are run at PLCi level.

Figure 8. Simple SCADA model

For example, a request from CLTi to PLCi would go through GCS1, NET1,
PLCi, NET1, GCS2, NET2, and DEVi. The response would take the reverse route
exactly. However, the request can be refused at NET1 and NET2 in the case of target
unavailability or filter violation, or at PLCi in the case of resource unavailability or
access rights violation.

We apply a security policy on this model regarding message filtering and resource
access. The policy details are:
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• protect(GCSi, any, any): Protect all resources of any GCS for any operation (we
use i to apply the rule for any component of this type).

• protect(PLCi, any, any): Protect all resources of any PLC for any operation.

• protect(NET1, {PLCi,GCS2,NET2,DEVi}): Apply a firewall on NET1 protect-
ing all PLCs and Devs, and NET2 and GCS2.

• protect(NET2, {DEVi}): Apply a firewall on NET2 protecting all Devs.

• addRule(NET2, (any, {DEVi}, any), {({PLCi}, any, any)}): Add a filter rule to
NET2 refusing any message targeting DEV unless the source of this message is
a PLC.

We create multiple scenarios which we simulate on both the secure and the
insecure model. For verification purposes, we consider four different types of actors
included in these scenarios:

• CLTi: A legit client to which the response should be positive.

• SPMi: A known non-legit entity whose requests should be stoppable at Firewalls.
This is implemented using addRule(NETi, ({SPMi}, any, any), {})
• ATTi: An unknown non-legit entity whose requests may pass through the Fire-

walls but has no access rights resulting in negative responses directly from the
PLCi (without forwarding the request to the device DEVi).

• PENi: A penetration entity which would send requests directly from inside
the system, either to PLCi without passing through NET1 or to DEVi without
passing through NET2.

In the case of the insecure model, apart from PENi, we expect that the behavior
of the other actor types is always the same. Since there is no way of filtering
messages or applying access rights, these actor types are all the same to the system
and their messages always result in positive responses. PENi requests would also
have positive responses, however the route of the request is shorter since it is directly
inserted inside the system.

When security is applied, the behavior is expected to differ for each actor type.
CLTi should stay the same since it is legit, the route of the request is the same,
however the number of resulting configurations is expected to increase because of
the states and transitions related to security. SPMi requests are directly refused
at NET1 resulting in a negative response caused by the applied filter. ATTi routes
are longer than SPMi and shorter than CLTi since they are refused at PLCi level.
Finally, PENi messages are refused directly by the receiving component without
calling SAP, CHP, nor TrigAct, since they are not signed and this is verified at
Received state. This results in the shortest route for the PENi requests.

7.3 Property Verification

First, we investigated the insecure and the secure models by observing their be-
havior when stimulated by different possible actors, separated, or combined. Dur-
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ing these observations we confirmed our previous expectation about both models.
We also confirmed that the properties of the patterns, the security policy, and
the initial model are all respected in the secure model. This is true not only for
the properties mentioned in this paper but also for all the properties of the pat-
terns.

As explained before, the properties are applied for each component concerned.
For simplicity, we do not go into the details of each predicate and event used,
nor how they are written: we are more interested in the format of the proper-
ties. As explained before, the properties are applied for some or all of the com-
ponents depending on the property, some are only in the secure model while oth-
ers are used in both models. In the following, we present some of the properties
verified using our approach. Each property is written for only one component,
other applications undergo slight modifications such as the name of the compo-
nent.

• prt ARCH 1: Applied on each and every component in both the insecure and
the secure models. The following is its application on GCS1:

property prt ARCH 1 GCS1 is

start −− // recv GCS1 ANY / − > wait;

wait −− / pre GCS1 Idle // − > start;

wait −− / not pre GCS1 Idle // − > reject.

(18)

recv GCS1 ANY is detected when GCS1 receives any message. At this point, if
GCS1 was at Idle (pre GCS1 Idle), the property is respected and the observer
goes to start to wait for the next time GCS1 receives a message. If not, the
property is rejected and the configuration where this violation happened can be
easily traced. Notice that, at any configuration, the observer is either at start or
reject, this is important so that the property is verified each time GCS1 receives
a message.

• prt SAP C 2 NET2 (Figure 9): Applied on any component applying SAP C
which are NET1 and NET2. For example, its application on NET2 is as follows:

property prt SAP C 2 NET2 is

start −−// eve NET2 SAP true / − > at Sap;

at Sap −−/ not pre NET2 Available /eve NET2 Sending true / − > ver;

at Sap −−/ not pre NET2 Available /eve NET2 SAP false / − > reject;

at Sap −−/ pre NET2 Available /eve NET2 SAP false / − > start;

ver −−/ pre NET2 NAK /send NET2 ANY / − > start;

ver −−/ not pre NET2 NAK /send NET2 ANY / − > reject

(19)
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Figure 9. Application of Property SAP C 2 on Net2

This means that, if NET2 goes to SAP state (eve NET2 SAP true), the ob-
server goes to at Sap. If the target is not available (not pre NET2 Available)
and NET2 goes to Sending, the observer goes to ver.

If the target is not available, and NET2 changes its state (other than going
to Sending), the property is rejected. However, if the target is available, the
observer goes back to start. This is because this property is only interested in
cases where the target is not available.

From ver, if NET2 has a NAK message and sends it, the property is respected,
and the observer goes back to start. However, if the message is not a NAK
message, the observer goes to reject the moment this message is sent (not be-
fore).

Notice that in this example, we can have configurations where the observer is
not at start nor reject, however it would still work each time SAP state is vis-
ited. This is because, from SAP, if NET 2 changes its state, the observer goes
to start, reject, or ver if NET2 went to Sending.

Moreover, from Sending, we already verify that the component cannot leave
without sending a message. NET2 either has pre NET2 NAK true or false, so
it either goes to start or reject. In short, at any point where NET2 can go to
SAP, the observer is either at start or reject.

• prt CHP 2: Applied on any component applying CHP which is every compo-
nent apart from DEVi devices. For example, on PLC1:

property prt CHP 2 PLC1 is

[](| pre PLC1 CHP ∧ ¬pre PLC1 conform

=><> | pre PLC1 TrigAct)|)
(20)
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The property verifies that if, at any configuration, PLC1 is at CHP and the
request is not conform to the policy, eventually PLC1 should go to TrigAct.

• prt ARCH 4: Applied on any component, its application on DEV1:

property prt ARCH 4 DEV1 is

assert not(pre DEV1 Idle and ¬DEV1.mess == MESS NULL).
(21)

Table 1 demonstrates for each property on which component this property is
applied. The application depends on the situation of the component, its character-
istics, and its type. In this table, when the component type is placed instead of the
component, it means the property is applicable on each component of this type.

For example, prt SAP C 2 is applied on any component of type NET, which
are NET1 and NET2. Also, ENVa means all entities in the environment.

Property Type Applied on Components

prt ARCH 1 safety all components GCS,NET,PLC,DEV

prt ARCH 2 safety all components GCS,NET,PLC,DEV

prt ARCH 3 safety all components GCS,NET,PLC,DEV

prt ARCH 4 safety all components GCS,NET,PLC,DEV

prt SAP C 1.a authenticity comps behind
a firewall

GCS2,NET2,PLC,DEV

prt SAP C 1.b authenticity comps behind
a firewall

GCS2,NET2,PLC,DEV

prt SAP C 2 availability secure commu-
nication comps

NET

prt SAP C 3 confidentiality all entities GCS,NET,PLC,DEV,ENV

prt SAP C 4 integrity all entities GCS,NET,PLC,DEV,ENV

prt SAP A 1 authenticity secure access
comps

GCS,PLC

prt SAP A 2 availability secure access
comps

GCS,PLC

prt CHP 1 availability secure comps GCS,NET,PLC

prt CHP 2 availability secure comps GCS,NET,PLC

prt CHP 3 authenticity secure comps GCS,NET,PLC

prt AUTH 1 authenticity secure access
comps

GCS,PLC

prt FWLL 1 authenticity secure commu-
nication comps

NET

Table 1. Properties application

7.4 Complexity Measurements

We use dedicated scenarios based on the simple actors of type CLTi. Here we are
interested in analyzing the complexity of our approach regarding the resulting con-
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figurations. Therefore, scenarios should be normalized in a way that each request
takes (by itself) exactly the same amount of transitions to be fulfilled. When com-
bined, multiple requests from the same actor or multiple actors would have a great
impact on the resulting configurations. The main objective here is to confirm that
the impact of applying the security patterns is limited and predictable.

For the complexity measurements, we do not use the other actor types since we
have already confirmed that, when used on the secure model, their routes are less
important in terms of complexity. We have multiple scenarios noted A i j where i is
the number of actors (CLTi) included in the scenario and j is the number of messages
sent by this actor. Multiple actors can send requests in parallel, however, each actor
waits for a response before sending its following request. We have a maximum of
four requests per actor, which are (READ, res1), (WRITE, res1), (READ, res2),
and (WRITE, res2), We also have a maximum of four actors each sending requests
to the corresponding PLCi. Each received message cannot cause more than one
message sent (either forward the message or send a response or ignore). Therefore,
we know in advance that it is impossible for our model to have more than 4 messages
in its channels all at once. We fixed the size of all channels to 5 and observed that
no channel was ever full, this helped in the normalization between the scenarios so
they would not be affected by the size of the channels.

Table 2 contains the number of configurations, the number of transitions, and
the depth (D), for each scenario and for both secure and insecure models.

Figure 10 demonstrates the ratios between secure and insecure models in terms
of number of configurations, number of transitions, and depth. We compute these
ratios for different scenarios with different number of actors and number of messages
per actor. The depth ratio is completely stable. This is because the added number
of transitions to respond to a request is stable for legit requests. Both configuration
and transition ratios are stable in the case of one actor. These ratios increase by
around 0.3 points each time we add a new actor. However, their increase due to
messages per actor increase is much less significant.

These results show that using the security patterns, the complexity of our model
increases but in a stable and predictable fashion. Note that, in cases where both
legit requests and non-legit requests are used, the complexity may decrease since
most non-legit requests are treated with less transitions in the case of the secure
model than the insecure one.

8 CONCLUSION

Current SCADA systems have a shortage in security measures, while the interest
of attackers in these systems is constantly increasing. We do not limit our work
to the SCADA domain, however, we are interested in considering it in our simu-
lations since it represents a challenge when it comes to information security. The
reflections developed in this work are generic and could be adapted to other types
of architectures.
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Insecure Model Secure Model

Scn nb. confs nb. trans D nb. confs nb. trans D

A 1 1 49 48 48 63 62 62

A 1 2 97 96 96 125 124 124

A 1 3 145 144 144 187 186 186

A 1 4 193 192 192 249 248 248

A 2 1 2 344 4 415 96 3 686 6 977 124

A 2 2 11 207 21 424 192 17 755 34 028 248

A 2 3 26 590 51 027 288 42 208 81 153 372

A 2 4 48 493 93 224 384 77 045 148 352 496

A 3 1 110 137 299 913 144 204 621 560 051 186

A 3 2 1 394 467 3 871 044 288 2 623 843 7 301 556 372

A 3 3 5 396 320 15 039 747 432 10 183 726 28 435 959 558

A 3 4 13 605 189 37 982 760 576 25 707 157 71 886 920 744

A 4 1 5 114 765 17 939 618 192 10 953 437 38 624 884 248

A 4 2 180 143 913 646 742 856 384 392 578 705 1 412 820 112 496

A 4 3 1 150 191 955 4 145 224 977 576 2 515 317 972 9 082 222 251 744

Table 2. Complexity measurements

Figure 10. Ratios between secure and insecure models
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[12] proposes to use security patterns to strengthen the security of SCADA
architectures. Security patterns allow us to implement current best found solutions
to resolve specific security issues. Our goal was to provide rules to generate a secure
model based on an insecure one, some security requirements, and some security
patterns to satisfy these requirements. These rules can be used to automatically
generate a secure model based on the insecure one.

We also looked into tools to formally verify validate the generated secure model
using model checking techniques. This validation goes through the verification of the
properties of the model, the properties of the security patterns, and the properties
related to the security requirements.

Our experiments have strengthened our ability to drive, by this method and
technique, a process of integration of the security patterns and formal validation
of the generated model. But given the large number of properties and scenarios
involved in this process, and to be taken into account in the verification process, the
approach only makes sense if we are able to generate these sets of properties and
scenarios.

During the experiments, we limited ourselves to four security patterns. But
a similar approach (formalization, composition, verification) could be used for the
integration of other patterns described in the literature. We also focused on sets of
properties that could be extended for each pattern.

Currently we are working on improving the combination and generation rules. In
our work, we opted for implementation choices which can be studied and optimized
further. In addition, we are updating our library to include more patterns. Finally,
we seek to include an attack library which, in addition to having generic attack
scenarios, allows us to have scenarios representing specific attacks and threats.
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1 INTRODUCTION

Formal semantics belongs inherently to the definition of programming languages. It
provides the meaning of the programs in an unambiguous way. There are several
well-known semantic methods for defining the formal semantics of programs written
in some programming language. The choice of a suitable semantic method depends
on the information we desire. In this paper, we are interested in operational seman-
tics of a simple imperative language E-Jane defined as a coalgebra over a category
of configurations.

Operational semantics is the most popular semantic method. It was defined
by Plotkin in [24]; and he discusses its motivation in [25]. This method describes
not only the meaning of a program but also the execution details. Operational
semantics can be considered as a transition system, where program execution is
described in particular steps using transition relations [12, 21, 32, 38]; thus the
behavior of programs is defined. And this method is our subject of interest in this
paper.

Another approach connected to small-step approach is the K framework. It is
an executable rewriting-based semantic definitional framework in which program-
ming languages, calculi, as well as type systems or formal analysis tools can be
defined, making use of configurations, computations, and rules. It was introduced
by Grigore Roşu in 2003 [26]. The framework consists of two components: general-
purpose concurrent rewriting approach (K rewriting) and a definitional technique
specialized for concurrent programming languages or systems (K technique) which
yields a semantic definitional style [28]. Configurations organize the state in units
called cells (K cell structures), which are labeled and can be nested. Computa-
tions carry computational meaning as special nested list structures sequentializ-
ing computational tasks, such as fragments of program. The rewriting rules of
the K framework make it explicit which parts of the term they read-only, write-only,
read-write, or do not care about. A complete K definition of IMP (While) has been
presented in [27]. Furthermore, an extended language IMP++ is presented with
the increment construct ++x which introduces a side effect for expressions (as in
C-like languages), then print construct and the input constructs are introduced,
and halting of program (internal and external ones) is added into the definition of
IMP++.

A further particular type of small-step semantics is Reduction Semantics with
Evaluation Contexts (RSEC), also known as contextual semantics, which models
execution as a sequence of atomic rewrites of state, between each of which some
small amount of time passes. Derivations are expressed as sequences that progress
with time, rather than as trees of inference that conclude instantaneously. Re-
duction semantics was introduced by Matthias Felleisen and colleagues in 1992 [5].
The evaluation context style improves over small-step structural operational seman-
tics in two ways: it gives a more compact semantics to context-sensitive reduc-
tion, by using parsing to find the next redex (a term that can be transformed
in a single step); and it provides the possibility to also modify the context in
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which a reduction occurs, making it much easier to deal with control-intensive
features. Here, an evaluation context is a term with a “hole” (a placeholder)
in the place of a subterm. Additionally, one can also include the configuration
as a part of the evaluation context, and thus to have full access to semantic in-
formation “by need”. The contexts allow the designer of a reduction semantics
to factor the definition of calculus into one part that specifies the atomic steps
of computation and the second part that controls where these steps may occur.
Reduction semantics with evaluation contexts does precisely that it allows to for-
mally define evaluation contexts; rules become mostly unconditional and reduc-
tions can only happen “in context”. Reduction semantics is considered as yet
another way to define single-step semantic relation [14], a small-step semantics
where the atomic execution step is a rewrite of the program. For modeling pro-
gramming languages, Felleisen-Hieb-style reduction semantics, and their type sys-
tems, a powerful software tool PLT Redex has been designed [6]. PLT Redex is
a lightweight, embedded domain-specific programming language and it comes with
a suite of tools for working with the semantics. In principle, Redex is hosted in PLT
Scheme.

There are some other methods for defining formal semantics, e.g. natural seman-
tics known also as a “big-step” operational semantics [13, 16], axiomatic semantics [9]
for verification purposes with various extensions [17], action semantics [20] as a hy-
brid between denotational and operational semantics and game semantics [10, 11]
defining a semantics by game trees and strategies; however, we do not consider these
approaches in this paper.

The denotational semantics, also called mathematical semantics that expresses
the meaning of a program in terms of mathematical structures and mappings be-
tween them, belongs to popular semantic methods. In a simplified case, sets are
used as the semantic domains and the execution of statements is described by func-
tions [30]. The general definition of denotational semantics uses lattices and homo-
morphisms between them [36]; an alternative formulation is based on relations [33].
Denotational semantics provides the results of program execution, but it does not
consider the details during the execution process.

In the last decades, categories have become useful mathematical structures for
modeling programs and program systems [2, 18, 22]. Categories enable to work not
only with sets that are carriers of the most mathematical structures but also with
more complex structures that are often used in computer science [23]. The mor-
phisms can express the changes between these structures. Functors, the morphisms
between categories, express mappings between categorical structures; they are suit-
able for describing useful properties of systems. In [34], we have defined a categorical
denotational semantics of a procedural language, where we constructed a category
of states as a model of a language.

In this paper, we construct a coalgebraic semantics of an imperative language.
It is a further contribution to our research project to prepare a package of mod-
ules serving to define the semantics of programs by several semantic methods. This
paper together with our previous work in [34] presents a theoretical foundation
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for this package and is designed to be easily implementable. Therefore we try to
use similar notions that can be implemented uniformly. But the coalgebraic ap-
proach requires to define behavior of programs step by step and it induces funda-
mental changes and necessity of new concepts different from the approach published
in [34].

Categories of states are the bases for important and useful mathematical struc-
tures: algebras and coalgebras. The objects of these categories form a state space
and their morphisms express the changes of states. Polynomial endofunctors over
these categories characterize different kinds of systems and they model the changes
of states. If we assume a state space X and a polynomial endofunctor Q over a state
space, then an algebra a is defined as a mapping a : Q(X)→ X and a coalgebra c,
as its dual notion, is defined as c : X → Q(X). While algebras are useful for mod-
eling the construction of programs, coalgebras enable to model their behavior. Our
own results on the coalgebraic approach were published in [19, 35]. There are sev-
eral publications defining coalgebraic semantics. The main ideas about coalgebraic
approach come from [29]. The author considers coalgebras as transition systems
describing the execution of programs in particular steps. Some additionally used
language elements mentioned above are elaborated in a few works, e.g. declarations
in [7, 31] and input/output using process algebras in [3, 8]. Also in the categorical
approach, many publications define coalgebras for simplified kinds of systems and
they ignore some details occurring in real ones.

We present a new approach on how to define the coalgebraic semantics of an im-
perative language containing the major features of a real imperative programming
language with common statements, variable declarations, and input/output state-
ments. We construct our coalgebra gradually from the signatures, their represen-
tations, base category, polynomial endofunctor up to coalgebraic representation.
This detailed definition is more understandable also for practical programmers. The
graphical representation of coalgebra can provide a good background also for educa-
tional purposes of young IT experts, and it seems to be easily implementable within
our package of semantics.

In the next section, we present a short overview of the traditional definition
of an operational semantics for a simple imperative language well-known as lan-
guage While or IMP, presented e.g. in [21]. We adopted the structure of this lan-
guage, and for pedagogical reasons, we refer to this language as Jane. In Sec-
tion 2, we introduce traditional definition of operational semantics. Basic con-
cepts and definitions for coalgebras are in Section 3. Then we extend our lan-
guage to E-Jane (Section 4) with the additional constructs that are common in
imperative languages. Our extended language E-Jane does not contain only the
five basic statements of Dijkstra’s language (variable assignment statement, empty
statement, composed statement, conditional statement, and loop statement) but
also variable declarations, input and output statements, and a block statement.
To define the operational semantics in coalgebraic terms, we define the concepts
of memory abstraction, statement list, declaration list, and configuration as ab-
stract data types (Section 5). We represent these abstract types so that a rep-
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resentation of a configuration contains the information what is to be executed
together with an actual snapshot of a memory, and lists of input and output.
We consider the set of configurations as our state space. In Section 6, we de-
fine how statements of a program are executed; in Section 7, we give the seman-
tics of declarations as the morphisms between configurations. In Section 8, we
construct a category of configurations, suitable polynomial endofunctor Q and Q-
coalgebra. We finish the paper with a simple example illustrating our approach
(Section 9).

2 TRADITIONAL DEFINITION OF OPERATIONAL SEMANTICS

Before we explain our approach of defining a coalgebraic operational semantics,
an overview of the traditional definition of operational semantics is given. We intro-
duce a simple imperative language Jane consisting of expressions (arithmetic and
Boolean ones) and statements; then we give it an operational semantics.

2.1 The Language Jane

The formal syntax of Jane has been inspired by the formal syntax of While [21]. The
language Jane is considered as a folklore (toy) language, without an official inventor;
it has been used in many textbooks and papers, often with slight syntactic variations.
The syntax of the language is described by syntactic domains and production rules.
We consider the following syntactic domains:

• n ∈ Num – numerals (digit strings);

• x ∈ Var – variable names;

• e ∈ Aexpr – arithmetic expressions;

• b ∈ Bexpr – Boolean expressions;

• S ∈ Statm – statements.

The elements of Num and Var have no internal structure significant for the
semantics. The syntactic domain Aexpr consists of all well-formed arithmetic ex-
pressions created by the following syntax:

e ::= n | x | e+ e | e− e | e ∗ e. (1)

A Boolean expression from Bexpr can be of the following structure:

b ::= false | true | e = e | e ≤ e | ¬b | b ∧ b. (2)

As elements S of the syntactic domain Statm, we consider Dijkstra’s five ele-
mentary statements, namely variable assignment, empty statement, sequential com-
position of statements, conditional statement, and loop statement:

S ::= x := e | skip | S;S | if b then S else S | while b do S. (3)
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2.2 Operational Semantics of Jane

A structural operational semantics is defined as a transition system that describes
each step of a program execution using transition relations. The traditional ap-
proach to this method defines transition relations by inference rules that describe
the changes in memory during a program execution. As some abstraction of com-
puter memory, the concept of a “state” is used. The set State of states is the basic
semantic domain and its elements are functions from variables to values. For sim-
plicity, we consider that all variables are implicitly typed as integer values from the
set Z. Thus a state s is defined as a function

s : Var→ Z. (4)

A change of a state means an actualization of a state which is written using a sub-
stitution. If a value of a variable y is changed to some new value n, then a new state
s′ is defined as

s′ = s[y 7→ n]. (5)

This means that a new state s′ is the same as s excluding the value of y, which was
changed (substituted) to a new value n ∈ Z. Formally:

s′x = (s[y 7→ n])x =

{
n, if x = y;

sx, if x 6= y.
(6)

JeK : State→ Z JbK : State→ Bool
JnKs = n JtrueKs = true
JxKs = s x JfalseKs = false

Je1 + e2Ks = Je1Ks⊕ Je2Ks Je1 = e2Ks =

{
true, if Je1Ks=Je2Ks
false, otherwise

Je1 − e2Ks = Je1Ks	 Je2Ks Je1 ≤ e2Ks =

{
true, if Je1Ks≤Je2Ks
false, otherwise

Je1 ∗ e2Ks = Je1Ks⊗ Je2Ks J¬bKs =

{
true, if JbKs=false
false, otherwise

Jb1 ∧ b2Ks =

{
true, if Jb1Ks=Jb2Ks=true
false, otherwise

Table 1. Semantics of arithmetic and Boolean expressions

Arithmetic and Boolean expressions serve for computing values of two implicit
types of the language Jane, the type of integer values and the type of Boolean values,
respectively. In defining the semantics of both types of expressions, an actual state is
used but not changed in the process of evaluation. So the state plays only a passive
rôle in the evaluation of expressions. The semantic domain for arithmetic expressions
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is the set Z of integer numbers; for Boolean values, we introduce a new semantic
domain Bool containing two elements – true and false:

Bool = {true, false}. (7)

Table 1 defines the semantic functions JeK and JbK mapping arithmetic expressions
respectively Boolean expressions to functions from states to integer values respec-
tively Boolean values. These functions produce transient data that are consumed
during the program execution and whose values are never directly stored into mem-
ory except by assigning them to variables.

The changes of states are defined for particular statements by inference rules.
An inference rule consists of a finite number of assumptions and a conclusion:

assumption1, . . . , assumptionn

conclusion
(rule name)

〈x := e, s〉 ⇒ s[x 7→ JeKs] (1os) 〈skip, s〉 ⇒ s (2os)

〈S1, s〉 ⇒ 〈S′1, s′〉
〈S1;S2, s〉 ⇒ 〈S′1;S2, s

′〉 (31os)
〈S1, s〉 ⇒ s′

〈S1;S2, s〉 ⇒ 〈S2, s
′〉 (32os)

JbKs = true

〈if b then S1 else S2, s〉 ⇒ 〈S1, s〉
(4trueos )

JbKs = false

〈if b then S1 else S2, s〉 ⇒ 〈S2, s〉 (4falseos )

〈while b do S, s〉 ⇒ 〈if b then (S; while b do S) else skip, s〉 (5os)

Table 2. Semantics of statements

The assumptions and the conclusion are transition relations between particular
configurations. A configuration

α = 〈S, s〉 (8)

expresses that a statement S is to be executed in a state s. A transition has form

α⇒ α′. (9)

Here α′ can be either a state, if the statement is executed in one step, or a con-
figuration 〈S ′, s′〉, where S ′ stands for a statement that is to be executed in the
following step(s). So a transition describes an one-step action [37].

The inference rules for Jane in structural operational semantics [21] are given
in Table 2. An operational semantics can also be defined for block statements
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with declarations of local variables, e.g. in [24]. Our short overview of operational
semantics serves only for illustration of the traditional approach, and we will treat
these language constructions fully in our coalgebraic approach.

3 BASIC NOTIONS OF COALGEBRAS

Coalgebras are a useful tool for modeling the behavior of dynamic systems. They are
defined over a base category whose objects create a state space and whose category
morphisms are transitions.

To define a coalgebra for a system, we start with the signature of an abstract
data type of states. A signature contains operation symbols defined on data types
that can be:

• constructors – these generate the algebraic data types; they “work into” the
data types;

• selectors (destructors) – these describe changes of states; they are also called
behavioral operations, because they can provide observable values; they “work
out” of a data structure;

• derived operations – these help to work with corresponding data structures.

Selectors play the most important rôle among the operation symbols for constructing
coalgebras. They are interpreted as morphisms in a base category of states.

The dynamics, i.e. the execution of particular steps, is supplied by a polynomial
endofunctor

F : C → C (10)

defined over a category C of states; it is indicated by the corresponding signature.
The notion of a polynomial endofunctor [15] comes from its shape that is similar
to that of polynomials, because it can be constructed from constants, products,
coproducts and exponentials, e.g.:

FX = A0 + A1 ×XB1 + A2 ×XB2 + . . .+ An ×XBn . (11)

Here, X stands for a state space, the Ai, for i = 0, . . . , n, are sets of observable values,
the Bi are some fixed sets and × and + are the operations on category objects:
products and sums, respectively. The concrete shape of a polynomial endofunctor
determines (characterizes) a particular kind of systems.

Then a coalgebra can be defined as a mapping from the state space to the result
of the endofunctor applied to this state space; this mapping can be represented as
a tuple of selectors:

〈Jsel1K, . . . , JselnK〉 : X → FX. (12)

Based on these general definitions, we show in the following sections how a coal-
gebra defining the operational semantics of an imperative programming language
can be constructed.
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4 EXTENDED IMPERATIVE LANGUAGE E-JANE

Because our aim is to treat a language with the constructs available in real program-
ming languages, we extend the language introduced in Section 2 to the language
E-Jane that contains the constructs common in the most imperative programming
languages.

Assume a set Decl as a syntactic domain of declarations. Each variable used in
a program has to be declared. We introduce a declaration D ∈ Decl as

D ::= var x. (13)

We assume that the variables are implicitly of the integer type. This restriction
enables us to focus on the main ideas of our approach.

We add three further statements: a block statement enclosed in the brackets
begin and end; an input statement read, and an output statement print:

S ::= . . . | begin D1; . . . ;Dk;S end | read x | print e. (14)

where D1; . . . ;Dk is a finite list of local declarations and k ∈ N0. The local declara-
tions are visible only inside a given block. We have to take into consideration also
the program global declarations that are located at the beginning of a program and
they are visible within a whole program.

A program in E-Jane has then a form for k ∈ N0, n ∈ N:

D1; . . . ;Dk;S1; . . . ;Sn, (15)

i.e., it is a finite list of global declarations followed by a finite list of statements. So
E-Jane becomes closer to many real imperative languages.

The following sections describe how we construct an operational semantics by
a coalgebra for this language.

5 MEMORY AND ITS REPRESENTATION

Observing the behavior of a program during its execution means to define how
a program is being executed step by step and how the snapshots of the memory are
being changed in detail. First, we specify a structure (a data type) for the state
space. We consider as our state space the data type Config of configurations for
which we introduce a signature.

Each configuration is a tuple whose first item is a finite list of declarations
together with a list of statements to be executed; its second item is the actual mem-
ory content. The third and the fourth items are lists of input and output values,
respectively. We start with the signature for the lists of declarations and state-
ments; we follow with the signature for memory; then we construct a signature of
configurations. We put emphasis on the selector operations that play an impor-
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tant rôle in coalgebras. Then we define a suitable representation of the specified
types.

5.1 Signature of Configurations

As we have mentioned, a program in the imperative language E-Jane is a finite list
of declarations of global variables followed by a finite list of statements. Declarations
do not affect the computer memory content, but they are important because they
reserve cells for declared variables.

We start with specifying a parametrized signature [4] of finite lists, then we
define its two instantiations for the declaration list and statement list. Then we
specify a signature for abstract memory. Using these three signatures, we specify
the data type Config of configurations.

ΣList = Listfin [Item]
types : List , Item
opns :

init : → Item
head : List → Item
tail : List → List

(16)

The operation init creates the empty list of items. The operation head extracts the
first item and tail returns the rest of a list of items.

Let Decl and Statm be the type names for declarations and statements, respec-
tively. Then we define the signature of declaration lists by setting Item = Decl as
the instantiation

ΣDecl List = ΣList [Decl] .

Similarly, setting Item = Statm we get the signature of statement lists

ΣStatm List = ΣList [Statm] .

An abstract memory is a basic concept in the semantics of imperative languages.
It is often called state in many publications, but for our purposes the notion memory
is more appropriate. Each variable occurring in a program has to be allocated, i.e., a
memory cell is reserved and named by the elaboration of a declaration. The value of
an allocated variable can be assigned and modified inducing a change of the actual
memory.

According to these ideas about the concept of abstract memory, we formulate
a signature ΣMemory as an abstract data type which uses types Var and Value for
variables and values, respectively. This signature consists of types and operation
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specifications on the type Memory :

ΣMemory =
types : Memory ,Var ,Value
opns : init : → Memory

alloc : Var ,Memory → Memory
get : Var ,Memory → Value
del : Memory → Memory

(17)

The operation specifications have the following intuitive meaning (the following
subsection will explain the notion of “nesting levels” in more detail):

• init merely creates the initial memory of a program;

• alloc reserves a new memory cell for a variable at its actual nesting level;

• get returns a variable value in a given memory cell at its actual nesting level;

• del deallocates (releases) all memory cells for the variables declared on the high-
est nesting level.

The language E-Jane contains the statements for user input and output. Input
and output values are of the type Value and they form the lists. The corresponding
signatures are

ΣInput = ΣList [I Value] , (18)

ΣOutput = ΣList [OValue] (19)

where I Value and OValue are type names for input and output values, respectively.

To specify the process of program execution we introduce a new type Config by
its signature:

ΣConfig = ΣDecl List + ΣStatm List + ΣMemory + ΣInput + ΣOutput +
types : Config
opns : next : Config → Config

read : Config , I Value → Config
print : Config → OValue,Config

(20)

This data type introduces a new type Config with its operations (transition
functions), where

• next provides the next configuration;

• read takes an input value and stores it in a corresponding memory cell;

• print computes a value of an argument and produces it as an observable value.
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5.2 Representation of Types

Now we assign a representation to the data types specified above. First, we represent
the unstructured data type Value as a set of integers Z together with the undefined
value ⊥:

Value = Z ∪ {⊥} . (21)

We assign to the type Var a countable set Var of variable names. To deal with
nested block statements, we extend this set with special (dummy) variables begin

and end that are not declared. An undefined variable ⊥ is also in Var, but it serves
only for the initial memory of a program.

We represent the type List in ΣDecl List as a set of finite lists Decl List, which
elements are finite lists of declarations D∗. Analogously, the type State in ΣStatm List

is represented also as a set of finite lists Statm List with elements S∗ standing for
the finite lists of statements. That means

D∗ = D1; . . . ;Dm, (22)

S∗ = S1; . . . ;Sn, (23)

where Di ∈ Decl, for i = 1, . . . ,m, and Si ∈ Statm, for i = 1, . . . , n. The
representations of the operation symbols head and tail are defined as it is regular
for lists.

Because our language contains also a block statement, possibly with local vari-
ables declarations, we will consider the nesting level of a block. This nesting level
allows us to create a variable environment, the notion known from operational se-
mantics, and it enables us to distinguish local declarations from global ones. There-
fore we introduce the set Level of nesting levels denoted by natural numbers l:

l ∈ Level, where Level = N. (24)

We assign to the type Memory the set Memory of all possible non-empty memory
contents:

Memory = {m : Var× Level→ Value} .
Each memory m expresses one moment of program execution, an actual snapshot

of a computer memory. The function m is identified with its graph [30], graph(m),
i.e., a set of pairs, where the first member of each pair is an argument of this function
and the second member is the value of the function:

graph(m) = {((x, l), v) | (x, l) ∈ dom(m) ∧m(x, l) = v} . (25)

For a visualization of an actual memory, we can write the function m as a table
with possibly unfilled cells denoted by ⊥ expressing an undefined value for a declared
variable. This visualization increases the readability; it is illustrated on the left-hand
side in Figure 1.
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variable level value

x1 1 v1

xn l vn

...

variable level value

⊥ 1 ⊥

Figure 1. Visualization: actual memory and initial memory

Now we define the representations of the operation specifications from the signa-
ture ΣMemory as follows. The operation specification init is represented by a function
JinitK defined by

JinitK = m0 = {((⊥, 1) ,⊥)} (26)

which creates an initial memory m0 of a program, with no declared variable. Its rôle
is only to set the nesting level to a value 1 at the beginning of program execution
as it is on the right-hand side in Figure 1.

For defining the representation of the further operations on a memory, we need
to specify an actual (maximal) level of a nesting. Let

m = {((x1, l1), v1), . . . ((xm, ln), vk)}

be an actual memory. We define an auxiliary function

maxlevel : Memory→ Level (27)

defined by
maxlevel(m) = L, (28)

such that ∃j = 1, . . . n.L ≥ lj.
The operation JallocK adds a new item to the memory m (creates a new entry

in the table); it is defined as

JallocK(x,m) = m ∪ {((x,maxlevel(m)) ,⊥)}. (29)

This operation sets the actual nesting level l to the declared variable (left table in
Figure 2).

The operation JgetK returns the value of a variable declared on the highest
nesting level. We introduce an abbreviation Highest which expresses the maximum
nesting level where a variable x is declared:

Highest(m,x) = max {l′ | l′ ∈ Level and (x, l′) ∈ dom(m)} ;

For simplification of the formulation, we define the following predicate:

Defined(m,x) ≡def ∃l′ ∈ Level.(x, l′) ∈ dom(m)
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variable level value

x l ⊥
... ... ...

variable level value

x lj−1 v

... ... ...

xi lj vk
... ... ...

xn lj vm

Figure 2. Variable allocation and deallocation

that expresses whether the variable x is declared in an actual memory m.
The operation JgetK is then defined as

JgetK(x,m) =


m(x, l), where l = Highest(m,x),

if Defined(m,x);

⊥, otherwise.

(30)

The operation JdelK deallocates (releases from the table) all the variables declared
on the highest nesting level (right table in Figure 2):

JdelKm = m \ {((x,maxlevel(m)), v) | x ∈ Var ∧ v ∈ Value}. (31)

We also consider a special memory content

m⊥ = ((⊥, 0) ,⊥) (32)

expressing the undefined memory content when a program aborts.
The representation of the type List in ΣInput is a finite list i∗ = i1; . . . ; im.

Similarly, the type List in ΣOutput is a finite list o∗ = o1; . . . ; on, where ij, ok ∈ Value.
For simplicity, we consider here only finite lists of input and output values. These
lists form the semantic domains Input of lists of input values and Output of lists
of output values.

The last type to be represented is Config . We represent it by a set Config of
configurations as a cartesian product

Config = Program×Memory × Input×Output, (33)

where Program consists of the lists of global declarations/statements to be yet
elaborated and/or executed. A configuration is a quadruple

config = (JD∗;S∗K,m, i∗, o∗) (34)

for m ∈ Memory, i∗ ∈ Input and o∗ ∈ Output. We consider the representation
Config as the state space; its elements will be the objects in the base category of
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our coalgebra. We note that we consider at the beginning of program execution that
o∗ is empty, o∗ = ε.

The most important operations for defining the operational semantics by a coal-
gebra are the transition operations JnextK, JreadK and JprintK that we will define
later. These are the morphisms in our category of configurations.

In the next section, we define how a step of the execution of statements can be
defined as a morphism between configurations.

6 EXECUTION OF STATEMENTS

The interpretation of the operations next, read, and print represents the execution
of statements. Here we discuss how each of these operations can be defined. We
note that in operational semantics we model only one step of a statement execu-
tion.

Generally, the interpretation of next is a mapping

JnextK : Config→ Config. (35)

The finite list S∗ of statements is changed in each execution step according
to the correspondingly executed statement. The first member of this sequence is
a statement to be executed in a given memory m. Now we define the function
JnextK for each kind of statement.

The assignment statement x := e is to be executed in a memory m in one step.
The operation JnextK for this statement is defined as

JnextK(Jx := e;S∗K,m, i∗, o∗) = (JS∗K,m′, i∗, o∗) (36)

where

m′ =


m [((x,Highest(m,x)), v) 7→ ((x,Highest(m,x)), JeKm)] ,

if Defined(m,x);

m⊥, otherwise.

The transition mapping returns the tail of the statement list together with a new
memory that contains a new value JeKm for the variable x.

In like manner, we define the semantics for the empty statement skip that
executes also in one step but without any change of memory. Its semantics is defined
as a morphism without change of a memory m:

JnextK(Jskip;S∗K,m, i∗, o∗) = (JS∗K,m, i∗, o∗). (37)

This statement is considered as an identity on memory. On the other hand, this
morphism is not an identity on configuration because of shortening of the statement
list.



1196 W. Steingartner, V. Novitzká, W. Schreiner

To define the semantics of a sequence of statements, we need to distinguish two
situations. Assume that the rest of the program has a form

S1;S2;S
∗. (38)

The role of operational semantics is to define only the first execution step. A state-
ment S1 can be executed either in one step or in more steps. In the first case, e.g.,
if it is a statement being executed in one step, after this step the statements S2;S

∗

remain to be executed. In the second case, after the first step a sequence S ′1;S2;S
∗

has to be executed. Thus we define the mapping JnextK for these situations as

JnextK(J(S1;S2);S
∗K,m, i∗, o∗) =


(JS2;S

∗K,m′, i′∗, o′∗),
if 〈S1,m〉 ⇒ m′;

(JS ′1;S2;S
∗K,m′, i′∗, o′∗),

if 〈S1,m〉 ⇒ 〈S ′1,m′〉.

(39)

The memory m′ depends on the actual execution of the statement S1. The lists i′∗

and o′∗ represent the situation when the statement S1 stands for a user input or
output.

Consider now that the first statement to be executed is a conditional statement S
as the first statement in the list S;S∗:

S = if b then S1 else S2. (40)

The first step depends on the value of the Boolean expression b in the actual mem-
ory m. If JbKm = true, then the execution follows with the statement S1; and
with the statement S2, otherwise. We note that the execution of the conditional
statement is still deterministic and the memory m is not changed during this first
step. Therefore, the semantics of conditional is

JnextK(Jif b then S1 else S2;S
∗K,m, i∗, o∗) ={

(JS1;S
∗K,m, i∗, o∗), if JbKm = true;

(JS2;S
∗K,m, i∗, o∗), if JbKm = false.

(41)

The first step of the execution of the loop statement while b do S is the same
as the execution of the following conditional statement:

JnextK (Jwhile b do S;S∗K,m, i∗, o∗)
= (Jif b then S; while b do S else skip;S∗K,m, i∗, o∗) .

(42)

Now we define the semantics of the user input statement read x. It is executed
in one step and it assigns to a declared variable x an input value v, i.e., it changes
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a configuration as described by the transition function

JreadK : Config→ ConfigValue (43)

defined as

JreadK(Jread x;S∗K,m, i∗, o∗) =



λv′.(JS∗K,m′, tail(i∗), o∗),

if Defined(m,x);

(JS∗K,m⊥, tail(i∗), o∗),

otherwise,

(44)

where m′ = m[((x,Highest(m,x)), v) 7→ ((x,Highest(m,x)), v′)]. That means that
any value stored in a variable x declared on the highest nesting level is changed to
the input value v′.

The output statement print e is also executed in one step. It computes a value
of an arithmetic expression e in an actual memory m and it provides a result as
an observable value. A memory is not changed but the configuration is. The se-
mantics of this statement can be described by the transition function

JprintK : Config→ Value×Config (45)

defined as

JprintK(Jprint e;S∗K,m, i∗, o∗) = (JeKm, (JS∗K,m, i∗, JeKm; o∗)) . (46)

The first step of the execution of a block statement S = begin D∗;S ′ end is
modeled as

JnextK(Jbegin D∗;S ′end;S∗K,m, i∗, o∗) =

(JD∗;S ′ end;S∗K, JbeginKm, i∗, o∗)
(47)

where the special declaration begin (see in Section 7) is elaborated and the execution
proceeds with elaborating the local declarations and executing the body of the block.

For indicating that an execution step yields an undefined result, we introduce
an auxiliary mapping

JabortK : Config→ Config (48)

defined as

JabortK(config) = (ε,m⊥, ε, ε) (49)

where ε denotes the empty list. This definition ensures that an aborted program
stops in a stuck configuration that does not contain any statements to be executed.

In the next section, we define the elaboration of declarations in a uniform way.
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7 SEMANTICS OF DECLARATIONS

Each variable occurring in an E-Jane program has to be declared. Declarations
are elaborated, i.e., a new memory cell is allocated on the actual nesting level with
the undefined value. Declarations form a finite list D1;D2, . . . ;Dn, where each
Di, i = 1, . . . , n has the structure var xi.

We represent each declaration as a function on a memory:

Jvar xK : Memory→Memory. (50)

We define it for a given memory m as follows:

Jvar xKm = JallocK(x,m). (51)

This definition expresses that a declaration is elaborated in one step.
Declarations may appear in a program either on the global level with l = 1 or

in a block statement with a nesting level l > 1. In case of global declarations, new
entries are allocated with the initial nesting level l = 1; for instance, for a variable
x on the level l = 1 the following entry is being created:

((x, 1) ,⊥) . (52)

To supply the incrementation of a nesting level in the case of a block state-
ment, we introduce two special variables: begin, end ∈ Var. A fictive declaration
begin serves to bound the locally declared variables to an incremented nesting level
while end indicates the end of a block statement where locally declared variables
are released from the table. These declarations are also elaborated in one step by
functions JbeginK and JendK on a memory m:

JbeginK, JendK : Memory→Memory, (53)

defined as follows:

JbeginKm = m ∪ {((begin,maxlevel(m) + 1),⊥)},
JendKm = JdelKm.

(54)

Because the objects of our categorical model are configurations and the elabo-
ration of a declaration affects a given configuration, we define a morphism JnextK
for declarations as

JnextK : Config ⇀ Config, (55)

where

JnextK(Jvar x;D∗;S∗K,m, i∗, o∗) = (JD∗;S∗K, Jvar xKm, i∗, o∗),
JnextK(Jbegin D∗;S ′ end;S∗K,m, i∗, o∗) = (JD∗;S ′ end;S∗K, JbeginKm, i∗, o∗),

JnextK(Jend;S∗K,m, i∗, o∗) = (JS∗K, JendKm, i∗, o∗).
(56)



Coalgebraic Operational Semantics for an Imperative Language 1199

However, a morphism JnextK is always defined for declarations, it can be unde-
fined only for statements, as we showed in Section 6. So the semantics of declarations
corresponds with the meaning of declarations in traditional operational semantics,
i.e., each declaration actualizes an environment of variables.

8 COALGEBRA FOR THE LANGUAGE E-JANE

In the previous sections, we defined the notions necessary for the construction of
a base category for a coalgebra. Now we construct the category Config consisting of

• configurations config = (JD∗;S∗K,m, i∗, o∗) as the category objects;

• mappings JnextK, JreadK, JprintK and JabortK as the category morphisms.

The objects in this category form the state space for our coalgebra and the mor-
phisms are transition mappings, each of them modeling one step of program execu-
tion.

We check whether so defined structure is a category:

• Each object has to have an identity morphism. However, no morphism defining
the operational semantics of E-Jane is an identity. To satisfy this category
property, we need to define explicitly that each object has an identity morphism
idconfig .

• A composition of two composable morphisms is a morphism in Config , e.g., for
the execution of a sequence of statements.

• A composition of morphisms is associative, trivially.

Our category Config has a terminal object, the undefined configuration

config⊥ = (ε,m⊥, ε, ε) (57)

that indicates aborting of a program. From any object in Config there exists a unique
morphism to this object because the running program can abort in any step; so
config⊥ is a terminal object in Config . The category has no initial object because
the starting of execution depends on an actual program that should be executed.
Therefore the initial configuration is different for each program.

The execution of a loop statement is modeled as a path of morphisms, i.e.
a composition of morphisms modeling the particular steps of an execution. When
the loop is executed in a finite number of steps, we get some final configuration
and the execution of a program can follow. When this path is infinite, we need to
ensure that our model is a category, i.e., there exists an object that is a composition
of an infinite path. Thus our category Config needs to have colimits [1] for all
diagrams consisting of an infinite composition of configurations. The definition of
a colimit in the category Config is explained in [34].

Now we have the base category that is a model of E-Jane; thus we can proceed
to construct a coalgebra modeling the behavior of programs written in E-Jane. The
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objects of our category form the state space of a coalgebra and the morphisms are the
transition mappings. Now, we construct the polynomial endofunctor for this kind of
systems. Generally, the following polynomial endofunctor seems to be appropriate
for our purposes:

Q(Config) = 1 + Config +O ×Config + ConfigI . (58)

Here I ⊆ Value denotes the domain of input values and O ⊆ Value denotes the
domain of output values of the program execution.

The operation + in the definition of the functor Q expresses distinct, mutual
exclusive results of the functor. We discuss the possible results:

• Q(Config) = 1 when a program aborts, i.e. it abnormally finishes and does not
return a result. This situation arises when the morphism JabortK in Config is
performed:

Q(config) = JabortK(config);

• if Q(Config) = Config, a new configuration is achieved by an elaboration of
a declaration or an execution of a statement with no input and output. This
situation occurs in the category by performing the morphism JnextK:

Q(config) = JnextK(config);

• if Q(Config) = O × Config, a change of configuration happens together with
producing some observable output value. The morphism JprintK is performed:

Q(config) = JprintK(config);

• if Q(Config) = ConfigI , an input value i ∈ I is read by the execution of the
statement read

Q(config) = JreadK(config).

Now we can define the Q-coalgebra for the programming language E-Jane as
a mapping:

〈JabortK, JnextK, JprintK, JreadK〉 : Config→ Q(Config). (59)

This coalgebra models the execution of a program in particular steps, i.e., it provides
the operational semantics of any program written in E-Jane. We note that our
coalgebra models the behavior of programs written in any programming languages
containing corresponding constructs.

9 EXAMPLE

We illustrate our approach on a simple program, which uses the most of the con-
structs of E-Jane. Assume a program P :
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var x ; var y ;
input x ; input y ;
if x <= y then begin var z ;

z :=x ; x :=y ; y := z
end

else skip ;
print x

We introduce here some abbreviations:

D1 = var x; D2 = var y;
S1 = read x; S2 = read y;
S3 = if x <= y then begin var z;

z := x;x := y; y := z end else skip;
S4 = print x

Let the input values for x and y be 3 and 5, respectively. An input list is then
i∗ = (3,5) and an output list is empty, o∗ = ε.

An initial configuration is

config0 = (JD1;D2;S1;S2;S3;S4K,m0, i
∗, o∗)

and an initial memory m0 contains only information about starting value of decla-
ration nesting, m0 = ((⊥, 1),⊥) (Figure 3).

m0

⊥ 1 ⊥

Figure 3. Initial memory

First, the declarations are elaborated in separate steps:

Q(config0) = JnextK(config0) = config1

= (JD2;S1;S2;S3;S4K, Jvar xKm0, (3,5), ε),

Q(config1) = JnextK(config1) = config2

= (JS1;S2;S3;S4K, Jvar yKm1, (3,5), ε),

where m1 = Jvar xKm0 and m2 = Jvar yKm1 (Figure 4).

m1

x 1 ⊥
m2

x 1 ⊥
y 1 ⊥

Figure 4. Memory with declared variables
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The execution of statements is realized by applying the functor Q in particular
steps. First, two input statements are performed:

Q(config2) = JreadK(config2) = config3

= (JS2;S3;S4K,m3, (5), ε),

Q(config3) = JreadK(config3) = config4

= (JS3;S4K,m4, ε, ε),

and memory after performing these two steps is depicted in Figure 5.

m3

x 1 3
m4

x 1 3
y 1 5y 1 ⊥

Figure 5. Memory after user inputs

Next, the conditional statement is executed,

Q(config4) = JnextK(config4) = config5

= (Jbegin var z; z := x;x := y; y := z end;S4K,m4, ε, ε),

and a Boolean condition is evaluated

Jx ≤ yKm4 = true.

Because the condition is evaluated to true, the next step is an inner block.

Q(config5) = JnextK(config5) = config6

= (Jvar z; z := x;x := y; y := z end;S4K,m5, ε, ε),

and an actual memory m5 contains also information about entering the local block
(Figure 6).

m5

x 1 3
y 1 5

begin 2 ⊥

Figure 6. Memory after entering the local block

The next step is an elaboration of a declaration inside the block:

Q(config6) = JnextK(config6) = config7

= (Jz := x;x := y; y := z end;S4K,m6, ε, ε),
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and an actual memory m6 is in Figure 7.

m6

x 1 3
y 1 5

begin 2 ⊥
z 2 ⊥

Figure 7. Memory after local declaration inside the block

The next three steps represent performing three variables assignments:

Q(config7) = JnextK(config7) = config8

= (Jx := y; y := z end;S4K,m7, ε, ε),

Q(config8) = JnextK(config8) = config9

= (Jy := z end;S4K,m8, ε, ε),

Q(config9) = JnextK(config9) = config10

= (Jend;S4K,m9, ε, ε),

and particular changes of memory are depicted in Figure 8.

m7

x 1 3
y 1 5

begin 2 ⊥
z 2 3

m8

x 1 5
y 1 5

begin 2 ⊥
z 2 3

m9

x 1 5
y 1 3

begin 2 ⊥
z 2 3

Figure 8. Memory after variables assignments

After those statements, the execution of a local block must be finished:

Q(config10) = JnextK(config10) = config11

= (JS4K, JendKm9, ε, ε)

where JendKm9 = m10 and actual memory after deleting the record of the block is
in Figure 9.
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m10

x 1 5
y 1 3

Figure 9. Memory after deleting the local declarations

The last step is a performing of an output statement which provides user output
of computed value:

Q(config11) = JprintK(config11) = config12

= (5, (ε,m10, ε, (5))).

Our simple program is executed in particular steps by applying the endofunc-
tor Q. These steps form a finite path in the category Config as we can see in
Figure 10.

config0

config1

config2

config3

JnextK

JnextK

JreadK
config4

config5

JreadK JnextK

3 5

config6

JnextK

config7

config8

config9

config10

config11

JnextKJnextK

JnextK

JnextK

JnextK

5

Config

Q

config12

5

JprintK

Figure 10. A program execution in coalgebra
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10 CONCLUSION

Operational semantics can provide a useful information to programmers on how
a program is executed, i.e. on its behavior. This information is important in the
process of preparing the program or for implementation purposes. Unfortunately,
traditional methods (only minor exceptions) consider some constructions as irrel-
evant for operational semantics. Therefore, it is hard to provide an operational
semantics for a program written in a real imperative language. In this paper, we
present a new approach that overcomes the lack of traditional approach. We define
a simple imperative language E-Jane that contains most of the obvious constructs
of imperative programming languages. We construct the operational semantics of
this language as a coalgebra over a category of configurations. Our definition of
configurations and their choice for the states, instead of memory abstractions, en-
ables us to treat statements and declarations in a uniform way that is a further
advantage of our approach. Each step of an execution is described as an applica-
tion of a polynomial endofunctor Q over the category of configurations that char-
acterizes this kind of systems. Our coalgebra also describes how input and out-
put values go into and go out of a system. Another advantage of our approach
is its possibility to get a graphical representation of the particular steps of the
execution of a program which is more understandable also for practical program-
mers.

In this paper, we use the language E-Jane that has some simplifications for
accentuating the principles of our approach. The constructed coalgebra can serve
also as a basis for our further research. We would like to introduce also other types
of values into our coalgebra and to define an operational semantics for procedures.
This would be a starting point to define a coalgebraic semantics for component-based
systems.
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proach to Categorical Semantics for Procedural Languages. Computing and Infor-
matics, Vol. 36, 2017, No. 6, pp. 1385–1415, doi: 10.4149/cai 2017 6 1385.
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Abstract. The tendency of continuous aging of the population and the increasing
number of people with mobility difficulties leads to increased research in the field
of Assistive Service Robotics. These robots can help with daily life tasks such as
reminding to take medications, serving food and drinks, controlling home appli-
ances and even monitoring health status. When talking about assisting people in
their homes, it should be noted that they will, most of the time, have to communi-
cate with the robot themselves and be able to manage it so that they can get the
most out of the robot’s services. This research is focused on different methods of
remote control of a mobile robot equipped with robotic manipulator. The research
investigates in detail methods based on control via gestures, voice commands, and
web-based graphical user interface. The capabilities of these methods for Human-
Robot Interaction (HRI) have been explored in terms of usability. In this paper,
we introduce a new version of the robot Robco 19, new leap motion sensor control
of the robot and a new multi-channel control system. The paper presents method-
ology for performing the HRI experiments from human perception and summarizes
the results in applications of the investigated remote control methods in real life
scenarios.

Keywords: Service robots, human-robot interaction, remote control, speech recog-
nition, gesture recognition, ROS

Mathematics Subject Classification 2010: 68-T40

1 INTRODUCTION

Prognoses of the United Nations show that there is a worldwide trend of continu-
ously aging population and respectively increasing number of people with mobility
difficulties [1]. Most of the elderly and disabled citizens want to live in their own
houses [2] using the new smart home technologies for as long as possible, thus a robot
will have to perform real-life interaction with them [3, 4]. The proposed remote-
controlled service robot for elderly and disabled care can help them with tasks of
the every day life such as reminding them to take medications, serving food and
drinks, turning on and off electronic devices, alerting when the user’s health status
is getting worse and connecting them with their physician, relatives or an emergency
ambulance.

Assistive service robotics now expands as an alternative for improving the quality
of life of elderly and disabled [5, 6]. From the data of the International Federation
of Robotics it could be expected that in the period of 2019–2021 about 39 million
of new service robots for personal use will be produced and about 34 000 robots for
the support of elderly and handicap assistance will be installed [7].

Remote control is widely used in many applications. The basic concept is that
the robot should replace humans where people are exposed to unfavorable condi-
tions or performing routine day-to-day activities [8, 9]. The essence of this robot
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management method is that the person controls the robot remotely, and the robot
must possess the necessary qualities and functions to perform successfully in the
intended tasks [10].

When talking about assisting people in their homes, it should be noted that
they will, most of the time, have to communicate with the robot themselves and
be able to manage it so that they can get the most out of the services the robot
provides [11].

The aim of this study is to investigate the control methods for remote human-
robot interaction. The paper is structured as follows. Section 2 describes the hard-
ware, software and control system of our robot “ROBCO 19”. In Section 3, different
methods for remote control of the robot are thoroughly investigated. The capabilities
of these methods for human-robot interaction have been explored both in terms of
utility and functionality. Section 4 presents the methodology for performing human
perception experiments with the robot and the application of proposed remote con-
trol methods in real life scenarios. Section 5 describes the performed test scenarios
and summarizes the results from the real life experiments.

2 ASSISTIVE SERVICE ROBOT – ROBCO 19

ROBCO 19 is the next iteration of the personal assistive robot “ROBCO 18” from
2018 [12]. The robot was redesigned as follows. The laser scanner was replaced with
a new RPLidar scanner which allows outdoor navigation. The sensor system was
upgraded by adding an Intel RealSense camera for improved object recognition and
manipulation. The microcontrollers have been upgraded with Teensy hardware.
Also, a new graphical user interface and new software have been developed for
autonomous navigation, collision avoidance and execution of predefined tasks. New
electro-actuating systems (high power DC motor drivers), batteries and recharging
docking system to allow 24/7 service were installed. As a result, we have a remote-
controlled service robot for elderly and disabled care “ROBCO 19” (Figure 1).

The hardware components are described by their location in the layers of the
mobile platform. In the first layer are DC motors, encoders, distance sensors, orien-
tation sensor, batteries, controller and drivers. In the second layer are the computer
of the robot and the laser scanner RPLidar. In the third layer are the articulated
arm Mover4 and the RealSense camera.

Figure 2 shows the connections between robot devices. The robot’s computer
is connected to the mobile base controller, arm controller, RealSense and RPLidar
over USB communication ports. The computer is the main computational device of
the robot – sends/receives data, computes data, runs algorithms and controls the
robot.

RPLidar is used for the autonomous navigation of the robot [13, 14]. The Lidar
scans the area around the robot in 2D. The scanned parameters are described in
Table 1. Thanks to the Lidar, the navigation system easily finds the robot’s location
and navigates smoothly and safely [15].
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Figure 1. The service robot ROBCO 19

The RealSense camera is used for the robot’s vision system. When we combine
its depth sensor with its camera, we can recognize objects and locate their position in
3D space [16]. This property is very important for autonomous grasping of objects,
for human recognition, and for autonomous navigation [17].

The Teensy controller works also on a separate level. It reads and converts the
signals from the encoders, distance sensors and MPU (Motion Processing Unit),

Device Description/Characteristics

Computer Intel Xeon E3-1230 v5, 8 GB RAM

Mobile base controller Teensy 5.2, based on the MK20DX256 32-bit
ARMCortex-M4 and 72 MHz CPU

Arm controller PCAN-USB

RealSense camera Depth Stream Resolution and FpS: 1 280× 720,
90 fps, Depth Distance: Min: 0.1 m, Max: 10 m,
RGB Resolution and FpS: 1 920×1 080 at 30 fps.

RPLidar scanner Distance Range: 25 meters, Sample Rate:
16 000 fps, Scan Rate: 15 Hz (adjustable be-
tween 10–20 Hz), Angular Resolution: 0.3375
degrees, Communication Speed: 256 kbps.

MPU – Motion Processing Unit MPU-9250 Nine-Axis (Gyro + Accelerometer +
Compass) MEMS Motion Tracking Device

Drivers and motors 12 V – 10 A drivers, 12 V DC motors with gears

Mover4 robotic arm Commonplace Robotics GmbH, four degrees of
freedom, planar kinematic structure

Table 1. Specific characteristics of the robot’s hardware components
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then sends the data to the PC. The controller receives data back from the robot’s
computer for running the platform, i.e. controlling the wheels. Then Teensy sends
control signals to the drivers using Pulse Width Modulation (PWM).

PC

ARM 
P-CAN

RPLIDAR

Teensy 
5.2

Real 
Sense

MPU

Encoders

Drivers

Distance 
sensors

Figure 2. Hardware system of the robot

2.1 Mobile Robot Platform

A differential drive robot is a wheeled robot with two controllable wheels, as shown
in Figure 3. To maneuver any differential drive robot on a plane, the robot needs
a linear velocity V and a heading θ. By controlling the velocity and orientation, the
path of the robot can be planned.

While we can vary the velocity of each wheel, for the robot to perform a side
turn, the platform must rotate about a point that lies along the left and right
wheels’ common axis. The point that the robot rotates about is known as the ICC –
Instantaneous Center of Curvature.

By varying the velocities of the two wheels, we can vary the trajectories that
the robot takes. Because the rate of rotation ω about the ICC must be the same
for both wheels, we can write the following equations:

ω

(
R +

l

2

)
= Vr,

ω

(
R− l

2

)
= Vl

where l is the distance between the centers of the two wheels, Vr, Vl are the right
and left wheel velocities along the ground, and R is the signed distance from the
ICC to the midpoint between the wheels. At any instance in time we can solve for R
and ω:

R =
l

2

Vl + Vr
Vr − Vl

; ω =
Vr − Vl

l
.
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Figure 3. Differential drive mobile platform

There are three interesting cases with this kind of drive:

1. If Vl = Vr, then we have a linear forward motion in a straight line. R becomes
infinite, and there is effectively no rotation – ω is zero.

2. If Vl = −Vr, then R = 0, and we have rotation about the midpoint of the wheel
axis – we rotate in place.

3. If Vl = 0, then we have rotation about the left wheel. In this case R = l
2
. The

same is true if Vr = 0.

In Figure 3, assume the robot is at some position (x; y), headed in a direction
forming an angle θ with the X axis. We assume the robot’s center is at a point in
the middle of the wheel axle. By manipulating the control parameters Vl; Vr, we
can get the robot to move to different positions and orientations. Please note that
Vl and Vr are wheel velocities along the ground.

Knowing velocities Vl and Vr we can find the ICC’s location using: ICC =
[x−R sin θ, y −R cos θ] and at time t+ δt the robot’s position will be:x′y′

θ′

 =

cos (ωδt) − sin (ωδt) 0
sin (ωδt) cos (ωδt) 0

0 0 1

x− ICC x

y − ICC y

θ

+

ICC x

ICC y

ωδt

 .
This equation simply describes the motion of the robot rotating at a distance R
about its ICC with an angular velocity of ω.

2.2 Articulated Robotic Arm

The MOVER 4 robot of Commonplace Robotics GmbH has four degrees of freedom
and planar kinematic structure [18]. The Table 2 lists the kinematic parameter
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values of the MOVER 4. Three of the degrees of mobility provide the positioning,
and the fourth orientates the End Effector (EE) relative to the Z-axis of the coor-
dinate system associated with the base of the robot. The coordinates of any point
in the kinematic chain, and in particular the EE, can be derived from geometric
considerations.

Joint Number n Constraints Length Twist Angle Offset
θn [DEG] Ln [m] αn [DEG] Sn [m]

1 −150, 150 0 90 0.206

2 −50, 65 0.19 0 0

3 −110, 140 0.22 0 0

4 −140, 135 0.095 0 0

Table 2. Kinematic parameters

If q1, q2, q3 and q4 are the generalized state space coordinates of the robotic
manipulator, then the equations for the (X, Y , Z)-coordinates of the EE are as
follows:

X = cos (q1) . (cos (q2) .L2 + cos (q2 + q3) .L3 + cos (q2 + q3 + q4) .L4) ,

Y = sin (q1) . (cos (q2) .L2 + cos (q2 + q3) .L3 + cos (q2 + q3 + q4) .L4) ,

Z = S1 + sin (q2) .L2 + sin (q2 + q3) .L3 + sin (q2 + q3 + q4) .L4.

2.3 Control Software

ROS is a meta-operation system for robot control [19]. ROS provides access to
a number of open source packages that provide various applications and features [20,
21]. This section describes the properties and features of some of the ROS packages
that we use to control our service robot. The following packages are presented:
SLAM, MoveIt, Robot node, ROS-bridge, Web sockets, RPLidar, LeapMotion node,
and Kinect node. Each package performs specific functions according to its purpose,
and all nodes are connected to each other via the ROS Master.

Robot node is the main node for controlling the robot. It calculates the specific
parameters for each robot. All other nodes are connected to this node. For the
robot described in this article, this package performs the following functions: reading
the robot model, calculating speed (accelerometer), reading data from all sensors,
reading incoming data from other nodes, and sending control data to the control
engine (Teensy) of the mobile platform and the arm.

The code of this package describes the characteristics of the robot’s mobile plat-
form such as wheel diameter, platform width and length, encoder resolution, mobile
platform type (two/four-wheel drive, differential/Mecanum/Omni drive), sensor lo-
cation, drive controllers, and others. The diagram of connections between the nodes
and their functions is in Figure 4.

ROBCO 19 has three main operation modes:
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/joystick /robco_joy

/cpr_mover

/rosbridge_websocket

/robco_base

/simple_speech

/joy

/CPRMoverJointVell

/CPRMoverCommands

/cmd_vel

/speech

Figure 4. Node connection diagram

Manual Mode: In this mode, the robot receives commands from the user through
the available control methods. All algorithms and programs for automated tasks
are stopped. The user has full control of the robot motions but has to do all the
command work to perform a task. ROBCO 19 has a user-friendly web-based
User Interface for remote control [31, 32]. The robot can be controlled either by
joystick, tablet/computer/phone (via WEB interface), voice or gestures.

Semi-Autonomous Mode: This mode combines Manual Mode with algorithms
and programs for automated functions. Some of the tasks are predefined and
the user only has to choose which task to be performed. FlexBe behavior engine’s
user interface is used for this purpose, which allows executing high-level tasks
while the operator is able to influence the execution during runtime.

Autonomous Mode: The Autonomous mode requires only a single command from
the user, then the robot performs all the necessary tasks until the goal is com-
pleted. It also uses FlexBe behavior engine which allows for fully autonomous
execution of tasks and behaviors.

FlexBE is a powerful and user-friendly high-level behavior engine for generating
complex robot behaviors without the need to manually code them. Among its ba-
sic capabilities, which interface standard functionality or your own system-specific
features, state machines can be easily composed via the provided drag & drop edi-
tor [33].

To switch between operating modes we have added special buttons in the Web
User Interface. This makes it very easy for the user or operator to change modes.

3 METHODS FOR HUMAN-ROBOT INTERACTION

Because we investigate human-robot interaction, various methods of controlling
a service robot have been developed and explored. Therefore, the creation of a multi-
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channel (multi-modal) architecture has to be established to allow the robot to be
controlled by all different methods at the same time [22]. In order to avoid conflicts
at this stage, the structure itself gives each method a certain priority. The remote
control channels – hardware and software joystick – have the highest priority. Fol-
lowing are the channels of control by gestures and voice. With the lowest priority
of the direct-control channels is the Web-based control. Channel prioritization is
described in detail in [12]. This architecture is easy applicable and re-configurable
when working with ROS because ROS works on the principle of Internet proto-
cols. Thus, each method publishes commands through a different channel, but to
the same subscriber. The multi-channel system monitors and manages data traf-
fic.

3.1 Gesture Control via Kinect Sensor

In order to achieve convenience for different robot users, we have developed remote
control methods through different devices. Gesture control is intended to replace
standard voice commands because some elderly and disabled people have speech
defects or are mute/deaf. Human-robot interaction through gestures is a good al-
ternative and also helps maintain and develop motor skills of the users [23].

Control of the robot by recognition of hand gestures was implemented using the
Kinect sensor.

Kinect is a sensor consisting of an RGB camera and a depth sensor. It provides
functions to recognize the human skeleton and to monitor the positions of the joints
of the whole body1. We have developed an algorithm and a program to process
the data from human hands, and with processing we can control the robot’s mobile
platform or its articulated arm.

A particular feature of this type of control is that the user gives commands
to the robot through a separate computer. The Kinect is connected to the user’s
computer and the user remotely controls the robot with hand movements.

The essence of this method is the following: Once the user is in front of the
Kinect and all the joints of the hands and the head are recognized, the program
starts working. As feedback for the user, the program displays specific words in
the window menu: Working, Forward, Stop and others. The principle of operation,
different zones that we have set empirically, and on which part the control is applied
are shown in Figure 5.

Actually, there are two modes of operation: sitting or standing in front of the
Kinect sensor. The standing one was not preferred by the users, but it could be
used for rehabilitation purposes.

To identify the different directions for the mobile platform, we have identified
nine hand positioning zones. The inactive/passive zone is in the body area so that
it covers the natural position of the hands when we are seated. When the hands fall

1 You can see all the skeleton points in Figure 2 of [24] article https://www.

sciencepubco.com/index.php/ijet/article/download/10152/3614

https://www.sciencepubco.com/index.php/ijet/article/download/10152/3614
https://www.sciencepubco.com/index.php/ijet/article/download/10152/3614
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Figure 5. Control areas and dimensions of the measured parameters

into this zone, we send a stop command. When the user moves one of their hands
to another zone, commands are then sent to the robot.

In the forward, backward, left and right zones, we send commands for linear
motion or rotation in place, with control of the speed – as the wrist joint is closer to
the inactive/passive zone, the lower is the speed. When the user’s arm is in the zones
like right-forward or left-backward, the control is based on the differential drive prin-
ciple. The velocities change depending on the distance to the inactive/passive zone,
the ratio of the linear/angular velocity depends on the ratio of the coordinates x
and y.

An important feature of this method is that the program should be configured
according to the mobility of the user. Then, all zones are automatically determined
according to the length between the joints. Initially, the inactive/passive zone is
specified. It is defined as an ellipse with a radius of x and y. Based on the parameters
of the inactive/passive zone the parameters of the other zones are set. In this way,
the problem of the different height of people is solved. For people with longer hands
the zones have larger dimensions and vice versa.

The proportion is determined by taking half the distance between the shoulders a
and adding half of the relative length of the arms from the shoulder to the elbow b
to set the y radius. For determining the radius by x, only half of a is taken. The
center of the global map is the center of the global coordinate system. So, the
control parameters for the robot are: v = f(x) ∗ k; ω = f(y) ∗m, where k and m
are proportional coefficients.

Another important problem is the simultaneous submission of commands with
both hands in opposite directions. In this case, a safety algorithm is implemented.
If the user gives a forward command with both hands, the lower values are taken. If
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one hand is only forward and the other is forward and left/right, then the angular
values are added. In case of opposite commands, both left and right or back and
forth, we send a “stop” command.

3.2 Gesture Control via Leap Motion Sensor

Leap Motion is a stereo camera sensor and its main task is to recognize the human
hand. Its main features are recognition of the position of the palm and each indi-
vidual finger in 3D coordinates [28, 29, 30]. In this way, we can recognize whether
a fist is closed and how many fingers are folded or extended. All of these data can
be used to control a mobile robot or articulated arm. We have the option to choose
a method, criterion, or a complex set of several criteria for extracting data and
converting them into control signals.

The prerequisite for running the program is to have a valid hand recognized by
the sensor itself, otherwise no commands are given. To start sending commands,
when the above condition is already met, the user has to close his hand into a fist
first. These considerations have been made because of the need to ensure safety.

The method under development includes the following. Initially, we recognize
if there is a hand over the sensor, then we take the palm coordinates and begin to
convert them so that correct control signals are generated for the mobile platform
and the robot’s arm. Currently the control of the mobile platform and the arm is
separated in two different programs. It is planned to integrate the two programs by
introducing the option of switching the controlled device after a certain gesture.

x 

z Right-forward 

Left-forward 

Right-backward 

Left-backward

Leap Motion 

Figure 6. Working area in Cartesian coordinates for control of the mobile base using Leap
Motion Sensor on the table

To control the mobile platform, linear and angular velocity have to be submitted.
Since we get the values (from 0 to 300 mm) of x, y and z coordinates from the palm
position output data (Figure 6), it is relatively easy to convert these values into
mobile platform control data using only the data obtained from x and z. When the
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hand shifts out of the inactive/passive zone, we assign the linear velocity v to x,
and from the value of z we assign the angular velocity ω.

When handling the anthropomorphic manipulator, we use the 3D coordinates
of the palm. The goal is to position the gripper of the manipulator by computing
the necessary rotation of all its joints. To achieve this goal, we initially identify the
passive zone where no commands are issued. Because this time we are working in
3-dimensional space, this area is about the origin (zero) coordinate in the form of
a cube with sides of 120 mm (Figure 7). As soon as the user’s hand comes out of
this zone, the transformed data x, y, z of the palm are sent to the arm controller. In
this case, we use the x data to move forward and backward, y to move up and down,
and z to move left and right. Accordingly, the combination of the three parameters
gives us the final movement of the arm.

x 

z 

y 
Up 

Down 

Figure 7. Working area in 3D for control of the Mover4

We multiply the values of x, y, z by a factor of 0.5 in order to transform them
into the actual speeds of the motors of the arm, because the range of the Mover
4 velocities is from 0 to 150 mm/s, and the range of the leap motion is measured
from 0 to 300 mm. The directions of rotation are determined by the equations for
the inverse kinematics of the robot arm manipulator described in Section 2.2.

The system of equations for all parameters is:

ω0 = y ∗ 0.5;

ω1 = (x ∗ −0.5) + (z ∗ 0.5);

ω2 = x ∗ −0.5 + (z ∗ 0.5);

ω3 = x ∗ 0.5 + (z ∗ −0.5).
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To get closer to the natural human behavior, the grasping with the articulated arm
is like palm grasping. When we close the palm, the gripper closes, and when we
open the palm, the gripper opens. Again, for safety reasons when a valid hand is
not detected or it is within the range of the passive zone, no commands are sent.

3.3 Web User Interface

A web-based user interface has been developed and added to obtain and manage
robotic system status data (Figure 8). The main advantage of web-based interfaces
is the ability to use any modern device that supports TCP/IP protocol and is on
the same local network with the robot. Depending on network configuration there is
also the possibility to control the system over the Internet. The web-based interface
has visual click/touch design, allowing it to be used regardless of the type of the
device – smartphone, tablet, laptop or full-sized desktop computer.

Figure 8. Part of the developed Web User Interface

The web-based interface is divided into separate sections depending on their
functionality. The interface provides easy and convenient control of the robot in
manual, semi-autonomous and autonomous mode. Commands and control signals
can be sent via virtual buttons, a virtual joystick, or voice commands. The interface
also provides the capability to monitor the robotic system as well as to configure
robot’s every parameter.

In the interface there are added buttons to control the movement of the mobile
platform. Four basic moves are pre-programmed – forward/reverse linear movement,
as well as left/right turn and rotational movement. Pressing these buttons once
performs the corresponding movement at a preset and adjustable distance or angle.
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Buttons for manipulating the articulated robot arm manipulator are also pro-
vided. There are 8 of them together. Two of these buttons are to open and close
the gripper. The other 6 buttons are for positioning the manipulator. The buttons
perform upward, downward, left and right movement of the gripper, and also left
and right rotation at the base of the manipulator. As with the mobile platform’s
buttons, the one-time press of these buttons performs motion with a preset and ad-
justable distance. The selected Mover4 robot manipulator has 4 degrees of freedom.
This means that more than one actuator is used for the forward, backward, upward
and downward movement of the gripper. For this reason, it is necessary to solve the
kinematics of the manipulator and program it into the user interface.

A semi-autonomous map navigation feature has been added to the web-based
user interface [34]. It is programmed as a separate section of the interface. It
visualizes the map of the room created by the robot as well as the current position
and orientation of the robot [35]. The UI allows the robot’s current position and
orientation to be kept in a specially created database at any time and named in
a user-friendly way. From a convenient drop-down menu, the already saved database
entries can be selected and submitted to the robot’s control system. It will, then,
navigate the robot all the way from the current to the assigned position.

The web-based user interface is a great feature for a robotic system which im-
proves the overall user experience. It gives the user the comfort of controlling the
robotic system directly by their favorite device instead of a separate specialized
controller.

3.4 Voice Control

Speech to text conversion is used to trigger robot’s different top level behaviors
(FlexBe) or for manual control when in manual mode. Bulgarian speech recognition
was implemented using the Google Cloud Speech-to-Text API [36]. ROBCO 19 must
be connected to the Internet and the audio capture is transferred to Google servers
for STT (Speech To Text) processing. The TTS (Text To Speech) synthesis in var-
ious languages is provided by the Espeak, open source software speech synthesizer.
As there is no good quality synthesized Bulgarian language voice in Linux, we use
VMware Virtual Windows machine to provide Bulgarian TTS, using the Windows
SAPI (Speech Application Programming Interface).

For testing and simplicity we have developed predefined phrases for voice control.
For example, “robot forward” means for the robot to move 0.3 m forward. Speech
to text recognition is done by Google API and parsed using “word spotting”. When
the API returns the recognized text, we search it for the specific phrase using simple
code in JavaScript. But the problem is that if you say for example “the robot goes
forward” it also detects that there are the words “robot” and “forward” and it sends
the commands for the movement. All these predefined phrases are for demonstration
purpose, only to show that the robot can be controlled by voice commands and the
Natural Language Understanding module (currently only “word spotting”) will be
improved for next releases.
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We can add more complicated actions for example, the phrase “robot go to the
kitchen” should instruct the robot to go to a specific place at home. If we saved that
location in the autonomous navigation then this phrase could be directly connected
to the action of performing movement to the position in the kitchen. In addition,
specific voice commands may activate one or more actions from the FlexBE engine.

For the issue of security and privacy it is required for some applications not to
use the third party cloud services, which could store all the voice requests for future
improvement of the service. For this purpose, we tested the Julius LVCSR (Large
Vocabulary Continuous Speech Recognition) engine with freely available English
acoustic models2 and fixed grammar [37]. However, for the proposed purpose of
free phrase processing we will need more complex language models. Satisfactory
models could be built for this purpose using freely available corpora of different
languages using modern deep learning techniques for neural networks. More robust
language models can be trained using a unique approach proposed in [38], where the
methodology for training language models (LM) without training data is described.

The methodology relies on the iterative process, in which, at the beginning,
an initial model is trained only from system vocabulary and randomly generated
phrases, which summarize all devices, actions and functions of the robot. Then, the
LM can be retrained using recognized phrases automatically or semi-automatically
(after corrections made by a human expert). The final model then enables signifi-
cantly higher number of phrases than fixed grammar. Also the detection of emotions
from the recognized speech could be applied [39] for more natural human-like com-
munication behavior.

We are currently working on a joint Slovak-Taiwan bilateral DeepSpeech project
called Deep Learning for Advanced Speech Enabled Applications. Experience from
using Kaldi, Tensorflow and DeepSpeech (Mozilla project with coincidentally the
same acronym as our project) gives us the opportunity to build a high quality local
Neural Network based speech recognition engine with higher accuracy than Julius
based on finite-state transducers. For the LVCSR task, the Kaldi DNN approach
achieved 8 % Word Error Rate (percentage of incorrectly recognized words out of all
words in a test set) in English and 17 % in Slovak.

After combining Slovak and English using Language Identification Module the
system was able to recognize English words with similar 8 % WER and Slovak words
with 16 % WER. A similar approach could be used for English and Bulgarian lan-
guage after gaining enough Bulgarian speech data and corpuses. Currently our
Taiwanese partner from TaipeiTech is proposing a joint project with the European
Polytechnical University (EPU) to work towards this goal [40].

After successful recognition of a continuous speech phrase, the module of Natural
Language Understanding (NLU) needs to be in place to extract the intended meaning
and Natural Language Generation (NLG) to prepare a meaningful sentence with the
required response, if needed, for this application. Rule-based NLU module can be
adopted from our previous solution described in [41].

2 https://sourceforge.net/projects/juliusmodels/

https://sourceforge.net/projects/juliusmodels/
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Usage of more complex voice commands can result in occurrence of ambiguities,
which can be solved in dialogue interaction. To manage dialogue in task-oriented sce-
narios, the VoiceXML-based dialogue manager can be integrated. We designed and
developed an advanced VoiceON unit, that implements interpretation of enhanced
VoiceXML scripts (see [42]). Our modification of VoiceXML enables integrating
robot action control directly through VoiceXML <prompt> element. Moreover,
VoiceXML integrates frame-based approach to natural language generation, which
well fits the proposed scenario.

VoiceON dialogue manager supports JavaScript language and easy extension
through calling own executables. Position of the robot can be obtained by calling
a special object and then it can be inserted into the VoiceXML variables for further
use. Variables can be stored in the application scope of the VoiceXML application
and easily used to provide the position description in any state of the interaction.

4 METHODOLOGY FOR USABILITY EXPERIMENTS

The tests with elderly and disabled were performed during the project “Tele-con-
trolled Service Robots for Increasing the Quality of Life of Elderly and Disabled,
No. DN 07/23 – 15.12.2016” financed by the Bulgarian National Science Fund for
the European Polytechnical University – Pernik, Bulgaria.

The tests have been conducted with 30 participants in two target groups, 15 el-
derly men and women and 15 disabled people using multi-channel robot management
software for controlling ROBCO 19. They controlled the robot through virtual joy-
stick, voice commands, mimic gestures and head movements. In the first project year
the tests were performed with elderly people at the Scientist house of the Bulgarian
Academy of Sciences (Figure 9). The elderly people involved in the experiments
were between 66 and 81 years old (average 75.3 years old). For the second project
year tests were performed with disabled volunteers at Union of the Disabled in Bul-
garia, Trojan Branch (Figure 10). The disabled people were between 34 and 80 years
old (average 63.8 years old) and with incapacity rate between 59 % and 90 % (av-
erage 78.2 %). The incapacity rate is determined by the Bulgarian National Expert
Medical Commission.

There have been real tests of the proposed remote control of the mobile service
robot performed with elderly and disabled people, including:

• Efficient support for the elderly and disabled at their different needs;

• Reminder when to take their medication;

• Food and beverage service;

• Switching on/off electronic devices;

• Alerting the doctor, relatives, or ambulance service with possible indicators
of deterioration in health (day and night monitoring of elderly and disabled,
described in details in [43]);
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Figure 9. Performed tests with elderly

Figure 10. Performed tests with disabled
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It is important to note that no special education or technical knowledge is re-
quired to work with the robot. The purpose of these tests was to verify the ap-
plication effectiveness and the reliability of the robot systems. In the experiment
room, two tables were placed at a distance of about 3 to 4 m apart. On the first
table there was: the computer and the smart-phone of the experiment lecturer, the
manual control joystick of ROBCO 19, the Leap Motion and the Kinect. The tests
duration with each of the target groups was one day.

In the frame of four academic hours in the morning, the lecturer has presented,
demonstrated and trained all methods and modes for control of the robot to each
target group. After the explanation and training, the lecturer prepared the robot
for the experiments. On the opposite table there were household items for the robot
to pick up such as: a 330 ml plastic bottle of mineral water, a pack of biscuits,
a medicine box, a small soft drink bottle and more objects weighing up to 250 g.
The goal for the elderly/disabled participants was to grasp one of the items on the
table, take it to the other table and deliver it to someone of the other participants
in the tests, thus the three operation modes were tested and evaluated by the users.
All experiments were conducted under the same conditions, with some features
described for each individual experiment. The facilitator had the task of turning
on the robot and all necessary devices, as well as ensuring proper operation and
safety.

Within four hours at the afternoon, the target groups members have used all
of the presented control methods and operational modes of the robot, fulfilling the
described above goal of the test. Each participant has chosen the appropriate meth-
ods and modes of robot control, depending of its personal preferences and motion
difficulties. Finally, the groups of the elderly and disabled completed a questionnaire
about their impressions and attitudes toward the robot. In the questionnaire more
than one answer per question was allowed.

The study was conducted according to the project methodology and approved
by the Ethics Committee, in coordination with Physiological Department of the
European Polytechnical University (EPU). Ethics Committee was composed of the
project leader and scientific members. The Committee in coordination with EPU
Physiological Department has approved the methodology for the tests and the in-
cluded questionnaires.

Under Regulation (EC) 2016/679 of the European Parliament and of the Council
of 27 April 2016 on the protection of individuals with regard to the processing of
personal data, test subjects were informed that the personal data in the survey were
not collected for commercial purposes but would be used for statistical and scientific
purposes.

The questionnaire results show that both elderly and disabled people expressed
a positive feedback about using remote-controlled service robot ROBCO 19 for their
needs, performing real interaction with the robot. Each participant conducted the
tasks, using the chosen methods before the experiments.

In terms of functionality, they expect the robot to be able to monitor their health,
bring heavy or hard-to-reach items, carry food, water and drugs, and contact the
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a)

b)

Figure 11. a) Anthropomorphic (humanlike) design; b) Robco 20 – industrial design (in
development with Mecanum wheels)
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Figure 12. Robot daily tasks desired by the elderly and disabled

first aid in case of emergency (Figure 12). In the “others” section, volunteers have
requested rehabilitation as an additional feature of the robot.

When asked about the industrial design, elderly participants (most of them liv-
ing alone) preferred a human-like design (53 %) for the robot (Figure 11 a)), while
the disabled prefer more functional one (60 % for Robco 20) (Figure 11 b)). For
the control of the robot, both elderly and disabled individuals prefer voice control
(Figure 13). The most effective and less time consuming control methods are phys-
ical joystick (for the elderly) and virtual joystick embedded in the Web UI (for the
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disabled). For the voice control of the robot, they prefer the female voice (Fig-
ure 14).

Finally, elderly prefer to remote control the robot themselves, while disabled
people would allow the robot to be controlled by their relatives, social caregivers
and doctors as well (Figure 15). The most preferred operation mode is the manual
mode, where users feels more secure and independent, while controlling the robot.
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Figure 14. Preferred voice of the robot
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5 CONCLUSION

This research involved a detailed investigation of different methods of remote human-
robot interaction: gesture control via Kinect and Leap Motion sensor, web-based
user interface and voice-based control. These methods were applied to a mobile
platform robot equipped with an articulated arm.

We have obtained useful information about what elderly and disabled people
consider useful for their care from our robot. Interestingly, the elderly prefer to
control the robot by themselves (73 %), but disabled people would like to do the
remote control by somebody else (57 %) for instance their relatives or nurses. The
results show that the described methods for remote control of service robots are
convenient and easy to use. Experienced participants completed all tasks using
different methods. The trial period was relatively short, indicating that the methods
were natural and enjoyable for such application.

The two-thirds of participants prefer to control the robot by choosing the most
appropriate method and mode for them. We can conclude that both elderly and
disabled prefer a female voice and the joystick control methods. Due to their mo-
tion difficulties, elderly and disabled do not prefer gesture and head motion con-
trols. The various control methods provide the opportunity for each user to choose
the method which is the most convenient for him/her. The multi-channel control
system allows the user to switch different control methods; thus, the user can se-
lect the preferred control method. The users did not prefer the standing mode
of gesture control using the Kinect sensor because of fatigue. However, the mode
still could be used for rehabilitation purposes and occasionally forced by the doc-
tor.



Case Study on HRI of the RC Service Robot for Elderly and Disabled Care 1231

The new version of the robot – Robco 19, described in this paper, was suc-
cessfully tested with real users and the new modern gesture control using the leap
motion sensor, and finally, the proposed multi-channel (multi-modal) architecture
was successfully implemented and evaluated.

For future work, we plan to research the following tasks: introducing a new
function for bringing heavy and difficult to reach objects for manipulation, a func-
tionality which would provide rehabilitation training, and other additional functions
according to the results from the questionnaire. We believe that these additional
features could greatly improve the robot system, which will become more useful pro-
viding new functionalities to make everyday life of the elderly and disabled citizens
much easier.
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The VoiceXML-Based Multimodal Interactive System for NAO Robot. 2018 IEEE
World Symposium on Digital Intelligence for Systems and Machines (DISA 2018),
IEEE, 2018, pp. 315–319, doi: 10.1109/DISA.2018.8490598.

[43] Chivarov, N.—Chivarov, S.—Yovchev, K.—Chikurtev, D.—Shivarov,
N.: Intelligent Modular Service Mobile Robot ROBCO 12 for Elderly and Dis-
abled Persons Care. 2014 23rd International Conference on Robotics in Alpe-
Adria-Danube Region (RAAD), Smolenice, Slovakia, 2014, pp. 343–348, doi:
10.1109/RAAD.2014.7002238.

Nayden Chivarov received his Ph.D. degree from the Institute
of Handling Device and Robotics, TU Vienna, Austria. Cur-
rently he is head of RILab i2030 in the Institute of Information
and Communication Technologies – BAS and Associated Pro-
fessor at the EPU. His research interests are: service robots,
mechatronics, human-robot interaction, Industry 4.0, IoT.

Denis Chikurtev received his Ph.D. degree from the Insti-
tute of Information and Communication Technologies at Bul-
garian Academy of Sciences in 2017. He is currently Conduct
Researcher in the field of robotics and ICT and running teach-
ing courses in internet technologies. His major research interests
are in the area of robotics: hardware and software architectures,
computer vision and indoor localization, and navigation applica-
ble for industrial robotic manipulators or mobile service robots.

Stefan Chivarov is currently working towards his Ph.D. in
the Institute of Mechanics and Mechatronics – IHRT, TU Vi-
enna, Austria. His research interests are: software architecture,
autonomous navigation and localization, robotics, smart tech-
nologies, IoT.

https://doi.org/10.1109/DISA.2018.8490598
https://doi.org/10.1109/RAAD.2014.7002238


1236 N. Chivarov, D. Chikurtev, S. Chivarov, M. Pleva, S. Ondas, J. Juhar, K. Yovchev

Matus Pleva received his Ph.D. degree in telecommunications
at the Department of Electronics and Multimedia Communica-
tions of the Faculty of Electrical Engineering and Informatics at
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