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1 INTRODUCTION

The grid can be thought of as a distributed system with non-interactive workloads
that involve a large number of files. Grids are a form of distributed computing
whereby a “super virtual computer” is composed of many networked loosely cou-
pled computers acting together to perform large tasks. Grid computing combines
computers from multiple administrative domains to reach a common goal to solve
a single task, and may then disappear just as quickly. By grid computing, we can
use the computer’s idle capacity of tens of thousands of volunteers from all over
the world through the Internet and analyze the electrical signal from outer space
and find the hidden black holes, at the same time, explore the possible existence of
alien wisdom life; still, we can look for more than 10 million digital mason prime
numbers; and we can also search for and find more effective drugs to against HIV
and to complete the project which needs surprisingly large amount of calculation.

Past few years have seen a tremendous growth in grid computing with its effect
being felt in the biotechnology industry, entertainment industry and financial indus-
try, etc. [3, 4, 5, 6, 7, 8, 9]. For example, the Search for Extra-Terrestrial Intelligence
(SETI@home) project [6], which distributes to thousands of users the task of analyz-
ing radio transmissions from space, has a collective performance of tens of teraflops.
Another Internet computation, the GIMPS project directed by Entropia.com, has
discovered world-record prime numbers. Future projects include global climate mod-
eling and fluid dynamics simulation. There are also cryptographic protocols which
allow to implement provably optimal systems in theory [10, 11, 12, 13, 14]. However,
these algorithms are often computationally expensive in practice.

With the number of participants who join the grid computing increases, in-
evitably, there will be a lot of cheating. To gain more profits, some people may
provide some false certificates to prove that he/she himself/herself has provided
a lot of resources, including the computing time or the computing power, etc.; and
there are also some people who will directly return some false results. In addition,
some people can get more useful information from the calculated target. For exam-
ple, in the search for an effective approach of grid computing, a participant finds
an effective treatment in the grid computing. However, he does not provide it to
the supervisor of the grid computing, but sell it to another hospital, in order to gain
more profits. Therefore, we need to deal with two things in the grid computing:

1. How to detect the participant cheating;

2. In certain cases, how to hide the results which the task publisher really needs.

2 RELATED WORK

With the rapid development of grid computing, the cheating behavior in the grid
computing received more and more attention, and there exists many research achie-
vements [1, 11, 15, 16, 17, 18]. In order to detect the behavior of fraud in the



New Methods of Uncheatable Grid Computing 1295

grid computing, Golle and Mironov proposed ringers scheme [15], which can pro-
tect against coalitions of lazy cheaters provided that the computational tasks all
involve the Inversion of a One-Way Function (IOWF) f for a given value y, as in
the distributed.net attacks on cryptographic functions. In the ringer scheme, during
the initialization stage for each participant, the supervisor randomly selects several
inputs xi that will be assigned to that participant and computes f(xi) for each one.
Then, in addition to the value y that the supervisor wishes to invert, the super-
visor also sends to that participant all the “ringers” the supervisor has computed
for him. The participant must report the pre-images of all the ringers (as well as
the pre-image of y if he was lucky enough to discover it). That is, the participant
needs to compute f on x for all x in his input domain D and return the pre-image
of y if found, and he also has to return all the ringer pre-images he finds. By re-
membering the ringers for each participant, the supervisor can easily verify whether
each participant has found all his ringers or not. If he has, then the supervisor is
assured with reasonable probability that the participant has indeed conducted all
his computations. In the ringers scheme, the supervisor mixes some previous com-
putation results with the corresponding input and sends them to the participant.
Golle and Mironov have confirmed that in Ringers scheme, the participant’s cheat-
ing success opportunity is very small, but the use of computational task function
must be one-way. If participants collaborate with each other, they will know the
number of the ringers in the scheme. Therefore, Golle and Mironov proposed the
subsequent Hybrid Scheme.

Szajda et al. extend the ringers scheme [17] to deal with other general classes of
computations, including optimization and Monte Carlo simulations. They propose
effective ways to choose ringers for those computations. To find wrong results cre-
ated by lazy participants or cheaters, today many systems simply replicate the work
units and use the majority rules to decide the correctness of results [20]. However,
this approach often implies a waste of CPU cycles. For tasks where the verifica-
tion is less expensive than redoing the computations, alternative approaches are
preferable.

Golle and Mironov [15] propose a solution where a server secretly precom-
puted the results for a set of input values, the so called ringers. These ringers
are then interspersed among the ordinary input values of a work-unit. If a lazy
client does not compute the entire unit, it is likely to miss a ringer which can eas-
ily be detected by the server. The disadvantages of this approach are the need
for precomputation, the redundant computation that inherently occurs, and the
fact that a cheater is still likely to be undetected when cheating on a very small
fraction of input values only. Szajda et al. have generalized this approach
in [17].

Du et al. [18] present a commitment-based sampling scheme for cheater detection
in grid computations based on Merkle trees. A server selects some samples which
are assigned to a participant. The participant has to commit to its results which
are subsequently checked. The drawback of their approach is the additional burden
on the server which has to recompute some work-units itself.
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In [1] Du and Goodrich introduce the deceptive detection scheme named Search-
ing for high-value rare events. In their criterion-expansion scheme, under the cir-
cumstance of one-to-one correspondence in the computational task function, it has
very good safety, and it can defeat three kinds of cheating models put forward in
this article, but under the circumstance of more-to-one correspondence in the com-
putational task function, the participant will be able to position the supervisor to
find the value of the data according to the characteristics of some of the data. In
this case, the solution cannot resist the second and the third deceptive model in this
article. At the same time, the criterion-expansion detection scheme cannot resist
the collusion of the participants. In the criterion-reduction scheme of [1], it lacks the
necessary honesty testing steps, and it even cannot judge whether the participant
honestly computes all the data on the mission. Hence, there will be some serious
defects in terms of security.

Based on the scheme in [1], we present a new scheme using the Monte Carlo
simulation method. This scheme can resist the semi-honest cheater and hoarding
cheater. This scheme is available for one-to-one function and more-to-one function.
At the same time, it can resist the semi-honest cheater and hoarding cheater. But
most of schemes are available for one-to-one function.

We also design an other new scheme. In the new scheme, we add some variables
which satisfy the criterion Y to the domain of the function in the computational task.
For example, we are looking for signs of life in outer space in grid computing. Since
the value of the sign of life in outer space data is very very rare, the participant can
easily judge the criterion Y according to these characteristics, and therefore cannot
hide it. If we add appropriately some biological signs of life on earth and make the
domain of Y expand appropriately, thus let a rare event become not rare, and even
if participants find the valuable data to satisfy the standard of value Y , they are
still unable to distinguish whether these data come from outer space or from earth.
Thus, it protects rare events.

In most of cheating detection schemes, the computation task X had not been
dealt with. In order to achieve the purpose of hiding Y , they only used new criterion
Y ′ to replace Y . We present a new method. Let Y be y, we can construct a new
set C, for ∀x ∈ C, f(x) = y. In this way, we expand the task to X ∪ C. Compared
with[1], this new scheme has greatly improved the security.

3 THE MODEL

3.1 Problem Definition

In grid computing, when a supervisor releases a computational task, he/she needs to
compute f(x), ∀x ∈ X = {x1, x2, . . . , xn} and finally picks out valuable data from
the results of xi and f(xi). Due to the limited computation ability of the supervisor,
he/she will assign tasks to n participants. The task set of every Pi (i = 1, 2, . . . ,m)
is Di. Finally, each participant will return the valuable data to the supervisor in
their respective task set.
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Here we will introduce some basic terminology in the grid computing.

• Honesty Ratio r: For ∀x ∈ D, the participant needs to compute f(x). But in
fact, the participant may only compute f(x) for x ∈ D′ ⊂ D. Define honesty

ratio r as |D′|
|D| .

• Honesty Participant Ratio p: In grid computing, the ratio of the honest partic-
ipants in all of the participants should be considered.

• Valuable Events: Data that the supervisor is interested in.

• Honesty Return Ratio h: h is the proportion of correct valuable events which
were returned by Pi.

• Criterion y: The criterion can be a specific value or a range, and it can also be
a literal description language, etc. Using it, the supervisor and participants will
check whether f(x) satisfies the set of the valuable events.

• Pseudo-Valuable Events: The supervisor selects some data which satisfy the
criterion to hide the true criterion.

• High-Value Rare Events: The valuable data that satisfy the supervisor‘s cri-
terion Y is rare, and it even does not exist. For example, in the process of
searching for rare blood type, the rare blood type is the rare event.

• Ringer: A ringer is a value chosen by the supervisor in the domain of f .

• Pr(r): Assume that the participant is assigned a task that consists of computing
f(x) for all x ∈ D, where D = {x1, . . . , xn}. If a participant computes the
function f only on x ∈ D′, where D′ ⊆ D, we define the honesty ratio r as the
value of |D′|

D
. When the participant is fully honest, the honesty ratio is r = 1;

otherwise r < 1.

Let Pr(r) be the probability that a participant with honesty ratio r can cheat
without being detected by the supervisor. Let Ccheating be the expected cost of the
required task. We say a grid computing is uncheatable if one of the following or
both inequalities are true:

Pr(r) < ε, for a given ε(0 < ε ≤ 1) or Ccheating > Ctask.

In grid computing, what the supervisor mainly faces is how to ensure the fol-
lowing four conditions established:

1. Every participant Pi will compute f(x) for all data in Di;

2. Every participant Pi cannot know which data is the valuable data that the
supervisor is looking for;

3. The supervisor is able to distinguish the value of the returned data correctly;

4. Even if the participants act in collusion with each other, they cannot break the
effective implementation of the task.
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In grid computing, the organizer of the computation is the supervisor, at the
same time there are a lot of untrusted participants. The Supervisor will allocate
computing tasks.

The supervisor can distribute one or more computing tasks X = {x1, x2, . . . , xn}
according to the actual situation. The computing task of Pi is Di, and all of them
is X = D1 ∪D2 ∪ . . . ∪Dn.

For a specific computation, it is performed by two functions described below.

• A computational task function f : X → T defined on a finite domain X. The
goal of the computation is to evaluate f on all x ∈ X. For the purpose of
distributing the computation, the supervisor partitions X into subsets. The
evaluation of f on subset Di is assigned to participant Pi.

• A screening function S. The screener is a function that takes as input a pair of
the form ((x, f(x)); y) for x ∈ X, and returns a string s = S((x, f(x)); y), where
y represents the criterion. S is intended to screen for “valuable” outputs of f
that are reported to the supervisor by means of the string s.

• A payment scheme P . The payment scheme is a publicly known function P that
takes as input a string s from participant i and outputs the amount due to that
participant. We require that P may be efficiently evaluated. Specifically, one
evaluation of P should equal a small constant number of evaluations of f . In
many articles, they use the P function, but we do not use it.

3.2 Three Deceptive Models

This article uses three similar kinds of deceptive models proposed by Du and Good-
rich [1]. We assume each participant is given a domain D ⊂ X, and his/her task is
to compute f(x) for all x ∈ D.

1. Semi-Honest Cheater Model. In this model, the participant follows the su-
pervisor’s computations with one exception: for x ∈ Ď ⊂ D, the participant
uses ˇf(x) as the result of f(x). Function f̌ is usually much less expensive than
function f ; for instance, f̌ can be a random guess. The goal of the cheating
participant in this model is to reduce the amount of computations, such that it
can maximize its gain by “performing” more tasks during the same period of
time.

2. Hoarding Cheater Model. In this model, the participant conducts all the re-
quired computations. However, the participant will keep the computation results
if the results are valuable. However, the participant will keep the computation
results if the results are valuable. For example, if the computation is to search
for a rare event, a “lucky” participant who has found a rare event might report
a negative result because of the value of such a result. This type of cheating
behavior is a cheating on the screening function S.

3. Malicious Cheater Model. In this model, the behaviors of the participant
can be arbitrary, or even be hostile. For example, the participant P does all the
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correct calculation f(x) to all of the data in D, but he deliberately returns to the
supervisor wrong value screening results, to achieve the purpose of disorder and
confuse the supervisor to work normally, the participant may be the supervisor
of the competitors.

4 DECEPTIVE DETECTION MODEL

Whether the supervisor has the computing power is decided the way they test cheat-
ing. On this basis, we divide the deceptive detection model into two forms.

4.1 The Supervisor Has Not Computing Power

Because the supervisor has not ability to compute, so it is given a task data x,
the supervisor is unable to determine the accuracy of f(x). The supervisor can
only verify according to the participant. For this case, we can adopt the method of
double check.

Kuhn et al. [21] consider a grid framework consisting of a server and a potentially
large number of clients. A client is the logic entity with which the server interacts.
The server sends its work-units (or tasks or jobs) to clients, which return the corre-
sponding set of results. A participant is a user who has registered an account for the
project. He/she may use one or more computers (or machines) working for him/her
in the project. Moreover, a computer can correspond to one or several clients. The
computational resources of the clients are heterogeneous.

The server distributes two different kinds of tasks to the clients. Work-units
are the main computational tasks of the grid computing framework; checking units
require the client to perform a number of checks for the different results. They
assume that the main incentive for participation in the project are credit points:
There may be websites listing the credit points earned by the different users, or
there may even be ways to convert credit points into real money, by a lottery, for
example. In their system, a client earns credit points for computing both work-units
and checking units. The number of points is thereby proportional to the amount of
work, such that a participant is indifferent between the two tasks.

It is of prime importance that the credit points be earned honestly. Their
algorithms’ goal is to make sure that participants only get the credits they really
deserve, and that the system is not flooded with wrong results. They distinguish
between two kinds of clients: good clients and bad clients (or cheaters). They
consider a harsh model where all cheaters form a single coalition. Today’s systems
such as Seti@Home are reported to have roughly 1 % cheaters.

A checking algorithm which identifies dishonest behavior can achieve a higher
effectiveness if it interplays with a mechanism to punish cheaters. They assume
that a wrong result or an improper check implies that the corresponding client is
a cheater. Being debunked as a cheater basically implies that the corresponding
client’s user loses all its credits, and the corresponding account is closed.
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1. Double-Check. The supervisor will assign the subtask to two or more different
participants, and then compare whether the returned results are consistent with
each participant‘s. If it is consistent, the supervisor believes that the participant
is honest, otherwise, allocates the task again.

Security Analysis. If there is no collusion between participants, double check
scheme has a good security; if the participants of the same task are in collusion
with each other, they will return the same results to the supervisor. The su-
pervisor will still believe they are honest participants. So double check scheme
cannot defeat the joint attack of the participants.

In order to resist the joint attack, we can adopt the deformation mode of double
check.

2. Deformation 1.: The secondary allocation in double check scheme. The
supervisor will randomly assign the subtask D to the participant A firstly. After
it returns the results, the supervisor will randomly assign the same task D to
another participant B. For determining honesty of the participant A and B, the
supervisor compares conformance of the returned data from A and B.

3. Deformation 2: The samples testing in double check scheme. The com-
puting task X is divided into n parts, i.e. X = D1 ∩D2 . . . ∩Dn. The partici-
pant Pi has computing task Di. The supervisor randomly selects di ∈ Di as the
honesty sample data of Pi. When all the results are returned, the supervisor will
assign d1, d2, . . . , dn randomly to n new participants (at this stage, adopting the
secondary allocation in double check scheme to verify these n new participants’
honest behaviors). The supervisor will compare the sample data with returned
values of P1, P2, . . . , Pn, if the returned value of Pj is consistent with the sample
data, the participant is honest.

Security and efficiency analysis.

1. The two deformations of double check improve the security of the scheme. Be-
cause A does not know another participant B, he will compute honestly. Other-
wise, the supervisor will know he is a dishonest participant.

2. Because the samples of double check are only a small part of X, the deformation
2 which is relative to the former has a very good improvement in efficiency.

3. Both double check and two deformations require higher honest proportion p,
otherwise progress of completing the task is too slow, the price is too big. Be-
cause the supervisor needs to repeat each computing task of data distribution,
computing resources will be wasted.

4. The two deformation schemes in security have improved, but at the same time
caused the stagnation on time.
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4.2 The Supervisor Has Computing Power

The supervisor has a certain ability to compute f(x), but this kind of ability is lim-
ited. Because of the large workload, the supervisor cannot independently complete
all the verification.

[18] puts forward a kind of uncheatable grid computing based on binary tree.
When the supervisor uses m samples, the participant which honesty ratio is r can
deceive the chance of success

Pr(cheating − succeeds) = [r + (1− r)q]m,

for x ∈ D −D
′
, q is the probability that the participant correctly guesses the value

of f(x).
Combining both cases of x ∈ D

′
and x ∈ D−D′

, for one sample x, the probability
that the participant can prove its honesty on sample x is (r + (1− r)q). Therefore,
the probability that the participant can prove its honesty on all m samples is (r +
(1− r)q)m.

To keep the probability of successful cheating below a small threshold ε, the
sample size m should be

m ≥ log ε

log(r + (1− r)q)
.

But this detection method can only detect whether the participant computes
correctly the f(x), ∀x ∈ D. The participant will still be able to deceive the screener
function. So anti-cheat binary tree method can only detect semi-honest cheater.

5 THE HIDDEN CRITERION

The supervisor wants to search for valuable data from a large database. He can
adopt the method of grid computing and ask participants to help to search. The
supervisor has the criterion Y , but he cannot disclose it to participants. Otherwise
the participant will obtain valuable data. From thousands of drugs, for example, the
supervisor wants to find a formulation for the treatment of certain disease effectively,
but does not want to let participant know effective standard of the formulation.

In order to avoid leaking the criterion Y , the supervisor constructs a new cri-
terion to replace Y . So the supervisor can hide Y and the valuable data x ∈ {x |
f(x) = Y, x ∈ D}. In general, there are two kinds of typical processing method for
criterion Y .

5.1 Criterion Expansion

Golle and Mironov put forward the basic ringer scheme [15]. The basic ringer scheme
hides the criterion by the method of criterion-expansion method. Let the supervi-
sor’s criterion be Y = {y}, we are looking for valuable x which satisfies f(x) = y,
x ∈ D. The supervisor and participant will perform the following steps.
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1. The supervisor chooses for participant Pi uniformly independently at random
n values xi

1, xi
2, . . . , xi

n in Di, and also computes the corresponding images:
yij = f(xi

j).

2. The screener Si is defined as follows. On input (k, f(k)), test whether f(k)
belongs to the set {y, yi1, yi2, . . . , yin}. If so output the string k, otherwise output
the empty string.

3. The secret key Ki is the set xi
1, x

i
2, . . . , xi

n, which we call the set of ringers.

4. The supervisor checks that si contains all the ringers in Ki plus possibly x such
that f(x) = y. If so, the participant is honest.

Security Analysis.

1. If the criterion y included in the set {y, yi1, yi2, . . . , yin} is not hidden, partici-
pant Pi can relatively easy to determine y.

2. Only for f is a one-way function. If f is not a one-way function, the partic-
ipant can solve the preimages set of xi

1, xi
2, . . . , xi

n directly from the set of
{y, yi1, yi2, . . . , yin} and does not need to compute tasks in each function value
f(x). But the supervisor cannot find any cheating behavior.

3. Participant Pi knows the number of the elements in the ringer set. If partici-
pant Pi found all elements in the ring set, he needs not to do the rest of the
calculation.

4. This scheme cannot prevent collusion. By comparing {y, yi1, yi2, . . . , yin} with
{y, yj1, y

j
2, . . . , y

j
n}, Pi and Pj can gain the criterion y and its corresponding valu-

able x.

After the basic ringer scheme, Golle and Mironov put forward two improvement
schemes: Bogus ringer scheme and Hybrid scheme.

5.2 Criterion Reduction

Assuming the supervisor has computing task f(x), x ∈ X and criterion Y = {y |
y = f(x), and satisfies the constraints of y1, y2, . . . , yt}.

1. The supervisor partitions all participants into n parts (n < t, n is safety param-
eter). Each part has the ability to complete computing f(x), x ∈ X alone.

2. The supervisor distributes computing task f(x), x ∈ X and criterion {yi} to
part i. Part i eventually returns the set Si, for ∀x ∈ Si, yi = f(x).

3. The supervisor gets the set S = S1∩S2∩. . .∩Sn. He can verify each participant’s
behavior.

4. The supervisor’s criterion is y
′

= {y | f(x) = y, x ∈ S and satisfies the con-
straints of yn+1, yn+1, . . . , yt}.
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In the process of allocating the task by supervisor, just sent t constrained con-
ditions to n parts, even if all participants are in collusion with each other, they also
cannot get to judge criterion Y .

Because of |S| � |X|, the supervisor can easily gain the valuable data.

6 SEARCHING FOR HIGH-VALUE RARE EVENTS

Du and Goodrich [1] introduce the searching for high-value rare events scheme.

They propose a more practical set of grid computations – data filtering prob-
lems. In data filtering problems they are given a large set X of data instances and
a Boolean filtering function f . The supervisor is interested in all the elements x
of X such that f(x) = 1. Usually, the function f will involve some internal scoring
function on each input x along with a threshold value such that if x scores above
this value, then x is considered rare and interesting. This class of problems includes
the SETI@home application, where X consists of extraterrestrial signals that are
scored against what are considered to be patterns of intelligence.

By their very nature, it is not obvious which of the inputs in X will score
positive for the filter f (for otherwise there would be no motivation for them to go
to the trouble of using a grid computing environment to solve this problem). For
example, a casual examination of the signals that have scored highest so far in the
SETI@home scoring function does not yield any obvious patterns; to the naked eye
they all appear as noise. Thus, for data filtering applications such as this, employing
an input chaff injection scheme is easy.

To inject input chaff into the set of tasks, the supervisor needs only to have a set
of instances Y such that determining if any member yi is not in X is at least as
difficult as computing f(yi). (The supervisor may not need to explicitly construct
Y if he/she has a way of choosing elements from Y probabilistically.) Then the
supervisor can randomly inject members of Y into the task sets D ⊂ X for each
participant (with some probability p) to provably obfuscate the rare events. For
example, a true input x in the SETI@home application could be transformed into
chaff simply by adding a pattern of intelligence to it.

1. The supervisor randomly selects m inputs x1, . . . , xm from the input domain X.
Note that X is the global input domain, each participant only conducts tasks
for a subset of X.

2. The supervisor generates m chaff by computing ci = hash(f(xi)), for i =
1, . . . ,m.

3. The supervisor sends the list C = {hash(y), c1, . . . , cm} to all the participants.
C should be permuted to hide hash(y).

4. For any input x assigned to each participant, the participant computes
hash(f(x)) and compares the results with the list C. If a match occurs, the
participant sends x back to the supervisor; otherwise x is discarded.
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5. The supervisor can verify whether a returned x value is an actual rare event
or chaff, by a simple lookup in C (say, by storing the elements of C in a hash
table). The supervisor also checks whether the participant whose tasks include
chaff has returned the chaff or not. This way, the cheater can be caught.

This scheme cannot resist collusion of participants in a criterion expansion type
and cannot detect the semi-honest cheater in a detection scheme. Here we introduce
two schemes in [1].

6.1 Scheme I (Criterion Expansion)

1. The supervisor randomly selects n inputs x1, . . . , xn from the input domain X.
Note that X is the global input domain, each participant only conducts tasks
for a subset X.

2. The supervisor generates n ringers by computing

ci = hash(f(xi)),

for i = 1, . . . , n.

3. The supervisor sends the list

C = {hash(y), c1, . . . , cn}

to all the participants. C should be permuted to hide hash(y).

4. For any input x assigned to each participant, the participant computes
hash(f(x)) and compares the results with the list C. If a match occurs, the
participant sends x back to the supervisor, otherwise x is discarded.

5. The supervisor can verify whether a returned x value is an actual rare event or
ringer, by a simple lookup in C (say, by storing the elements of C in a hash
table). The supervisor also checks whether the participant whose tasks include
ringer has returned the ringer or not. This way, the cheater can be caught.

If f is a one-to-one function, this scheme has a good security. Even if all partic-
ipants in the scheme are in collusion with each other, we can also hide criterion Y
and valuable data x and f(x). First of all, every participant gets the same set

C = {hash(y), c1, c2, . . . , cn},

even if participants are in collusion with each other, they also cannot get more
information from C. Next, when f is the one-to-one function, the preimages of

{f(x1), f(x2), . . . , f(xn), y}

have only one, respectively, x1, x2, . . . , xn, x. The participant is unable to distin-
guish between valuable x and pseudo valuable data x1, x2, . . . , xn. But when all
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participants are in collusion, they can know whether the valuable data exists. We
can improve the security of this scheme. In step 3, change the original criterion
to

C = {hash(y), c1, c2, . . . , cn, c
′

1, c
′

2, . . . , c
′

t},

in which, c
′
1, c

′
2, . . . , c

′
t are some random numbers that supervisor adds. If the valu-

able data exists, hash(y) and c1, c2, . . . , ct will have only one preimage, respectively;
if the rare valuable data does not exist, hash(y) and c

′
1, c

′
2, . . . , c

′
t will have not any

preimage. As long as n and t are privately owned by the supervisor, every participant
cannot determine whether the valuable data exists.

When f is a more-to-one function, if all participants are in collusion with each
other, participants can find the hash(y) based on the number of preimages of ci and
hash(y). Usually, every ci has a lot of preimages in X. However, the preimages of
hash(y) are rare. Participants will find criterion hash(y) and valuable data. This
scheme cannot resist the second and third deceive models.

6.2 Scheme II (Criterion Reduction)

1. The supervisor computes h(y), and let ŷ be the first k bits of the result, where
k is a security parameter. The supervisor sends ŷ to participants along with the
task assignments.

2. For each assigned input x, a participant computes f(x), and checks whether the
first k bits of h(f(x)) equal ŷ. If true, the participant returns x and h(f(x)) to
the supervisor; otherwise, discards x.

3. The supervisor verifies whether h(f(x)) = h(y). If false, x is just ringer; else,
x is a rare event.

Apparently, in the single compression method there exist larger defects. In the b)
of scheme 2, participant Pi may only compute the part of the data in Di, but the
supervisor cannot detect this kind of deception. It can easily cause the loss of rare
event.

By the above analysis, when the task function f is one-to-one function in
the scheme I, it has a good security and can resist the three deceptive models.
But when f is a more-to-one function, participants will be able to find the rare
event that the supervisor is looking for. So the scheme I cannot resist the sec-
ond and third deception models. The scheme II lacks the necessary honesty test
steps, and even cannot determine whether participant do the honest computa-
tion for all the data in the task. Thus, it also has a lot of defects on secu-
rity.

6.3 Three New Schemes

In this section, we propose three new schemes.
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1) New Scheme I.

Firstly, we introduce Monte Carlo simulation [9, 16]. It is a technique that
employs random numbers to solve problems in which time plays no substantive
role. The technique involves simulating a random experiment a large number,
say N , of times and recording the number of times, say C, that an event of
interest occurs. The law of large numbers asserts that if N is large, the ratio C/N
should be a good point estimate of the probability of the event occurring.

As a simple example, consider the problem of finding the area of a region S
contained in the square U ≡ [0, 1] × [0, 1] in the xy-plane. Using Monte Carlo
simulation, one can choose N points from a uniform distribution in U , and count
the number of points, C, that lie in S. The approximation for the area would
then be C/N .

This example is not well suited for a large scale distributed computation, but
serves as an illustration of how the seeding technique can be applied to Monte
Carlo simulations in general. The supervisor chooses a particular implementa-
tion for the random number generator (ensuring portability) and some number k
of seeds. Before any tasks are assigned, an initial run of N/k replications is com-
puted using one of the seeds s′ chosen arbitrarily. This seed becomes the ringer
for the remaining task assignments. Participants are then sent the code for the
generator along with k seeds (including s′), and are instructed to run N/k repli-
cations with each of the seeds, returning the area estimate corresponding to each
seed. An adversary cannot determine which of the k seeds is the ringer, and
therefore cannot return results for fewer than k seeds without raising suspicion.
The returned results can be checked for validity using the initial run generated
with s′. In effect, the supervisor has managed to provide a measure of assurance
while performing only 1/k of the work.

By their very nature, Monte Carlo simulations provide a form of redundancy be-
cause, provided the number of replications is sufficiently large, each task should
return an estimate similar to the other tasks. However, seeding as described
here augments the redundancy by enhancing the resistance to collusion.

We can use Monte Carlo simulations to verify whether the participant is honest.
This scheme is available for one to one function and more to one function. At
the same time, it can resist the semi-honest cheater and hoarding cheater.

Let n be the number of participants in the scheme. Pi (i = 1, 2, . . . , n) is
a participant, and Di is P

′
i task set. Obviously X = D1 ∪D2 ∪ . . . Dn.

1. The supervisor randomly selects n inputs x1, x2, . . . , xn from the input
domain X.

2. The supervisor computes ci = hash(f(xi)), for i = 1, . . . , n and hash(y). Let
ŷ be the first k bits of hash(y).

3. The supervisor randomly selects D
′
i ⊂ Di. For each input x ∈ D

′
i, the

supervisor computes f(x), and checks whether the first k bits of h(f(x))
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equal ŷ. If true, the supervisor adds x in D
′′
i . Let pi be the number

|D′′
i |

|D′
i |

, if

pi < ε (ε is a parameter), we select k again and repeat b). Otherwise, the
supervisor can estimate the number of which satisfies that the first k bits of
h(f(x)), x ∈ Di equal ŷ is pi|D

′
i|.

4. The supervisor sends ŷ and C = {c1, c2, . . . , cn} to participants along with
the task assignments.

5. For each assigned input x, participant Pi computes f(x), and checks whether
the first k bits of h(f(x)) equal ŷ or h(f(x)) equals Ci. If true, Pi returns x
and h(f(x)) to the supervisor. Actually, the results which Pi returns are
divided into two sets. One is Ri = {(x, h(f(x))) | x ∈ Di, the first k bits of
h(f(x)) equal ŷ} and the other is

R
′

i = {{x ∈ Di | hash(f(x)) = c1}, . . . ,

{x ∈ Di | hash(f(x)) = cn}}.

6. The supervisor checks whether h(f(x)) equals h(y), x ∈ Ri. If true, x is the

rare event. The supervisor also checks whether |Ri|
pi|D

′
i |

approximately equals 1

and

xi ∈ {{x ∈ Di | h(If(x)) = ci}, . . . , {x ∈ Di | h(f(x)) = cn}}.

If true, Pi is a honest participant.

Security Analysis.

Because Ri contains more elements, pi is unable to determine the real rare event.
Hence whether for the one-to-one or more-to-one function, it can well hide the
valuable data. Because R

′
i must contain all the random inputs in Di, Pi must

compute all f(x) for x ∈ Di. So this scheme can resist semi-honest cheater and

hoarding cheater. And at the same time, the validation of equation |Ri|
pi|D

′
i |
≈ 1

ensures the small possibility of missing rare events. On average, the feasibility
and the security of the scheme are both relatively high.

2) New Scheme II.

Like most of schemes of grid computing, the above scheme is unable to resist
malicious cheater. Because the supervisor did not verify the elements in Ri

which were returned by participant Pi in order to destroy the supervisor’s work,
malicious cheater Pi obtains Ri, but he/she does not return the real Ri to the
supervisor. So he/she constructs a new set R

′
i in which the first k bits of every

element equals ŷ, and |R′
i| = |Ri|. In this way, the supervisor cannot find the

cheat of Pi and loses some high-value rare events. For example, x0 is a high-
value rare element which is obtained by malicious cheater Pi, i.e., f(x) = y, x0 ∈
Di. Pi uses (x0, A) to replace (x0, hash(x0)) (the first k bits of A equal ŷ and
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A 6= hash(x0). According to A 6= hash(y), the supervisor thinks that x0 is not
a value element, so the high-value element will be lost.

In the following we present a simple improved scheme. Using the sample test of
Ri, it can resist the three deception models, and the security is enhanced.

Let n be the number of participants in the scheme. Pi (i = 1, 2, . . . , n) is
a participant, and Di is the task of set of Pi, and

X = D1 ∪D2 ∪ . . . ∪Dn.

1. The supervisor randomly selects n inputs x1, x2, . . . , xn from the input do-
main X.

2. The supervisor computes ci = hash(f(xi)), for i = 1, . . . , n and hash(y). Let
ŷ be the first k bits of hash(y).

3. The supervisor randomly selects D
′
i ⊂ Di. For each input x ∈ D

′
i, the

supervisor computes f(x), and checks whether the first k bits of h(f(x))

equal ŷ. If true, the supervisor adds x in D
′′
i . Let pi be the number

|D′′
i |

|D′
i |

, if

pi < ε (ε is a parameter), we select k again and repeat b). Otherwise, the
supervisor can estimate the number of which satisfies that the first k bits of
h(f(x)), x ∈ Di equal ŷ is pi|D

′
i|.

4. The supervisor sends ŷ and C = {c1, c2, . . . , cn} to participants along with
the task assignments.

5. For each assigned input x, participant Pi computes f(x), and checks whether
the first k bits of h(f(x)) equal ŷ or h(f(x)) equals Ci. If true, Pi returns
x and h(f(x)) to the supervisor. Actually, the results which Pi returns are
divided into two sets. One is Ri = {(x, h(f(x))) | x ∈ Di, the first k bits of
h(f(x)) equal ŷ} and the other is

R
′

i = {{x ∈ Di | hash(f(x)) = c1}, . . . ,

{x ∈ Di | hash(f(x)) = cn}}.

6. The supervisor checks whether h(f(x)) equals h(y), x ∈ Ri. If true, x is the

rare event. The supervisor also checks whether |Ri|
pi|D

′
i |

approximately equals 1

and

xi ∈ {{x ∈ Di | h(f(x)) = ci}, . . . , {x ∈ Di | h(f(x)) = cn}}.

If true, Pi is a honest participant.

If true, the supervisor will carry out sample test.

7. The supervisor randomly chooses m elements from Ri. Let

S = {(s1, A1), (s2, A2), . . . , (sm, Am)}
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be the set which is constructed by m elements and their computing values.
The supervisor verifies whether h(f(si)) equals Ai for i = 1, . . . ,m. If true,
Pi is honest. So the supervisor checks whether f(f(x)) equals h(y), x ∈ Ri.
If true, x is the rare event.

Theorem 1. When s samples are sampled by the supervisor in this scheme, the
probability that a participant with honesty return ratio h can cheat successfully
is

Pr(cheating succeeds) = hs.

Proof. Since the sample number is very big, it is an independent and identically
distributed probability. When the probability of one correct sample is h, the
probability of s correct samples is hs. 2

Therefore, the probability that the supervisor finds the cheat of a malicious
cheater Pi is 1− hs.

To keep the probability of unsuccessful cheating above a big threshold ε, the
sample size s should be

s >
log(1− ε)

log h
.

Table 1 shows how large s should be for different honesty return ratio h, given
ε = 0.9 or 0.99. In fact, if s > 500, the probability that the supervisor finds the
cheat of malicious cheater Pi is greater than 0.99.

h t = 0.9 t = 0.99

0.5 4 7

0.8 11 21

0.9 22 44

0.99 230 459

Table 1.

3) New Scheme III.

In most of cheating detection schemes, the computation task X had not been
dealt with. In order to achieve the purpose of hiding Y , they only used new
criterion Y

′
to replace Y .

We present a new method. Let Y be {y}, we can construct a new set C, for
∀x ∈ C, f(x) = y. In this way, we expand the task to X ∪ C.

The new scheme is described in the following:

1. The supervisor constructs a new collection C, for ∀x ∈ C, f(x) = y, and
C = C1 ∪ C2 ∪ . . . ∪ Cn.
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2. The supervisor computes hash(y), and let ŷ be the first k bits, where k is
a safety parameter. The supervisor sends ŷ to participant Pi along with the
task Di ∪ Ci, i = 1, . . . , n.

3. For each assigned input x, participant Pi computes f(x), and checks whether
the first k bits of h(f(x)) equal ŷ. If true, Pi returns x and h(f(x)) to the
supervisor.

Let Ri = {(x, h(f(x))) | x ∈ Di ∪ Ci, the first k bits of h(f(x)) equal ŷ}.

• The supervisor checks whether Ci is contained in Ri. If true, Pi is honest.

• The supervisor checks whether h(f(x)) equals h(y). If true, x is the rare
event.

If Ci is contained in Ri, Pi is honest. So Pi must compute every f(x),
x ∈ Di ∪Ci. If not, the supervisor will find his dishonesty. Due to a participant
cannot distinguish the data from Di and Ci, the rare events can be disguised. In
conclusion, the scheme can resist all three cheat modes and a collusion attack.

7 CONCLUSION

In this article, according to the computing power of the supervisor, we propose
the deceptive detection schemes under two different circumstances, and combine
the characteristics of the task function f to analyze the security of the deceptive
detection. Based on the technology of double check, we proposed an improved
scheme at the sacrifice of time, i.e. the secondary allocation scheme of double check.
We reinforced the security of double check greatly. Finally, we analyzed the common
problem of High-Value Rare Events, improved the deceptive detection scheme due
to Du and Goodrich [1], and then put forward a new deceptive detection scheme
with better security and efficiency.
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Abstract. In computing, duplicate data detection refers to identifying duplicate
copies of repeating data. Identifying duplicate data items in streamed data and
eliminating them before storing, is a complex job. This paper proposes a novel data
structure for duplicate detection using a variant of stable Bloom filter named as
FingerPrint Stable Bloom Filter (FP-SBF). The proposed approach uses counting
Bloom filter with fingerprint bits along with an optimization mechanism for dupli-
cate detection. FP-SBF uses d-left hashing which reduces the computational time
and decreases the false positives as well as false negatives. FP-SBF can process un-
bounded data in single pass, using k hash functions, and successfully differentiate
between duplicate and distinct elements in O(k + 1) time, independent of the size
of incoming data. The performance of FP-SBF has been compared with various
Bloom Filters used for stream data duplication detection and it has been theoreti-
cally and experimentally proved that the proposed approach efficiently detects the
duplicates in streaming data with less memory requirements.

Keywords: Duplicate detection, stable Bloom filter, d-left hashing, FingerPrint
bits, streaming data

1 INTRODUCTION

With the exponential increase in data generation resources, paradigm of analytics
has changed from static to dynamic processing especially in data mining applica-
tions. Advancements in application areas of IoT [4] and cloud computing [3] have
shifted the focus of big data analytics towards streaming data analytics. In appli-
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cations like network monitoring, sensor networks, data management in web appli-
cations, etc. [11], data is generated in various forms which include IP of system in
network applications, URL of web page visited, sensor readings, unique user name
used by user in social networking sites, etc. [26].

On-line monitoring of data streams and eliminating duplicates is an important
issue in stream analytics. For redundant data elimination, primary focus should
be on differentiating between duplicate and distinct element in the data stream.
Detecting duplicates in streams becomes more difficult because of unbounded nature
of data coming at high rate and necessity of processing data in one pass by using
limited amount of memory [7].

Conventional databases and traditional data mining techniques are efficient for
stored data analytics but for in-streamed data, where data is ariving continously, it
is not feasible to store the data into a database and then perform mining operations
since all such applications demand time bound query output.

In applications where efficiency is more important than accuracy, use of prob-
abilistic approaches and approximation algorithms can serve as a key ingredient in
data processing. Probabilistic methodologies provide quick answers with an allow-
able error rate compared to deterministic approaches that give exact matches, and
which are slow and memory consuming [20].

1.1 Standard Bloom Filter

Bloom Filter (BF) [8], a space efficient probabilistic data structure, is used to rep-
resent a set S of n elements from a universe U . It consists of an array of m bits,
denoted by BF [1, 2, . . . ,m], initially all set to 0. To describe the elements in the
set, the filter uses k independent hash functions h1, h2, . . . , hk with their value rang-
ing between 1 to m; assuming that these hash functions independently map each
element in the universe to a random number uniformly over the defined range. For
each element x ∈ S; the bits BF [hi(x)] are set to 1 s.t. 1 < i < k. Given an item y,
its membership is checked by examining the BF whether the bits at positions h1(y),
h2(y), . . . , hk(y) are set to 1. If all hi(y) (1 < i < k) are set to 1, then y is consid-
ered to be part of S, otherwise y is definitely not a member of S. The accuracy of
a Bloom filter, (fp) depends on the filter size m, the number of hash functions k,
and the number of elements n. User can predefine false positive error according to
application’s requirement.

fp = (1− e−kn/m)k. (1)

1.2 Application Domains

Some real time problems related to different domains are explored in this section,
where duplicate detection is required to perform analysis on the streaming data.

Duplicate item identification is a common problem faced by social networking
sites like Twitter, Facebook, Instagram, etc. where multiple copies of same event
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(tweet or post) are generated for same input by multiple users, which keep on ap-
pearing continuously from different sources on the user’s screen. In such scenarios,
the primary need is to identify duplicate events and group them together to improve
the user’s experience [21]. Another important event related to duplicate detection
is URL crawling. Search engines regularly crawl the Web to enlarge their collec-
tions of Web pages. While scanning a URL, search engine’s task is to identify the
new web pages and add them to its repository. So, the basic task in this scenario
is comparing each scanned URL with all existing URLs in its database to identify
duplicate URLs [18]. In network monitoring applications, selecting distinct IP ad-
dresses is a task associated with duplicate detection. In networks, a particular server
is checked for unique hits. This analytics facilitates in understanding the pattern of
traffic which helps in efficient allocation of network resources [13]. Web advertising
is easy and most effective way to publicize a product where advertisers pay web
site publishers for number of clicks on their advertisements. Fake clicks may be
generated (by using scripts) to increase the profit of the publisher. To detect the
duplicate users in clicks is thus associated with duplicate detection task [22].

We propose a novel duplicate detection technique using a variant of stable Bloom
filter [13] named as FingerPrint Stable Bloom Filter (FP-SBF). The proposed ap-
proach uses stable Bloom filter with fingerprint bits and optimization mechanism
which reduces the computational time and decreases the false positives as well as
false negatives using d-left hashing. Optimized deletion mechanism is used to evict
the data from Bloom filter to make more space for incoming data. It uses constant
space irrespective of the size of incoming data and accommodates more number
of elements before reaching the saturation stage. Based on above mentioned im-
provements in existing approach, the proposed Bloom filter outperforms the stable
Bloom filter in detecting the duplicates in streaming data, both theoretically and
experimentally.

The plan of this paper is as follows: Section 2 provides literature study on
Bloom filter and its variants. Section 3 states the duplicate detection problem and
challenges associated with it. In Section 4, proposed approach is discussed in detail.
Section 5 provides experimental results on both real datasets and synthetic data,
comparing existing approaches with the proposed approach. Section 6 discuses use
case scenarios for proposed approach. Finally, Section 7 concludes the paper with
possible future extensions in this area.

2 RELATED WORK

2.1 Duplicate Detection

Duplicate detection is the task of detecting unique entries in unbounded data
streams. Duplicate elimination is a crucial intermediate step in data processing and
analytics of the incoming streams. The problem of finding approximate duplicate
items has been studied in the contexts of data management and Web applications.
Data streams are generally unbounded and traditional DBMS approaches of accom-
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modating whole stream in the memory leads to very high memory utilization. We
need to provide results for the query in minimum time with less computational cost
and minimum memory requirements.

There are many solutions for the duplicate detection problem [21] but our main
focus is on the solutions based on usage of Bloom filters for efficient detection of
duplicate datasets in streaming data. In window based approaches, for every new
input arriving from the stream, an old entry is evicted by adjusting the size of
window. Recent work done in window based framework for duplicate detection using
Bloom filter is by Metwally et al. [22]. In their work three type of window based
approaches are defined: landmark window, sliding window and jumping window.
In landmark window approach, incoming data is processed as disjoint portions of
the stream, which are separated by landmarks. Landmarks can be defined either in
terms of time, e.g. on a daily or weekly basis, or in terms of the number of elements
observed. In landmark window approach, whole data from Bloom filter is deleted
upon reaching the new landmark. Since individual element deletion is not performed
in this approach, a simple Bloom filter is used. In sliding window approach size
of window is not fixed, it grows as the incoming data from stream grows. The
element deletion is also not allowed in this approach so simple Bloom filter is used in
implementation. The full size of window is maintained to query old data. Querying
process in sliding window has more computational cost as compared to landmark
window. Landmark window requires less space as compared to sliding window but
there are chances of some missed values in case of landmark window because upon
reaching new landmark previous data is deleted. The jumping window is based on
idea of dividing the individual element window into smaller sub windows and usage
of counting Bloom filter to accommodate more number of elements. The latest sub
window active for insertion is referred as jumping window or current window. As
the latest sub-window crosses its threshold, jumping window is moved to next sub-
window and oldest sub-window is deleted. So these window based approaches either
need dynamic size that leads to extra computation and expensive query process
or they remove a large chunk of data together which may lead to the higher false
negatives [27].

Another solution is use of buffering and caching methods, used in many database,
network applications, URL caching and web crawling. Some Bloom based buffering
techniques include double buffering and A2 buffering. In double buffering [10] two
different buffers of size m

2
are maintained. As one filter crosses its threshold, insertion

starts in second and when second filter is full, i.e., this filter reaches its threshold,
then whole data from the first one is drained and insertion is again started in the
first filter. For query process, first active filter, i.e., current filter in which insertion
is being done recently, is checked and if query returns false then previous filter is
scanned. In A2 buffering [28] similar approach is used, in this, when active filter
reaches its 50 % capacity, the insertion is started in both filters, and when active
filter is full, its data is evicted by resetting it to zero. In buffering approaches
element wise deletion is not allowed so a simple Bloom filter is used. Buffering
approaches store data for short time with large redundancy. Handling data streams
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with buffering leads to wastage of memory; further it is computationally costlier to
check the threshold of Bloom filter at every step.

Recently variant of Bloom filter for duplicate detection in stream named as
Stable Bloom Filter (SBF) has been proposed by Deng and Rafiei [13]. Counting
Bloom filter with c bits in counter is used as the base of its implementation. Be-
fore inserting any element in the stream, it is checked that whether the incoming
element is queried earlier in the stream or not. If query returns TRUE, i.e., val-
ues of counters corresponding to hash indexes are high, then element is marked as
duplicate and element is not inserted, but if query returns FALSE indicating that
the element is observed for the first time in the stream, element is added. Before
insertion begins, SBF makes space for incoming elements by randomly decrementing
the values of counter by one in each iteration. In insertion process, k hash func-
tions are computed and correspondingly hash value counters are set to Max , where
Max = 2c−1. The main advantage of this approach is that it provides query results
on streaming data in O(k), independent of the size of incoming data, using constant
memory.

Another technique proposed for duplicate detection is Reservoir Sampling based
Bloom Filter (RSBF), a hybrid of reservoir sampling and Bloom filter [14]. It uses
k Bloom filters, each of size s bits. Insertion of an element is performed after query
process. One hash function of each Bloom filter is reserved. If hash index associated
with each Bloom filter is found HIGH then element is considered as duplicate and
insertion is not performed. Else, insertion is performed by setting corresponding
k bits HIGH in k Bloom filters. To accommodate streaming data in fixed size
Bloom filters, random deletion is done by resetting k randomly selected bits to
LOW. RSBF uses same amount of memory as SBF, has fast convergence rate and
shows significant improvement in false negatives but it does not provide a significant
improvement in false positives.

Streaming Quotient Filter (SQF) is another duplicate detection algorithm based
on probabilistic data structures [15]. In proposed model, Dutta et al. use Quotient
filter for approximate membership query instead of Bloom filter. SQF maintains
a hash table and bucket associated with each element in hash table. Hashing is
done at two levels: first element is mapped to hash table and then correspond-
ing to hash table entry, hashing is done in bucket by using quotienting technique.
SQF performs efficiently in detecting false positives and false negatives but the pre-
processing time for converting data into binary form for quotienting and hashing at
two levels increases the computational time many folds. Another drawback associ-
ated with SQF is that because of clustering, operations like insertion and searching
are difficult to perform in parallel.

2.2 Counting Bloom Filter (CBF) and Its Variants

Counting Bloom filter, introduced by Fan et al. [17], uses a counter of c bits
where range of counter is {1, 2c − 1}. Based upon the hash indexes computed, i.e.
k
i=1hi(x) =k

i=1 Hi(x), insertion and deletion operations are performed on the counters.
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Whenever an element is added or deleted from the CBF, the corresponding coun-
ters are incremented or decremented, respectively. CBF is primarily used to answer
frequency queries. Although it can be efficiently used for applications where dele-
tion operation is required, the memory overhead for CBF as compared to standard
Bloom filter is significantly large and determining value of counter is a difficult pro-
cess. Number of variants of CBF have been proposed to overcome such issues and
maximize the storage of counting Bloom filter with minimum memory requirements
and less false positive and false negative rates.

Some important variants of CBF are discussed in this section. In Spectral Bloom
filter [12] value of smallest counter is increased when a new element is inserted and
query process returns minimum count for an element from the counter selected. It is
mainly used for storing the multi sets data and supports frequency query. Another
improvement in CBF was done by improving hashing technique and called d-left
counting Bloom filter [9], in which CBF with d-left hashing was used to calculate
index values of hash functions by dividing Bloom filter into sub tables. Use of this
efficient hashing in CBF leads to less number of collisions. It is used for element
lookups and fingerprint matching applications. Deletable Bloom filter [24], another
variant of CBF, optimizes the process of deletion by using probabilistic approach
for element removal. It keeps the record of regions with high collisions, i.e., the
regions where probability of deletion is quite high. The main aim of this variant is
to minimize false negatives. It finds application in source routing to avoid loops,
middle-box services like load balancer, firewalls, etc.

Recent variants of CBF include Variable Increment Counting Bloom Filter (VI-
CBF) and FingerPrint based Counting Bloom Filter (FP-CBF). In VI-CBF [25]
two different sets of hash functions are maintained, first set of hash functions, i.e.
Hk
i=1, decide the indexes on which increment is performed, and another set of hash

functions, i.e. Gk
i=1, decide the value from a set DL = {L,L + 1, . . . , 2L − 1} by

which increment is performed on the selected indexes. Same process is followed in
deletion operation. It decreases the false positives by a huge factor as compared
to standard CBF. Some limitations of VI-CBF are that implementation is more
complex, calculations for two hash functions lead to extra computational cost and
more bits are required to avoid overflow of counters.

Pontarekki et al. proposed FP-CBF [23], where each counter has some extra
bits denoted as fingerprint bits. The main idea behind the use of these bits is to
provide a second level check in querying operation and reduce false positive and false
negatives. Here each index of d bits is divided into counter bits (c) and fingerprint
bits (f = d − c). In insertion process, indexes for update are computed (based
on the k hash functions used) and corresponding to these indexes all counters are
incremented by one. A separate hash function Hfp is used to update the fingerprint
cell of all selected indexes with XOR operation. In querying process, values of
counters are checked and if all values are high then second level check is performed
by matching Hfp value of queried element with fingerprint cells. If values of Hfp

in all fingerprint cells match, query returns TRUE value. FP-CBF provides more
accurate results with minimum computational effort.
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2.3 d-Left Hashing

Hashing is another important aspect to determine the accuracy of a Bloom filter.
Variants of CBF use advance hashing techniques like double hashing [1], multiple
hashing [6], perfect hashing scheme [5], etc. Recently cuckoo hashing [16] has been
used in CBF which has shown drastic decrease in error rates. Major concern in
cuckoo hashing is that computational cost associated with swapping of elements is
quite high and pre-processing cost in insertion of each element is also quite high.
Another important hashing, d-left hashing refereed as perfect hashing technique, can
be used to reduce the collisions by great extent. Further, it is easy to implement
and requires less computational and pre-processing cost.

d-left hashing is a minimal perfect hashing approach, where a hash table of
size M is divided into d sub tables of size md, where md = M

d
. Each element in

sub table is referred as bucket Bi and b denotes the maximum capacity of bucket.
During insertion operation, k hash functions are used to compute the hash indexes
and select the buckets. New item is placed in the bucket which is least loaded.
If there is tie between two buckets then bucket on left side is selected to perform
insertion operation.

For an element ui ∈ U , hash functions are calculated as:

∀ki=1 (κi(ui) = `1(ui) + i× `2(ui) mod m). (2)

Each hash function κi(.) selects ith bucket from a sub array. Double hashing
is used for hash function generation, where two independent hash functions `1(x)
and `2(x) are used to generate k hash functions such that ∀i|i < k. To get best
results of this scheme, m should be prime, so size of array and number of buckets
should be choosen in such a way that m

d
returns a prime number. This technique

leads to less inter-hash function collision; further, usage of only two hash functions
to generate all k hash functions decreases the computational overhead. Theoretical
and experimental evidences prove that it helps in reduction of collision as a huge
factor [9, 19].

3 PROBLEM STATEMENT

The main emphasis of the paper is to detect duplicate data sets in the data stream.
The problem can be summarized as: Given an input stream S = {x1, x2, . . . , xi, . . . ,
xn} with N elements; where N → ∞, i.e. unbounded stream of data, identify
whether xi appears in S or not in a given space M , where (M << N). Challenges
associated with duplicate detection include:

1. Preprocessing effort for each element should be minimum for fast results.

2. Eviction of stale data is necessary as the memory size of the filter is fixed.

3. Response time for query should be minimum and independent of the size of
data.
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4 PROPOSED WORK

Figure 1. Structure of FP-SBF

To solve the duplicate detection task efficiently using minimum memory some
approximation based processing techniques need to be applied on streaming data.
A variant of Stable Bloom filter (SBF) named as FingerPrint Stable Bloom filter
(FP-SBF) is proposed to detect duplicates in streaming data. FP-SBF is an array
of indexing [1, . . . ,m] of size M where each element of array is represented by d bits
(i.e. M = m×d). d bits of each element are further divided into two parts: c bits for
buckets and f bits for fingerprint as indicated in Figure 5. Bucket bits (c bits) are
used as counter, where range of counter values is <c ← {1, {Max = (2c − 1)}} and
f = (d − c) bits are fingerprint bits, also called FingerPrint Cell (FPC). FP-SBF
uses d-left hashing with (k + 1) hash functions, where k hash functions are used to
select the appropriate index from m elements and update bucket’s counter to Max
and one hash function Hfp is used to update fingerprint cell of each selected index.
Since available memory space is fixed, old data should be evicted to make room for
new data. Parameter ξ called Eviction Rate (ER) is used to control the eviction of
stored data in Bloom filter.

The task of detecting duplicate from the streams using FP-SBF consists of fol-
lowing steps (Algorithm 1):

1. Detection: Query the existing data to find whether current data element xi
exists in the filter or not.

2. Deletion: Remove the data randomly by decrementing the values of buckets to
make spaces for new incoming elements.

3. Insertion: Insert the data in the filter by updating the corresponding bucket
and fingerprint cells, if the element is not present in the array.
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Algorithm 1 Duplicate Detection in Streams (DDS) using FP-SBF

1: procedure DDS(FP-SBF[], S,Hk, Hfp) . Check whether xi element is present
in the stream or not

2: for ∀xi ∈ S do
3: if Detection(xi) == TRUE then . Duplicate detected
4: Element appeared previously in the filter, no insertion

required

5: else
6: if Random(ξ) > Threshold then . Check for threshold and then

insertion is performed
7: Delete()
8: end if
9: Insert(xi)

10: end if
11: end for
12: end procedure

4.1 Detection

To detect an element xi in FP-SBF, k+1 hash functions Hk
1 and Hfp are used. Cor-

responding to k hash functions, indexes are generated, i.e. hk1 ← Hk
1 , and following

checks are performed (Algorithm 2):

1. If any of the bucket corresponding to hk1 is set to zero, duplicate detection
mechanism returns false, i.e. xi /∈ (x1, . . . , xi−1).

2. If all buckets are non-zero, Hfp(xi) is computed for xi and all fingerprint cells of
indexes hk1 are checked. If Hfp(xi) is not found in any FPC, duplicate detection
mechanism returns FALSE, i.e. xi ∈ (x1, . . . , xi−1).

3. If step 1. and 2. (mentioned above) are false then xi is duplicate, i.e., it is
previously seen in the stream (x1, . . . , xi−1), hence no need to perform further
operations.

Deletion and insertion operations are invoked when detection process fails, i.e.,
element is not found in the stored stream. False positives may occur in the detection
due to hash function collision of two different elements, i.e., bucket set high by xi
returns detection results as TRUE, resulting in identification of a distinct element
as duplicate element.

A false negative in duplicate detection on streamed data occurs when a duplicate
element (xi) is wrongly reported as a distinct element. Eviction process in FP-SBF
leads to decrement the value of buckets to zero, i.e., for an element which is present
in stream, the value of bucket is decremented to zero and this element is regarded
as a distinct element although it is a duplicate element.
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Figure 2. Flowchart of detection process in FP-SBF

4.2 Deletion or Eviction of Data

To accommodate unbound data in constant memory, it is necessary to evict the data
at regular intervals. FP-SBF applies an optimized deletion approach which evicts
the data quickly and decreases false positives (Algorithm 3).

Algorithm 2 Detection

1: procedure Detection(FP-SBF[], xj, Hk, Hfp)
2: ∀i|(1 < i < k) Calculate hash hki=1(xj)← Hk

i=1(xj)
3: if (∀i|(1 < i < k)), [hki=1(xj) > 0] then
4: hfp(xj)← Hfp(xj)
5: if (∀i|(1 < i < k)), [FPCi = hfp(xj)] then
6: Return TRUE
7: else
8: Return FALSE
9: end if

10: else
11: Return FALSE
12: end if
13: end procedure
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k indexes are selected randomly with probability p and decremented by a value z,
s.t. z ∈ (1, 2, . . . , 2c − 1). Deletion process is invoked after i iterations where i is
selcted randomly. This process is controlled by Evicting Rate (ER) parameter ξ()
<ξ → {0, 1}). Steps followed to accomodate incoming data are:

1. In every iteration, check if Random(ξ) returns a value more then defined thresh-
old, where Random(ξ) is a function which generates random values as per the
value of ξ provided to it. If Random(ξ) is greater than defined threshold then
deletion is performed else steps 2. to 4. are skipped

2. If step 1. is false, i.e., threshold is not reached, select k index, i.e., hk1(D) for
deletion where probability of any cell being selected is ( p

m
).

3. Select a random value of z for each selected index hk1(D) from a given range
<z → {1, 2c − 1}.

4. For each index selected in step 3. decrement the value of bucket by z.

Deletion frequency can be increased by increasing value of ξ. Fingerprint cell of
selected indexes remains unaffected in the deletion process.

Figure 3. Flowchart of eviction process in FP-SBF

4.3 Insertion

To insert an element xi, k + 1 hash functions are used. Steps followed for insertion
of an element are (Algorithm 4):
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Algorithm 3 Deletion Process

1: procedure Delete(FP-SBF[], pd,<z)
2: Select k cells from m with probability p
3: Lki=1 are the selected cells for decrement operation.
4: Select a value to be decremented from each bucket

5: z ← Random(<z)
6: (∀i|(1 < i < k)) Bucket [Li] = (Bucket [Li]− z)
7: end procedure

1. Hashing is done to get the indexes, i.e. hk1(xi)← Hk
1 (xi).

2. Buckets are updated:
Set(hk1(xi)) = Max

where Max = (2c − 1).

3. Fingerprint cell is updated:

hfp(xi)← Hfp(xi).

hfp(xi) is used to update the corresponding FPC of selected indexes. FPCi ←
(FPCi) XOR (hfp(xi)).

Figure 4. Flowchart of insertion in FP-SBF

4.4 Stable Property (SP)

Stable property assures that after ` iterations, the fraction of zeros in SBF/FP-SBF
will be fixed, i.e., they will not depend on any parameter. In FP-SBF number of
iterations ` required to achieve SP is depended on eviction rate ξ. It has been proved
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Algorithm 4 Insertion in FP-SBF

1: procedure Insert(FP-SBF[], xj, Hk, Hfp)
2: (∀i|(1 < i < k)) Calculate hash hki=1(xj)← Hk

i=1(xj)
3: (∀i|(1 < i < k))Set(Bucket [hi]← Max )
4: hfp(xi)← hfp(xj)
5: (∀i|(1 < i < k)) do
6: FPCi ← (FPCi) XOR hfp(xj)
7: end procedure

theoretically and experimentally that SP plays an important role in determining false
positive rate.

Theorem 1. In FP-SBF with m cells, each cell is updated to Max with a prob-
ability pi = ( k

m
) and each cell is decremented by a value z ∈ (1, . . . , 2c − 1) with

a probability pd = ( p
m

). The probability that cells become zero after N iterations as
N →∞ is constant. i.e.

lim
N→∞

N∑
i=1

Pr(ASBFi = 0)⇒ Constant

where ASBFN is value of cell at the end of N iterations.

Proof. For each element of stream, three possible operations are detection, deletion
and insertion. Only deletion and insertion will effect the values of buckets. After
N operations, a bucket can be set to Max ≤ N times and decremented with certain
value < N times. Let pi be probability of a bucket to be selected for insertion given
by pi = k

m
; pd be probability of a bucket to be selected for deletion, i.e. pd = p

m
, and

ξ be Evicting rate for FP-SBF. Al denotes that no insertion has been performed in
the bucket in recent l iterations (l < N); probability of event Al is given by:

Pr(Al) = (1− pi)lpi. (3)

AN denotes that no insertion is performed in any bucket in N iterations, its
probability is:

Pr(AN) = (1− pi)N . (4)

Since no insertion operation is performed in a particular bucket for N iterations,
probability of having value zero in that bucket following event AN is:

Pr(ASBFN = 0|AN) = 1. (5)

P0, probability that after deletion operation value of bucket is zero is:

P0 = ξ × pd × Pr(Pi = 0|(FP − SBF [i] = x)) (6)
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where value of Pr(Pi = 0|(FP − SBF [i] = x)) is dependent on the current value in
the bucket and z value selected from Deletion Value Set (1, 2c − 1) is given by:

Pr(Pi = 0|(FP − SBF [i] = x)) =
∆[(z ≥ x)&(z ∈ DVS )]

∆(z ∈ DVS )
. (7)

∆() is function which counts the number of values of z ∈ DVS , to calculate the
sample space and favorable events for deletion.

When a bucket follows event Al, the probability that after N iterations where
N > l the decrement operation will reset the bucket value to zero is given by:

Pr(ASBFN = 0|Al) =
l∑

j=Max

(
l

j

)
P j
0 (1− P0)

l−j. (8)

Thus, for a random element, probability Pr(ASBFN = 0) that the bucket is
zero after N iterations is given by:

Pr(ASBFN = 0) =
N−1∑
l=Max

[Pr(ASBFN = 0|Al)Pr(Al)]

+ Pr(ASBFN = 0|AN)Pr(AN).

(9)

In FP-SBF, if bucket is not set to Max in l iterations, more then one oper-
ations are required to decrement its value to zero, i.e., for l ≤ Max cell can be
decreased to zero and for l = N AN event occurs. So from Equation (9) it is proved
that limN→∞ Pr(ASBFN = 0). Hence, proposed FP-SBF follows stable property
principle of standard SBF efficiently and with less computational complexity. 2

Definition 1 (Convergence Rate (CR)). From the stable point property, each
bucket has fixed probability of being set to Max and constant probability of being
reset to zero after certain iterations. P0, probability that a cell becomes zero is same
for all buckets. Thus, expected number of zeros in FP-SBF converges exponentially
and Convergence Rate (CR) can be derived using Equation (9):

CR = Pr(ASBFN = 0)− Pr(ASBFN−1 = 0). (10)

Definition 2 (Stable point). It is the expected fraction of zeros in SBF, when data
is unbounded. Using Theorem 1 probability of values in bucket being set to zero is
constant, i.e.

Pr(ASBFN = 0) =
N−1∑
l=Max

[Pr(ASBFN = 0|Al)Pr(Al)]

+ Pr(ASBFN = 0|AN)Pr(AN).

(11)
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Let H be the number of cells that are set to Max and L be the number of cells
that are decremented to zero after certain number of iterations (from Theorem 1),
then expected number of zeros in FP-SBF, i.e. stable point property of FP-SBF, is
given by (ZSP ):

ZSP =

(
1

1 + 1
L( 1

H
− 1

m
)

)Max

. (12)

The optimization in the decrement operation will help to achieve stable point in
FP-SBF in less number of iterations with less computational complexity, which will
further help to detect parameters like false positives and negatives at earlier stage.

4.5 False Positives (FPs) Analysis

Theorem 2. When SBF reaches a stable point, the FPs is given by:

FP = FFP-SBF −RFFPC

where FFP-SBF is error due to collision in buckets of FP-SBF and RFFPC denotes
the reduction factor in FPs due to fingerprint cells.

Proof. False positives are generated when distinct element in the stream is wrongly
reported as duplicate. FPs are directly dependent on number of zeros at particular
point in FP-SBF, i.e., when stable point is reached FPs can be estimated. Change
in fingerprint cell of each bucket helps to improve FPs by providing a second level
check. In case of collision in the buckets, FFP-SBF is dependent on the number zeros
in the filter. More the number of zeros, less the collisions and less FPs. When stable
point is reached, number of zeros becomes constant and after certain iterations,
H buckets are set to Max and L are decremented to zero; FFP-SBF is given:

FFP-SBF =

(
1

1 + 1
L( 1

H
− 1

m
)

)Max

. (13)

RFFPC is the reduction factor in detection procedure due to fingerprint cells
when all buckets corresponding to hash indexes are high. It acts like a second level
check on these f bits. Since the possibility of FPs is one out of 2f cases in finger-
print cells, it helps in reducing the FPs by a fixed factor. Assuming that insertion
operation is performed I times on k indexes (equal to number of hash functions)
and fingerprint cells are updated by XOR operation; RFFPC , the probability of not
having collision in f bits in m FPC’s is:

RFFPC =

[(
2f − 1

2f

)(
1

m

)(
I

1

)(
1− 1

f

)I−1]k
. (14)
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From Equations (13) and (14), FPs in FP-SBF are given by:

FPs =

(
1

1 + 1
L( 1

H
− 1

m
)

)Max

−

[(
2f − 1

2f

)(
1

m

)(
I

1

)(
1− 1

f

)I−1]k
. (15)

Thus, the use of fingerprint cell helps to reduce the FPs by a significant factor
and improve the accuracy of the duplicate detection system. 2

4.6 False Negative Rate (FNs) Analysis

Theorem 3. At stable point FNs for FP-SBF are given by:

FNs = FRFP-SBF + EFPC

where FFP-SBF is error due to deletion operation on buckets of FP-SBF and EFPC
denotes the error in fingerprint cell due to the collision of Hfp function.

Proof. A false negative in duplicate detection on streamed data occurs when a du-
plicate element (xi) is wrongly reported as distinct element. This happens during
decrement operation when some buckets associated with hashed indexes of xi are
decremented to zero, before appearing in the stream or there is a mismatch in fin-
gerprint cells when all the buckets have high value corresponding to xi.

Suppose xi appears second time in the stream after δ iterations and hj=kj=1(xi)
denotes the corresponding hash indexes and pij is probability that a particular cell Cj
is set to Max. In δ iterations, some bucket from hj=kj=1(xi) are reduced to zero. The
probability of error due to buckets resetting (FRFP-SBF) is same as in Equation (9);
given by:

FRFP-SBF = 1−
k∏
j=1

(1− Pr(ASBFδ = 0)) (16)

and probability that after δ iterations a particular bit of FP-SBF is zero, i.e.
Pr(ASBFδ = 0), is given by:

Pr(ASBFδ = 0) =
δ−1∑

l=Max

[Pr(ASBFN = 0|Al)Pr(Al)]

+ Pr(ASBFN = 0|AN)Pr(AN).

(17)

So FN is function of δ and pij given by:

FRFP-SBF = 1−
k∏
j=1

(1− Pr(δj, pij)). (18)
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EFPC , chance of false negatives due to error in Hfp hash function in fingerprint
cell is due to the collision in changing bits because of XOR operation in δ itera-
tions. In m size array, selected k FPCs are checked and mismatch in any of them
leads to failure in detection process, i.e., a duplicate is reported as distinct element.
After f iterations, chances that erroneously reported elements are 1 out of 2f for δ
iterations using k hash function is given by:

EFPC =

[(
1

2f

)(
1

m

)(
δ

1

)(
1− 1

f

)δ−1]k
. (19)

FNs for FP-SBF is given by:

FNs =

(
1−

k∏
j=1

(1− Pr(ASBFδ = 0))

)
+

[(
1

2f

)(
1

m

)(
δ

1

)(
1− 1

f

)δ−1]k
.

(20)
Use of FPCs shows great improvement in decreasing the FPs of FP-SBF in all

cases. 2

Theorem 4. For given inputs k, Max , f , FPs and Hfp; processing each data item
of the stream requires O(k+ 1) time which is independent of the size of Bloom filter
and the incoming data stream.

Proof. In duplicate detection, the primary goal is minimization of error rates while
using constant space, and time complexity in the detection process should be inde-
pendent of the nature and size of data stream, i.e., there should be constant pro-
cessing time for each element. First step in duplicate detection is to check whether
an element is seen previously in the stream or not. For this first k hash functions
are computed for buckets and then one hash function is calculated for fingerprint
cell. For given parameters k, Max , f , FPs with constant values, there is no effect of
element and the detection process is also independent of the size of Bloom filter (m)
(Algorithm 1).

From Algorithm 1 and analysis performed above it is concluded that processing
time in duplicate detection is only dependent on number of hash functions, i.e.
O(k + 1). 2

5 OBSERVATIONS AND ANALYSIS

The theoretical analysis has been provided in previous sections for some important
parameters, i.e. Max , H, L, m, ξ, false negatives (FN ) and false positives (FP);
where H is number of cells set to Max in insertion operation (i.e. equal to number
of hash functions), L denotes the number of cells selected for the decrement operation
and m is fixed amount of memory used for the Bloom filter.

False positives can be bounded according to user specified requirements. Since
the false negatives in the fixed amount of memory are depended on deletion operation
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they cannot be bounded in specified limits. Two parameters, desired false positive
(FP) rate and size of the Bloom filter (m) are taken as input from user and other
parameters like Max , H, L are selected in such a way that false negatives are
minimal. The parameter ξ is also user defined and helps to control the frequency of
deletion operation.

For user defined FPs , m and for constant values of Max and H; L is defined as:

L =

 1(
1

(1−FPs1/H)
1/Max − 1

)
(1/H − 1/m)

 . (21)

Equation (21) helps to find value of L, i.e. number of cells selected for decrement
operation. From the value of L (calculated in Equation (21)) pd, the probability
of selecting cells for decrement, and P0, probability that after certain decrement
operations value of cell is zero, can be derived.

Parameter H is equal to the number of hash functions used (k). E(FN) denotes
the expected number of false negatives in the stream. Optimal value of H should be
selected to minimize the FNs. With Ñ as the number of false negatives in a stream
of N elements, E(FN) is:

E(FN) =
Ñ∑
i=1

(Pr(FNRi)) , (22)

E(FN) =
Ñ∑
i=1

((
1−

k∏
j=1

(1− Pr(ASBFδ = 0))

)

+

[(
1

2f

)(
1

m

)(
δ

1

)(
1− 1

f

)δ−1]k . (23)

The value of Max is dependent on size of input data and the number of hash func-
tions used. Optimal value of Max can be derived from Equation (23) by minimizing
FNs . For efficient memory utilization Max should be set 2c− 1. The remaining bits
that are not allocated to counter are used as fingerprint bits. For fixed amount of
cells when value of Max is increased, the effectiveness of fingerprint cell is reduced.

The optimization in deletion process is controlled by user defined parameter ξ
and Rand(ξ) function is used to set the frequency of deletion operation; larger the
value of ξ more frequently the deletion operation is performed and vise versa.

All the experiments have been performed on i7-3612QM CPU @ 2.10 GHz with
8 GB of RAM. To maintain the uniformity in the results CityHash 64 bit library [2]
is used to calculate two hash functions in double hashing. Data set of 100 k el-
ements with 70 % distinct entires and 30 % duplicate entires has been generated
using R-studio.
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a) b)

c) d)

e) f)

Figure 5. False negatives variation with different parameters
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Figure 6. Stable point

Comparative analysis has been performed between SBF, RSBF and FP-SBF. All
the experiments indicate that the proposed approach outperforms SBF and RSBF;
both the approaches used for duplicate detection in the streamed data using Bloom
filters.

Figure 5 shows the impact on false negatives with variations in size of Bloom
filter (m), size of counter in bucket (Max ), number of fingerprint bits (f), number
of hash functions (k) and false positives (FP). All results have been evaluated using
fixed values for the required parameters.

As shown in Figure 5 a), false negatives decrease with the increase in size of
Bloom filter; the more the space, the less the effect of deletion operation and
the less the false negatives. Figure 5 b) indicates the change in false negatives
with respect to fingerprint bits in FP-SBF; since the results of SBF and RSBF
are not effected by value of f , so false negatives remain the same. In FP-SBF
first false negative increases when f is small; for f = 3, the accuracy is same
as in the RSBF, but as the value of f increases, the acurracy of the proposed
scheme increases. Figure 5 c) indicates that as the number of hash functions in-
creases more positions need to be checked, increasing the chances of false nega-
tives. With the change in predefined false positives the changes in false negatives
are indicated by Figure 5 d) showing that the more the FPs , the bigger error is
allowed; the less deletion operations, the less false negatives appear. δ denotes
the average number of iterations between two similar items in the stream, effect
of δ on false negatives is shown in Figure 5 e) which clearly shows that as the
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a) b)

c) d)

Figure 7. False positives variation with different parameters

value of δ increases, duplicates are detected after more iterations, hence more dele-
tion operations are performed between two similar elements, so chances are high
that a duplicate is detected as a distinct element. Figure 5 f) shows the change
in false negatives with respect to bucket size Max ; the larger the bucket size, the
more operations are required to reset it to zero and the less false negatives ap-
pear.

Figure 6 depicts the number of iterations required to achieve stable point,
i.e. constant fraction of zeros in the Bloom filter. Initially, the filter is empty
so number of zero is 100 %. As the number of iterations increases, more inser-
tion operations are performed and number of zeros is reduced; after some time
deletion operation is also performed and later number of zeros becomes constant.
Both RSBF and FP-SBF perform efficiently in achieving the stable point but FP-
SBF has the advantage of controlling the deletion operation by using optimized
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deletion process which reduces the number of iterations required to reach stable
point.

Figure 7 provides the false positives analysis which shows that with the use of
finger print bits false positives are drastically reduced in the FP-SBF, as compared
to RSBF and SBF. In Figure 7 a) false positives increase with the size of counter in
bucket, but the use of fingerprint bits in the FP-SBF helps to reduce it to a great
extent. Figure 7 b) shows that the more the number of fingerprint bits used the
less false positives appear in duplicate detection task. Figure 7 c) indicates that the
larger the size of Bloom filter used, the less false positives appear. Number of hash
functions is always a critical factor in the Bloom filter, Figure 7 d) shows that the
more hash functions used, the less false positives appear.

6 DISCUSSION

FP-SBF uses fingerprint bits to improve the accuracy of the task and there are cases
when false negatives increase with the reduction in false positives. Few use cases
are discussed below to analyse the output in various scenarios.

• Parameter tunning in FP-SBF which can decrease the false positives to minimum
level is:

MFP ((Max > 3), (f > 3), (m > 5× 105), (k > 5)). (24)

Case I – where FP-SBF can be used successfully – includes:

– IoT data streams, where data is coming from number of sensors, FP-SBF
can be used to check the identity of the sensors.

– Detection of the first time user in real time data streams of online shop-
ping platforms for promotional strategies.

– Detection of the active users in social networking websites like Twitter,
Facebook, etc., from the number of posts registered in the given time
span t.

• Parameter tunning in FP-SBF which can decrease the false negatives to mini-
mum level is:

MFN((δ < 1 000), (Max > 4), (f > 4), (m > 4× 106), (2 < k < 5)). (25)

Case II – where FP-SBF might not be the best option – includes:

– Medical domain, where life saving critical decisions need to be taken.
– Surveillance and monitoring of real time data for security and safety

purposes.
– Online detection of financial frauds like credit card fraud, money laun-

dering activities, illegal betting, etc.
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7 CONCLUSION

Duplicate detection task on streaming data in one pass is among the most impor-
tant tasks associated with in-stream analytics. To accommodate unbounded data
and detect the duplicate in stream, the proposed framework FP-SBF uses advanced
stable Bloom filter with fingerprint bits to decrease error rate. d-left hashing has
been used which leads to less collisions and update minimum number of counters in
insertion operation. Further d-left hashing improves the accommodation capacity
of Bloom filter and improve accuracy in results. A randomized approach in dele-
tion process is used to reduce the computational overhead as compared to existing
technique. Results achieved clearly indicate that the proposed framework performs
efficiently for duplicate detection problem and further parameters can be tunned
according to specific application’s requirement.
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Abstract. Due to the recent arrival of Kinect, action recognition with depth im-
ages has attracted researchers’ wide attentions and various descriptors have been
proposed, where Local Binary Patterns (LBP) texture descriptors possess the prop-
erties of appearance invariance. However, the LBP and its variants are most
artificially-designed, demanding engineers’ strong prior knowledge and not discrim-
inative enough for recognition tasks. To this end, this paper develops compact
spatio-temporal texture descriptors, i.e. 3D-compact LBP(3D-CLBP) and local
depth patterns (3D-CLDP), for color and depth videos in the light of compact bi-
nary face descriptor learning in face recognition. Extensive experiments performed
on three standard datasets, 3D Online Action, MSR Action Pairs and MSR Daily
Activity 3D, demonstrate that our method is superior to most comparative methods
in respects of performance and can capture spatial-temporal texture cues in videos.

Keywords: 3D pixel differences vectors, compact binary face descriptor, feature
fusion, human action recognition, RGB-depth videos

Mathematics Subject Classification 2010: 68Txx

1 INTRODUCTION

As an important field of computer vision, human action recognition (HAR) has
acquired many researchers’ attention and been extensively used in our real life,
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such as human-computer interaction, smart video surveillance and assisted liv-
ing. Researchers mainly focus on recognizing actions from common videos in the
past, facing with the challenge of variable illuminations, cluttered background and
partial occlusions. Lately, due to the prevalence of low-cost depth sensors like
Kinect, color and depth data are more easily to access simultaneously. Comple-
mentary to color images, depth images are robust to the change in lighting con-
ditions and background, also can provide 3D structure of the object. Color im-
ages can offer more color, texture and appearance information than depth im-
ages. Consequently, more researchers are paying attention to recognize actions
with color and depth images, namely RGB-D action recognition [7, 12, 20, 27,
28].

It has been shown that texture features are always important descriptors for
the task of recognition, like the Local Binary Pattern (LBP) [1]. However, there
are two issues when employing such features to recognize action from depth images.
For one thing, most texture feature descriptors [2, 3, 4, 5, 17] require engineers’
strong prior knowledge to determine the threshold, which is a constant during the
process of encoding texture information such that it does not work for different
datasets. For another, we cannot obtain discriminative LBP feature from depth
images due to the lack of texture information. To solve the mentioned problems, we
respectively develop 3D-compact local binary patterns (3D-CLBP) and local depth
patterns (3D-CLDP) descriptor for color and depth images in this paper built on the
Compact Binary Face Descriptor (CBFD) learning [22], which allows us to learn local
binary patterns from raw pixels automatically. Furthermore, two fusion features are
presented for RGB-D action recognition with developed 3D-CLBP and 3D-CLDP
descriptor, thus they can simultaneously possess the texture characteristic of color
and depth data.

As depicted in Figure 1, both color and depth videos are divided into non-overlap
space-time volumes. The pixel differences vectors (PDVs) of volumes with same
spatial locations and through the overall time are first extracted, then used to learn
a spatial projection. To obtain compact and robust binary coding, we project all
PDVs into binary vectors by learned spatial projections, and aggregate those binary
vectors to low-dimensional LBP features. We further improve the discriminability
of those LBP features by jointly employing the sparse coding and spatial-temporal
pyramid pooling. In the end, we adopt the feature-level and decision-level fusion to
simultaneously capture texture cues from color and depth data.

The main contributions of our work can be summarized as below:

1. Considering that the difference between central pixel and neighboring pixels
may change both spatially and temporally when motion occurs, we propose
a method to extract PDVs from a spatio-temporal volume using the difference
of the former and later frames’ neighboring pixels (central pixel) to current
frame’s central pixel (neighboring pixels).

2. Our 3D-CLBP and 3D-CLDP descriptors are extensions of CBFD, which
straightly learn spatial thresholds from raw spatio-temporal pixels, making them
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Figure 1. The pipeline of our developed method for action recognition with color and
depth data. The pipeline presents the process of developing our 3D-CLBP descriptors for
color videos. Likewise, we can develop our 3D-CLDP descriptors for videos in depth chan-
nel. In the end, two fusion techniques are used to achieve the task of action recognition.

more selective and suitable for different datasets than hand-crafted descriptors
since we do not require engineers’ strong prior knowledge.

3. We investigate different fusion methods to explore simultaneously preserving
texture cues in color and depth data, further validate these methods in experi-
ment to demonstrate the complementary nature of RGB and depth information
in action recognition task.

The rest of our paper is organized as follows. The related work is given in
Section 2. Section 3 describes detailed process of our compact binary codes learning
in videos. The introduction of our classification and fusion methods are contained
in Section 4. Section 5 reports the experiment parameters tuning and experiments’
results on three datasets. Conclusions of this paper are given in Section 6.

2 RELATED WORK

This section first reviews some related researches on action recognition using LBP-
like features from depth channel. We also briefly investigate some existing fusion
works utilizing the data from color and depth channel.

Li et al. [6] first reported the work of action recognition from depth sequences.
Afterwards, a variety of descriptors have been proposed, such as Spatio-Temporal
features [8, 9, 11, 12, 20], Shape-motion features [13, 15, 16], and Texture descrip-
tors [17, 18, 19]. Among those, texture descriptors are robust to subjects’ clothing,
appearance, and can capture substantial texture variations in the video. However,
there is absence of abundant color and texture cues in depth images such that most
extended LBP descriptors developed for color videos are not available in depth im-
ages sequence. To this end, the work [17] first projected an entire depth video into
Depth Motion Maps (DMMs) from three projection views (front, side and top), then
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employed the LBP descriptor on these projected DMMs. Later, Bulbul [18] respec-
tively calculated the LBP and Edge Oriented Histograms (EOHs) within overlap-
ping and non-overlapping blocks on DMMs to extract local texture and dense shape
information. The DMMs can provide adequate texture information for action recog-
nition and well solve the variation of different videos’ duration. Nevertheless, the
work [19] indicated that the DMMs are presentation of entire depth video, cannot
possess the motion and appearance information in temporal. Toward this problem,
they extracted space-time auto-correlation of gradients as a complementary feature
to conquer the loss of temporal information in the process of generating DMMs.
Instead of computing LBP feature from DMMs, the work in [21] put forward the
Gradient-LBP (G-LBP) descriptor to encode facial information from 2D depth im-
ages. The common fault of above works is that these existing LBP-like descriptors
are all hand-crafted, which demands engineers’ strong prior knowledge. To eliminate
the defect of hand-crafted LBP descriptors, Lu [22] proposed a compact binary face
descriptor (CBFD) learning for face recognition. With CBFD learning, obtained
binary codes can evenly distribute at each bin and contain more discriminative in-
formation than hand-crafted descriptors. Enlightened by this, we attempt to extend
the CBFD learning in 2D images to 3D videos in this paper.

In the light of complementary nature of color and depth information, some
earlier works using both color and depth data in different recognition tasks can
be found in those works. For instance, Ni et al. [7] derived Depth-layered multi-
channel Spatio-Temporal Interest Points (STIPs) and 3D Motion History Images
(3D-MHIs) from primitive STIPs and MHIs to fuse color and depth information for
activity recognition. They also show a fusion framework to localize complex activ-
ity in videos by integrating information from grayscale and depth images in [23].
Zhu [24, 25] investigated some previous depth features developed for HAR, further
combined these features and STIPs-based feature in color channel with various fu-
sion schemes. Considering that features from RGB and depth channel share some
similar structure, the works [26, 27, 28] explored the relationship between visual and
depth features with different learning methods, which projected visual and depth
features into a common subspace. The difference between them is that the work [26]
projects Local Flux Feature (LFF) extracted from RGB and depth channel into
a hamming subspace, while the works [27] and [28] learn the projection with label
information. Similar to above learning methods, the works [29] and [30] respectively
utilized graph-based genetic programming (RGGP) and regularized reconstruction
independent component analysis deep network to build the relationship between
RGB and depth modality for recognition tasks. Besides, Jia et al. [31] treated
action data as fourth-order tensor, and discovered the correlation between RGB
and depth modalities with cross-modality regularized transfer learning. Zhang and
Parker [32] detected STIPs in saliency maps constructed by color and depth videos,
then calculated 4-dimensional color-detph (CoDe4D) orientation histogram descrip-
tor on each interest point. Results of above methods fully highlight that combining
color and depth data can benefit to the task of action recognition, leading us to
obtain selective representation for action recognition with our developed color and
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depth feature. Moreover, Kong and Fu [36] proposed the bilinear heterogeneous
information machine (BHIM) to learn cross-modal features for RGB-D action recog-
nition, which captures heterogeneous visual and depth information simultaneously.
While Shahroudy et al. [41] utilized a deep autoencoder-based nonlinear common
component analysis network to discover the shared and informative componets of
RGB and depth data for an action. With the development of deep learning, many
convolution neural networks (ConvNets) based methods were proposed for action
recognition and obtained promising recogniton performance. Karpathy [37] and
Tran [39] respectively utilize a deep 3-dimensional convolutional network (3D Conv-
Net) to recognize actions in video. Simonyan and Zisserman [38] proposed a two
stream framework which employ two ConvNets to respectively extract features from
appearance and motion streams then fuse the results for recognition. To deal with
excessive computational cost when applied 3D ConvNet on long video sequences, the
temporal segment network (TSN) [40] was proposed based on long-range temporal
structure modeling. However, those ConvNets based methods need a great deal of
training samples and have no evident advantage over traditional methods for our
concerned small RGB-D datasets in this paper.

3 COMPACT BINARY CODES LEARNING

We first elaborate the motivation of our 3D pixel difference vectors (PDVs) extrac-
tion, then present how to compute discriminative 3D-PDVs from a spatio-temporal
volume in this section. In the end, we extend the Compact Binary Face Descriptor
(CBFD) learning in face images to videos.

3.1 Motivation and 3D PDVs

For a video, previous methods always calculate the differences between central pixel
(or neighboring pixels) of current frame and neighboring pixels (or central pixel) of
frames before (after) it, then compare the differences of both to obtain binary values.
Such methods can miss the information of current frame since the pixel of current
frame will be easily counteract when it is greater or less than corresponding pixels
before and after the current frame. Moreover, we observe that the pixel at central
location (x, y) of current time t may shift to neighboring location (x+ ∆x, y + ∆y)
at time t−∆t or t+ ∆t when motions happen and vice versa. This stimulates us to
find a better way to capture textures dynamic changes during motions occurrence.

Let {V c
n , V

d
n }, n = 1, 2, . . . , N0 be N0 color-depth video pairs in the dataset.

For a video V c
n (or V d

n ), it’s often divided into some space-time volumes {V c
ij,k, i =

1, . . . ,M ; j = 1, . . . , N ; k = 1, . . . , F} of fixed size, like 20×20×5 in our experiment,
by M × N × F grids. To obtain discriminative pixel differences vector PDVij,k
of a spatio-temporal volume V c

ij,k, our method not only calculates the differences
between current frames’ central pixel and the former (latter) frames’ neighboring
pixels, also measures the differences between the former (latter) frames’ central pixel
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Figure 2. Illustration of our method to extract PDVs from a volume both spatially and
temporally. Here we just show the process of calculating the frames at time t−∆t and
t+ ∆t to current frame at time t. The same process can be used for depth data after
computing the gradient of each frame.

and current frames’ neighboring pixels, so that it can better capture the dynamic
change of texture both spatially and temporally.

As depicted in Figure 2, given a 20× 20× 5 volume V , central point nc and its
neighbors ni, i = 0, . . . , 7 at time t, t−∆t and t+ ∆t, ∆t = 1, 2. We first compute
the pixel differences between nc at time t and ni at time t−∆t, t+ ∆t, respectively
written as

di1(∆t) = Inc(t)− Ini
(t−∆t), di1(∆t) = Inc(t)− Ini

(t+ ∆t), ∆t = 1, 2 (1)

where Inc(t) denotes as the pixel value of nc at time t. Likewise, we measure the
pixel differences between nc at time t − ∆t, t + ∆t and ni at time t, which can be
represented as

di2(∆t) = Ini
(t)− Inc(t−∆t), di2(∆t) = Ini

(t)− Inc(t+ ∆t), ∆t = 1, 2. (2)

Upon obtaining di1(∆t), di2(∆t), di1(∆t), di2(∆t), i = 0, . . . , 7 at time t − ∆t, t +
∆t,∆t = 1, 2, the distance of current frame to frames before and after it, respectively
denoted as Di and Di, can be defined following

Di =
2∑

∆t=1

(|di1(∆t)|+ |di2(∆t)|), Di =
2∑

∆t=1

(|di1(∆t)|+ |di2(∆t)|). (3)

Then, the difference between Di and Di of each pixel in volume V forms the final
PDV. In respect of depth videos, we first compute the gradient information of each
frame, then extract PDVs from depth videos with Equations (1), (2) and (3).
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3.2 CBFD Learning

The CBFD has been proven to be more effective than conventional LBP descriptors
in face recognition due to learning binary codes automatically instead of manually
designing an encoding method. Herein, we extend CBFD learning in 2D images to
3D videos. Given all PDVs {PDV cm

ij,k,m = 1, . . . , N1} from N1 training color videos,
we aim to train M × N projections ωij, i = 1, . . . ,M , j = 1, . . . , N . For different
color videos cm, the number of PDVs k with a spatial grid (i, j) may be different
and large. To improve computation efficiency, we randomly sample some PDV cm

ij,k to

train a projection ωij ∈ R8×8. For simplicity, training PDVs set for ωij denotes as
{pdvij,k, k = 1, . . . , N ′}, pdvij,k ∈ R8×d, it can be projected and quantized to binary

codes bij,k =
[
b

(1)
ij,k, . . . , b

(8)
ij,k

]
, with b

(8)
ij,k ∈ {0, 1}d×1 as below:

bij,k = 0.5× (sgn(pdvT
ij,kωij) + 1)

where sgn(x) is written as the sign function, equaling to 1 if 0 ≤ x and −1 otherwise.
To get more discriminative and compact binary codes bij,k for a volume, the

CBFD learning imposes three important criterions (i.e. evenly distributed binary
codes, less redundancy and less missed information in the learned binary codes)
on objective function. The optimization objective function can be formulated as
follows:

min
ωij

J1(ωij) + λ1 ∗ J2(ωij) + λ2 ∗ J3(ωij) = −
N ′∑
k=1

‖bij,k − µk‖2

+ λ1

N ′∑
k=1

∥∥(bij,k − 0.5)− pdvT
ij,kωij

∥∥2

+ λ2

∥∥∥∥∥
N ′∑
k=1

(bij,k − 0.5)

∥∥∥∥∥
2

(4)

In the above formula, N ′ indicates the number of PDVs extracted from training
videos in spatial grid (i, j), µk serves as the mean of all training PDV’s kth binary
code, updating in each iteration, λ1 and λ2 are two parameters to balance the effect
of different terms in the objective function. The physical meaning of different terms
and solution can be referred to [22].

4 CODING AND CLASSFICATION

In this section, we describe the idea of sparse coding and show how to aggregate
learned LBP features into our final 3D-CLBP and 3D-CLDP descriptors based on the
spatial-temporal pooling. We also introduce our classification and fusion techniques
in this section.
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4.1 Sparse Coding and Spatial-Temporal Pyramid Pooling

Instead of assigning each feature vector to the nearest visual word learned by
k-means clustering in Bag of Words (BOW), the sparse coding enables a linear and
sparse combination of all learned atoms in dictionary. This approach reduces the
quantization error in the process of approximating a crude feature vector. To well
keep more information of low-level features, the work [13] employs the coefficient-
weighted differences between each visual word and a primitive feature vector. Con-
sider a set of extracted features P = (p1, . . . , pM)T ∈ RM×N and coefficients of
features U = (u1, . . . , uM)T ∈ RM×K . The process of sparse coding can be repre-
sented by:

min
D,U

M∑
m=1

(∥∥pm −DTum
∥∥2

+ λ ‖um‖1

)
, subject to ‖dk‖2 ≤ 1, ∀k = 1, . . . , K

where D = (d1, . . . , dK)T ∈ RK×N is the learned dictionary with K visual words, and
λ is the induced parameter of sparsity regularization. A detailed process of solving
above optimization problem can be referred to [13]. Once learned the sparse coeffi-
cient uik of feature pi to the kth atom in dictionary, we can employ the coefficient-
weighted difference uik(pi − dk) as the coding.

In Section 3, we divide a video into some 3D volumes of fixed size, leading to
different number of volumes with different videos. Hence, the final discriminative
feature vector of different videos has different length, which cannot serve as the
input of our classifier. The common solution is to perform spatial average pooling
and temporal max (or sum) pooling for each video, which partition a video into
various space-time grids. Let a space-time denoted by ST t, which may be the entire
video or a partitioned subsequence. vol i is a small 20 × 20 × 5 volume involved in
ST t and pi is the feature of vol i. |ST t| indicates the number of volumes in ST t.
Then the spatial average pooling and temporal max pooling with all partition are
formulized as below:

vk(t) =
1

|ST t|
∑

voli⊂ST t

uik(pi − dk), vk =
(

max
t
{vk1(t)}, . . . ,max

t
{vkN(t)}

)
.

We concatenate all pooled vectors vk from K visual words to form the distinctive
vector V = (v1, . . . , vK) of KN dimensions as 3D-CLBP and 3D-CLDP descriptors.

4.2 Classification and Fusion

We employ widely used Support Vector Machine (SVM) as our action classifying
framework. To deal with our sparse data, we use SVM with linear kernel as our
classifier. The solver of linear SVM can be given in LIBLINEAR [33]. For data
fusion, there are two ways: early fusion (sensor and feature level) and late fusion
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(rank, score, and decision level). We apply feature-level fusion and decision-level
fusion to combine our 3D-CLBP and 3D-CLDP descriptors.

1. Feature-level fusion. We simply stack the 3D-CLBP and 3D-CLDP descriptor
into a composite vector for classification. To reduce the complexity, we perform
PCA with all 3D-CLBP and 3D-CLDP descriptors before concatenation.

2. Decision-level fusion. Different from the straightforward fusion, the decision-
level fusion considers each of our feature as the input to a SVM classifier, then
merges the results using the confidence scores generated by two individual SVM
classifiers. Denoting fq(x)k as the qth classifiers’ confidence scores predicting x
to the kth label, the posterior probability associated with qth classifier pq(yk|x)
can be written as below:

pq(yk|x) =
1

1 + exp(−fq(x)k)
.

Then we employ different decision rules to combine the two classifiers’ results,
such as Sum rule, Maximum rule shown in [25]. For Sum rule, Product rule,
Maximum rule and Minimum rule, we respectively assign the final label y∗ to
the kth label as Equations (5):

P (yk|x) =
2∑
q=1

αqpq(yk|x),

P (yk|x) =
2∏
q=1

pq(yk|x)αq ,

P (yk|x) = max
q=1,2

pq(yk|x), (5)

P (yk|x) = min
q=1,2

pq(yk|x),

y∗ = argmax
k=1,2,...,C

P (yk|x).

5 EXPERIMENTAL

In this section, we conduct experiments on three common RGB-D action datasets,
with our developed 3D-CLBP and 3D-CLDP feature, and two fusion features. We
first introduce the datasets and their settings, then illustrate experiments setup
including parameter setting and tuning. Finally, we compare our proposed methods
with other state-of-the-art methods.
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5.1 Evaluation Datasets

We use three RGB-D action databases and their settings following previous work
to evaluate the performance of our developed features, i.e. 3D Online Action, MSR
Action Pairs, and MSR Daily Activity. Some sampled video frames of these datasets
are illustrated in Figure 3.

3D Online Action (3Donline) dataset is an RGB-D action dataset including
7 human-object interactions in the living room: drinking, eating, using laptop, read-
ing cellphone, making phone call, reading book and using remote, where each action
is performed by 16 subjects twice. The dataset has three parts: same-environment,
cross-environment and multiple unsegmented actions. We evaluate our method with
same-environment actions and follow the experiment setting employed in [14], which
adopts the first 8 subjects as training and the last 8 subject as testing.

The MSR Pairs Action dataset (MSRpairs) contains six pairs of actions: lift
a box/place a box, pick up a box/put down a box, push a chair/pull a chair, put on
a backpack/take off a backpack, stick a poster/remove a poster, and wear a hat/take
off a hat. These paired-activities are performed by 10 subjects and each subject
performs each activity 3 times. Thus, there are totally 720 color and depth sequences
with the resolution of 480×640 and 240×320, respectively. The dataset is challenging
since paired-activities are very similar but the motion happens in different temporal
order. We employ the first five actors for training and the rest for testing as described
in [15].

The MSR Daily Activity dataset (MSRdaily) totally has 720 sequences including
color and depth (each 360) with 16 daily activities: drink, eat, read book, call
cellphone, write on paper, use laptop, use vacuum cleaner, cheer up, sit still, toss
paper, play game, lie down on sofa, walk, play guitar, stand up and sit down. In
the dataset, RGB videos are offered with a resolution of 480 × 640, while each
depth frame has a resolution of 240 × 320. Each daily activity is carried out by
10 subjects twice in the posture of standing or sitting, leading to large spatial and
scaling changes. We follow the experiment setup in [16], taking subjects 1, 3, 5, 7,
9 as training and subjects 2, 4, 6, 8, 10 as testing.

5.2 Parameter Settings and Tuning

As aforementioned in Section 3, all videos (color and depth channel) are divided into
multiple volumes, so we first adopt different volume sizes from {20×20×3, 20×20×
5, 20×20×7, 40×40×3, 40×40×5, 40×40×7} to test recognition performance over
all experiment datasets, then employ the best volume size to tune other parameters.
For the computation of neighboring pixels’ differences we always choose 8 points
with best neighborhood radius size R from {1, 2, 3}. Actually, we set R = 1 to get
a fair result comparison with crude LBPs. λ1 and λ2 respectively denotes the weight
of regularization term in Equation (5), we set λ1 and λ2 as the same value here and
choose the best one from {0.0001, 0.001, 0.01, 0.1} following [22]. To explore the
impact of visual words size k in sparse coding, we tune k from {100, 200, 300, 400}
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a) b) c)

Figure 3. Some sampled color images and corresponding depth images from three experi-
mental datasets: a) sampled frames of “read book” with different performers in 3D Online
Action dataset, b) sampled frames of the “push a chair/pull a chair” pair from MSR Ac-
tion Pairs dataset, c) sampled frames of activities with different performers’ postures in
MSR Daily Activity 3D dataset

with 10 fold-cross validations. The value of regularization parameter λ in sparse
coding is set to 0.15 as [13]. Besides, we employ a space-time pyramid of 4× 3× 7
grids to pool our features.

Figure 4 a) shows recognition performance with different volume size over all
datasets (RGB and depth channel). It can be observed that our approach obtains
the best recognition performance with volume size 40 × 40 × 5 and 20 × 20 × 5
respectively over all RGB and depth datasets since color and depth images respec-
tively have resolutions of 480 × 640 and 240 × 320. Moreover, we find that the
performance is more sensitive to the choice of volume size in temporal scale than
spatial scale, and a moderate temporal size can lead to good recognition accuracy.
The explanation here is that the small time interval cannot provide sufficient infor-
mation for a motion, when the time interval is too long some local variations are
missing. The recognition performance over experiment datasets using different λ1

values is depicted in Figure 4 b). From this figure, we observe that the choice of best
λ1 value for RGB channel generally depends on the characteristic of dataset. For
example, the 3Donline dataset with significant intra-class variations, like subjects’
clothing and motion style, achieves the best recognition performance when using
λ1 = 0.01; the MSRpairs and MSRdaily datasets have little intra-class variations
obtaining best performance with λ1 = 0.001. Another interesting observation is
that our approach over all depth datasets is not very sensitive to the value of λ1,
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Figure 4. Performance comparison with different parameter values over all experiment
datasets (RGB and depth channel) with our developed descriptors. a) performance com-
parison with different volume sizes, with λ1 = 0.001 (RGB channel), 0.0001 (depth
channel), K = 100; b) performance comparison with different λ1 values, with volume
size = 40× 40× 5 (RGB channel), 20× 20× 5 (depth channel), K = 100; c) performance
comparison with different K values, with volume size = 40 × 40 × 5, λ1 = 0.001 (RGB
channel), volume size = 20× 20× 5, λ1 = 0.0001 (depth channel).

which intuitively illustrates the absence of texture information in depth images. We
compare the recognition performance over all datasets with different number of vi-
sual words K in Figure 4 c). As presented in the figure, the performance over all
datasets generally reaches best under a moderate vocabulary size, i.e. K = 200.
Because small vocabulary size often leads to incorrectly assigning different features
to a same visual word, and similar features are assigned to different visual words
when vocabulary size is too large. However, we adopt K = 100 in our experiment
since the performance is nearly the same when K = 100 and K = 200, but the di-
mension of feature will enlarge 59×100×84, further resulting in higher computation
complexity.

5.3 Experiment Results and Comparison

To evaluate our proposed method, we choose some previous representative RGB and
depth features as our comparison, like Improved Dense Trajectories (IDTs)-based,
DMMs-based features and STIPs-based fusion technique. Specifically, we implement
our experiment over the ORGBD and MSRpair dataset using released source codes
with default parameter settings for IDTs, DMMs and STIPs.



Learned Spatio-Temporal Texture Descriptors for RGB-D HAR 1351

IDTs-based features [34] first sample feature points in each frame and track them
with dense optical flow tracking technique. Then, some low-level feature (MBH,
HOG or HOF) is encoded to IDTs-based feature with spatio-temporal pyramids,
i.e. IDTs-MBH, IDTs-HOG, IDT-HOF.

DMMs-based features [17] including DMMs-LBP, DMMs-HOG and DMMs-EOH
are built on depth motion maps generated by accumulating motion energy of pro-
jected depth maps from front, side and top view. Different from 3D features, DMMs-
based features encode the motion characteristics of an action from 2D images.

STIPs-based features employ Harris 3D detector, cuboid detector or Hessian
detector to detect interest points from videos or depth maps, and extract local
feature descriptors from each detected interest point location. The common STIPs-
based features are STIPs-HOG, STIPs-HOG3D and STIPs-HOF, etc.

In addition to the above features, we also investigate and report other methods
using these three datasets. Detailed comparison results are presented in Table 1.

Channel + Methods + Classifier Accuracy

RGB + IDTs-HOG/HOF + SVM [34] 77.68 %
RGB + STIPs-HOG + SVM [35] 79.46 %
Depth + depthHarris3D-DCSF + SVM [11] 61.70 %
Depth + Ordelet + AdaBoosting [14] 71.40 %
Depth + DMMs-LBP + KELM [17] 69.64 %
Both + STIPs-HOG3D + SVM [25] 91.07 %
Both + DSSCA-SSLM [41] 94.6 %

RGB + 3D-LBP + linearSVM 62.50 %
RGB + 3D-CLBP + linearSVM 90.18 %
Depth + 3D-LDP + linearSVM 37.50 %
Depth + 3D-CLDP + linearSVM 68.75 %
Both + feature-level fusion + SVM 93.75 %
Both + SVM + decesion-level(Sum) fusion 88.39 %
Both + SVM + decesion-level(Maximum) fusion 89.29 %
our 3D-CLBP + IDTs-FV + decesion-level fusion 94.64 %

Table 1. Average recognition accuracy comparison of our method and previous approaches
over the 3Donline dataset

5.3.1 Experiments Results and Comparison on 3Donline

The average recognition accuracy of feature-level fusion with our 3D-CLBP and 3D-
CLDP descriptor achieves 93.75 % over the 3Donline dataset, as shown in Table 1.
We compare our proposed method with some baseline methods, like IDTs-based,
STIPs-based and DMMs-based methods in Table 1. The table presents that our
3D-CLBP descriptor with linearSVM in RGB channel obtains the average accu-
racy of 90.18 % significantly outperforming the IDTs-HOG/HOF and STIPs-HOG
features. Although the average recognition accuracy of our 3D-CLDP descriptor
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Figure 5. Fusion recognition results over the 3Donline dataset with our method

with linearSVM in depth channel is slightly below the Ordelet and DMMs-LBP
method, it is higher than depth Harris3D-based method since Harris3D cannot de-
tect sufficient spatio-temporal interest points in depth channel for partial occlusion
in actions “using laptop”, “reading cellphone” and “reading book”. To demonstrate
the superior performance of developed 3D-CLBP and 3D-CLDP, we also conduct
experiments using primitive 3D-LBP and 3D-LDP with pre-set threshold 20 and
0.5, which obtains average recognition accuracy of 62.50 % and 37.50 %. Moreover,
the feature-level, decision-Sum and decision-Maximum fusion with 3D-CLBP and
3D-CLDP are compared with STIPs-based fusion technique in [25]. And we ob-
tain a promising result 93.75 % with feature fusion, around 2.7 % more than the
STIP-HOG3D feature. For decision fusion, we obtain better recognition accuracy
of 89.29 % with Maximum rule than weighted Sum rule in that our 3D-CLDP de-
scriptor cannot work well on this dataset. To further improve the performance of
our method, we combine the classify results of our 3D-CLBP descriptor and IDT-
features with Fisher Vector (FV), and achieves the best performance of 94.64 %.
This recognition result is also obtained by the deep shared-specific component ana-
lysis (DSSCA) network with structured sparsity learning machine (SSLM), which
employed the deep convolutional network to extract modality-specific components
of the modalities. The experiment results with our 3D-CLBP features and IDT
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descriptors are shown in Figure 5. It is observed that our method can recognize
the action “drinking”, “eating” and “making phone call”, where interactive objects
have distinctive texture characteristic. While the action “reading cellphone” and
“reading book” not having distinctive interactive objects are recognized with some
wrong actions. Above observation indicates that our 3D-CLBP descriptor is capable
of encoding texture information.

Channel + Methods + Classifier Accuracy

RGB + IDTs-HOG/HOF + SVM [34] 100 %
RGB + STIPs-HOG + SVM [35] 81.67 %
Depth + Skeleton-LOP + SVM [10] 63.33 %
Depth + SNV + linearSVM [13] 98.89 %
Depth + HON4d + SVM [15] 93.33 %
Depth + DMMs-LBP + KELM [17] 78.89 %
Both + STIPs-HOG3D + SVM [25] 95.0 %
Both + DRRL + linearSVM [28] 99.44 %
Both + BHIM [36] 100 %
Both + DSSCA-SSLM [41] 100 %

RGB + 3D-LBP + linearSVM 67.78 %
RGB + 3D-CLBP + linearSVM 92.22 %
RGB + 3D-LDP + linearSVM 45.0 %
Depth + 3D-CLDP + linearSVM 72.23 %
Both + feature-level fusion + SVM 92.78 %
Both + decesion-level(Sum) fusion + SVM 93.89 %
Both + decesion-level(Maximum) fusion + SVM 91.67 %
Both + decesion-level(Minimum) fusion + SVM 86.11 %
our 3D-CLBP + IDTs-FV + decesion-level fusion 97.78 %

Table 2. Comparison of average recognition accuracy on the MSRpairs dataset with our
method and some works

5.3.2 Experiments Results and Comparison on MSRpairs

Table 2 shows comparison results of our proposed approach with previous baseline
methods over the MSRpairs dataset. From this table, it can be seen that the IDTs-
based method in RGB channel obtains best recognition accuracy of 100 %, because
actions in MSRpairs dataset have distinct motion direction. The same reason can
also account for good performance of Depth super normal vector (SNV) in [13].
When compared to most mehods in RGB and Depth channel, we cannot obtain
more satisfactory recognition performances with 3D-CLBP and 3D-CLDP descrip-
tor due to encoding local texture changes but being incapable of capturing holistic
changes in temporal-dependent sequences. Another observation is that the perfor-
mance of 3D-CLDP descriptor reaches 72.23 % lower than DMMs-LBP’s 78.89 %,
which explicitly illustrates DMMs can better encode local texture than depth images.
Nevertheless, the recognition performance of developed features are still far above
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Figure 6. Obtained fusion recognition results over the MSRpairs dataset with our method

crude 3D-LBP and 3D-LDP features. Towards fusion methods using both RGB
and depth data, the recogniton accuracy of proposed 3D-CLBP and 3D-CLDP with
different fusion strategies reaches merely up to 93.89 %, which is lower than discrim-
inative relational representation learning (DRRL), BHIM and lately DSSCA-SSLM.
Even when fusing the results of our 3D-CLBP and effective IDTs-FV method, the
fusion methods still cannot recognize all pairs actions which can be realized by just
utilizing the IDTs method. It indicates that our proposed 3D-CLBP features with
SVM mistake some actions with a larger probability. The reason is that some pairs
actions in this dataset are extremely similar except the begining and end of a per-
formed action, and they further generate same 3D PDVs with our proposed pixels
difference computation method. This also accounts for the phenomenon that we do
not obtain some encouraging experimental results using proposed method on this
dataset comparing with the 3Donline dataset. In the end, we compare different
decision fusion methods and gain better result with weighted Sum rule (balance
parameter α = 0.8 of two modality) than Maximum and Minimum rule. It well
demonstrates that features in both RGB and Depth channel are important for the
recognition task and have different impact. Figure 6 presents the experiment results
by combining our 3D-CLDP with IDTs features and Fisher Vector. As shown in this
figure, the fusion methods can recognize almost all pairs where temporal order and
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Figure 7. Sampled images except the begining and end of pair actions “push a chair” and
“pull a chair” in MSRpairs dataset. Those images are very similar in terms of performed
pose, leading to same PDVs and further incorrect identification

motion direction are significantly different, such as “pick up a box” and “put down
a box” except some pair actions performed with some similar pose as illustrated in
Figure 7.

5.3.3 Experiments Results and Comparison on MSRdaily

We compare the average recognition accuracy of our developed methods over the
MSRdaily dataset with some baseline methods using color or depth images in Ta-
ble 3. It can be observed that 3D-CLBP descriptor obtaining 88.75 % with RGB
data is obviously superior to the performance of IDTs-based feature and an extended
LTP, i.e. Center-Symmetric Motion LTP (CS-Mltp) feature [20], indicating our 3D-
CLBP descriptor is more efficient than hand-crafted LTP. But the 3D-CLDP feature
cannot get satisfactory result with depth data when compared with DMMs-LBP fea-
ture and some representative depth features, such as SNV, HON4d and Orderlet. To
better evaluate the performance of our method over the MSRdaily dataset, we also
compare our fusion features with some previous fusion methods, including STIPs-
based fusion, LFF, DRRL, a deep learing model (RGGP) and BHIM methods.
The results demonstrate that the feature-level and decesion-level fusion methods
outperform those fusion approaches, increasing by 0.7 % to 6.9 %. However, the
best performance of our fusion methods (namely feature-level fusion) only achieves
92.5 %, respectively 2.5 % and 5 % lower than the joint heterogeneous features learn-
ing (JOULE) model and lately DSSCA-SSLM method. This is because those two
methods select discriminative features with learning models instead of merging fea-
tures or recognition results directly in this paper. Another important observation in
Table 3 is that our weighted decesion fusion features perform better than developed
feature only using color or depth data, which highlights the importance of combing
color and depth cues for recognition task. Besides, we analyze and compare fusion
methods with different decision levels to explain the complementary nature of both
modalities. The fused recognition results of this dataset with our 3D-CLBP and
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Figure 8. Fusion recognition results using proposed 3D-CLBP and IDTs-FV method over
the MSRdaily dataset

a) b) c)

Figure 9. Incorrect identified actions from MSRdaily datasets. The action “read book”
performed in sitting or standing way, i.e. column a), are identified as action “sit still” or
“stand still”, i.e. column b). Column c) enumerates two misidentified actions performed
with seriously occlusion.
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Channel + Methods + Classifier Accuracy

RGB + CS-Mltp + SVM [20] 65.63 %
RGB + IDTs-HOG/HOF + SVM [34] 60.63 %
Depth + SNV + linearSVM [13] 86.25 %
Depth + HON4d + SVM [15] 80.00 %
Depth + Ordelet + SVM [16] 85.75 %
Depth + DMMs-LBP + KELM [17] 72.50 %
Both + STIPs-HOF/skeleton + 1NN [24] 89.29 %
Both + LFF-SPP + NN [26] 89.80 %
Both + DCP-DDP + JOULE-SVM [27] 95.0 %
Both + DRRL + linearSVM [28] 87.50 %
Both + RGGP(Deep model) [29] 85.60 %
Both + CoDe4D + SVM [32] 86.25 %
Both + BHIM [36] 86.88 %
Both + DSSCA-SSLM [41] 97.5 %

RGB + 3D-CLBP + linearSVM 88.75 %
Depth + 3D-CLDP + linearSVM 66.25 %
Both + feature-level fusion + SVM 92.5 %
Both + decesion-level(Sum) fusion + SVM 90.63 %
Both + decesion-level(Product) fusion + SVM 91.87 %
our 3D-CLBP + IDTs-FV + decesion-level fusion 93.75 %

Table 3. Comparison of average recognition accuracy on the MSRdaily dataset using our
method and other methods

IDTs-FV method is shown in Figure 8. From this figure, we can observe that our
feature can correctly recognize all actions with acute motions, like “drink”,“eat”,
“cheer up”,“toss paper”, “play game”, “lie down on sofa”,“walk”and so on. But in
terms of those actions with little motion such as “read book”, “write on paper” and
“play guitar”, they may be wrongly identified as “sit still” in that those actions are
performed in a sitting or standing way as shown in Figure 9 a). Thus, when those
actions performed with no distinct pose, the calculated PDVs may be the same as
“sit down still” or “stand up still” Figure 9 b). This demonstrates that our 3D-
PDVs focus on the change of appearance rather than appearance information when
motion happens. Besides, there are much wrong identification happen between “use
laptop”and “sit still”. The cause of this phenomenon can be interpreted as these
actions are performed with seriously occlusion as demonstrated in Figure 9 c). We
also notice that “sit still”, “stand up”and “sit down” may be wrongly identified as
other two actions since they share same action atomic.

6 CONCLUSIONS

This paper extends compact binary face descriptors learning in 2D images to 3D
videos, which automatically learn discriminative binary representations for action
recognition with color and depth videos. To this end, we develop a method to ex-
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tract 3D pixels difference vectors (PDVs) from spatio-temporal volumes, then learn
spatial projections with some PDVs extracted from the same spatial grid, and fur-
ther project those PDVs into low-dimension binary codes. Moreover, we employ the
sparse coding and spatial-temporal pooling to obtain discriminative representation
of a video. In the end, we investigate different fusion methods to check the validity
of combining color and depth data for action recognition. Extensive experiments
performed on three standard benchmarks demonstrate that our method is superior
to most methods being compared on 3D Online Action and MSR Daily Activity
3D datasets. However, we cannot obtain satisfying results on MSR Action Pairs
dataset. Hence, combining the framework of deep learning or skeleton positions, to
learn more discriminative descriptor for action recognition is our further research.
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Abstract. In this paper, a novel and cooperative approach is exploited introducing
a self-organizing engine to achieve high reliability and availability in multiagent sys-
tems. The Adaptive Multiagent Systems theory is applied to design adaptive groups
of agents in order to build reliable multiagent systems. According to this theory,
adaptiveness is achieved via the cooperative behaviors of agents and their ability to
change the communication links autonomously. In this approach, there is not a cen-
tralized control mechanism in the multiagent system and there is no need of global
knowledge of the system to achieve reliability. This approach was implemented to
demonstrate its performance gain in a set of experiments performed under different
operating conditions. The experimental results illustrate the effectiveness of this
approach.

Keywords: Adaptive systems, availability, autonomous agents, redundancy, soft-
ware reliability
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1 INTRODUCTION

Today, technology has become an integral part in the majority of our lives. From
smart phones, to laptops to tablets – we are heavily connected to networks and sys-
tems; computers perform critical tasks in many areas of our lives every millisecond.
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High reliability and availability are of the utmost importance to the majority of
these computer systems. For example, such systems include nuclear reactor facili-
ties, global air traffic control systems, and banking systems.

In order to build reliable systems, the programming is quite complex since such
systems are usually software intensive. A promising approach to deal with com-
plexity is to provide robustness, autonomy, and adaptation to a system by applying
self-organizing algorithms. These algorithms are defined based on self-organization
mechanisms inspired by nature. Ant and bee swarms, flocks of birds, and school of
fish, the human immune system are typical examples of natural systems that exhibit
properties inherent to self-organization. Swarms provide inspiration for mobile net-
works systems management [1], such as load-balancing and routing [2]. Solutions
for the distribution of tasks to the available nodes and distribution of data between
nodes in computational grids vary from techniques inspired by bee foraging behav-
ior [3] to select the algorithms for executing small pieces of data, to business and
market inspired techniques for dynamically changing the task assignment [4, 5]. The
use of mobile agents makes us aware of network conditions. Mobile agents [6] can
be supportive for intrusion detection and intrusion response in large-scale network
infrastructures by following the behavior of the human immune system [7] and the
ant foraging behavior [8]. Insect colonies based models are exploited in agent-based
software for manufacturing control [9, 10]. PROSA is a representative example of
the ant-like approach, where agents mimic the ants’ behaviors [11, 12].

Reliability and availability are achieved via redundancy, i.e., duplication of crit-
ical functions exists in the system so that application software can reconfigure and
maintain (continue to perform) their tasks in the presence of faults in the system.
One technique that creates redundancy in a multiagent system (MAS) is adding ex-
tra computers or agents. In order to improve reliability and ensure the availability of
the MAS organization, critical agents for the system’s operation are replicated into
groups. This paper presents a novel replication approach that includes resilience,
self-organization, and adaptation as its primary properties. It employs a technique
grounded in the Adaptive Multiagent Systems (AMAS) theory; therefore, replicating
agents into groups and sharing limited resources among them are achieved without
a central control or global knowledge about the MAS organization. These properties
result from some simple behaviors of agents. The AMAS theory conceptualizes the
design of an adaptive multiagent system and provides agents with adaptive capabil-
ities [13]. According to this theory, adaptiveness is based on cooperative behaviors
meaning that an agent seeks to help the most troubled agent in the system while
achieving its goal. When agents encounter similar problems simultaneously, the
program computes a degree of criticality in order to understand potential impacts
of these problems on achieving its goal. Considering this criticality, the agent can
determine what the most cooperative action should be taken.

The AMAS theory has been applied in various application domains such as
dynamic ontologies [14], aircraft design [15], simulation of the functional behavior
of a yeast cell [16], crisis management [17], bioprocesses control [18], ambient sys-
tems [19], product design [20], maritime surveillance [21, 22], and self-organizing
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biological neural networks [23, 24, 25]. In this study, the AMAS theory is applied
to the adaptive replication to effectively improve reliability in MAS organizations.
Applying the AMAS theory to the model, in conjuncture with the software, creates
a more reliable and adaptive MAS distribution because the system is lacking a cen-
tralized control. A key element that sets this study apart from previous research is
that the adapting replica groups are achieved in a self-organized way without a cen-
tralized control. Agents applying this approach use local information and behave in
cooperative ways to help the troubled neighbors. In previous studies, agents were
usually associated with an adaptive replication manager which dynamically com-
puted the criticalities of agents [26, 27, 28, 29, 30, 31, 32, 33, 34, 35]. The quantities
that define the criticalities of agents are used for calculations to share the limited
resources between the replica groups. The adaptive replication manager uses an ob-
servation service to collect global data about agents in the organization in order to
calculate agents’ criticalities.

In this study, the AMAS theory is adopted in the reliable MAS where each
agent observes whether there is an increase or a decrease in its criticality. If there
is an increase, it decides to increase the number of its replicas. However, during
the decision process, the leader exploits only its local information when making
a decision about the change in the agent’s criticality.

This research thoroughly explains how the AMAS theory is applied to MAS in
order to enhance reliability and availability. This approach is the first one that uses
the AMAS theory for managing adaptive replication (not only in multiagent systems,
but in general). A case study chosen to illustrate the AMAS theory is exemplified
in the design of a library system which includes cooperative agents with local goals
and partial views of their environment. In our conclusion some experimental results
are presented to exhibit the effectiveness of this approach. The remaining sections
of this paper are organized as follows. Section 2 explores related works; Section 3
provides background information detailing the AMAS theory; Section 4 introduces
the agent-based model; Section 5 illustrates the experimental model developed for
the study, presents data and provides the analysis and discusses the approach; and
Section 6 summarizes the study.

2 RELATED WORK

There is a large number of multiagent platforms; however just a few offer reliability.
Those multiagent platforms provide useful solutions of the problem of reliability in
MAS. Since the approach presented in this study is a replication-based approach,
scholarly articles and case studies associated with this topic published in computer
science literature have been investigated.

In order to increase reliability in MAS, Fedoruk and Deters implemented trans-
parent replication via proxies [36]. Their approach is a static replication approach
which disregards the idea of changing replication techniques at run time. Thus,
replication is only realized by a programmer before an application starts.
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Guessoum et al. presented an adaptive multiagent architecture that was im-
plemented with the DIMA [26] platform and DarX middleware [27, 28]. In DarX,
software components can either be replicated or not, and it is possible to change
the replication strategy at run time. DarX middleware must be integrated into any
multiagent organization in order to improve reliability in the organization.

DimaX [29] is a fault-tolerant multiagent development platform that is the inte-
gration of DarX into DIMA. DimaX is founded on system level (DarX middleware);
application level (agents); and monitoring level. In DimaX, the criticality of agents
is calculated by using an interdependence graph. At the monitoring level, the control
of replication is monitored by using an observation service [30, 31, 32].

Bora and Dikenelli proposed an approach which provided flexibility to multi-
agent organizations in terms of fault tolerance because the fault tolerance policies
were implemented as reusable plan structures. Thus, whenever an agent needed
to be made fault-tolerant, the action was performed by sending a request to that
agent [33]. Bora and Dikenelli introduced a self-adaptive replication approach to
exploit a feedback control loop and a proportional controller within a replication
infrastructure [34, 35]. This approach was used to examine the criticality of specific
agents. Moreover, Bora and Dikenelli presented a replication approach based on
role concept for multiagent systems. They defined a “fault tolerant” role that is
responsible for replicating instances of critical roles, coordination between critical
role instances and satisfying all replication-based fault tolerance requirements [37].

In this study, the AMAS theory is adopted in the reliable MAS where each
leader agent observes whether there is an increase or a decrease in its criticality.
The leader exploits only its local information when it decides to change the agent’s
criticality. This approach is the first one that uses the AMAS theory for manag-
ing adaptive replication (not only in multiagent systems but in general). Further,
the self-organizing replication approach in this study provided higher performance
when compared to other self-adaptive replication approaches [30, 32, 35, 28], replica
groups’ monitoring costs not present in this state of the art increased due to the
observation mechanisms and the need of global information when the self-adaptive
replication approach was applied.

3 AMAS THEORY

The Adaptive Multi-Agent System (AMAS) theory was developed to act as the en-
gine for any system to self-adapt itself to any changes encountered in a dynamic
environment. It explains the cooperative relationship between the system’s internal
operations and its functional adequacy, thus ensuring that the cooperative system
carries out the appropriate task it was designed for. It was proved that there is
at least one cooperative internal medium system that accomplishes an equivalent
function of any functionally adequate system in the same environment. In a cooper-
ative internal medium system, the components of a system are always collaborating.
This secures a symbiotic relationship and provides protection from Non Cooperative



Exploiting the Use of Cooperation in Self-Organizing Reliable Multiagent Systems 1367

Situations (NCS) which may be harmful for their cooperative situations. In regard
to MAS, NCS represent situations that are against the cooperative social behaviors
of an agent; thus, when identifying an NCS, an agent alters its relationships with
other agents in order to return to a cooperative state [13].

If a multiagent system adopts AMAS, an agent can have two types of behavior:

1. nominal behavior; and

2. cooperative behavior,

which is divided into tuning, reorganization, and evolution. An agent with the
cooperative behavior attempts to assist other agents; consequently, this agent has
to detect and repair the NCS and avoid producing a new NCS [16].

A multiagent system applying AMAS includes agents that try to decrease the
criticality of troubled agents by exhibiting local and cooperative behaviors. These
behaviors maintain the system’s ability to produce an adequate global function.
Each agent calculates its own criticality, a function that calculates whether a signal
is activated for a NCS or not by examining the criticality value and a threshold [22].
If the agent decides that a NCS has occurred, it exploits the situation by adapting
itself to this new situation triggering tuning and reorganization behaviors. Tun-
ing behaviors modify the parameters computed by nominal behaviors. If it fails to
solve the NCS, it triggers the reorganization behavior by sending messages (feed-
back) and/or it informs the cooperative agents that, in turn, eliminate the NCS and
transmit feedback.

Reorganization behaviors modify the agent’s interaction with its environment or
with other agents. If an agent cannot execute its nominal behavior because of NCS,
experiences a failed tuning behavior and/or sends requests that cannot be served,
then it may create a new communication link with a new agent. If the reorganization
behaviors fail to solve the NCS, the evolution behaviors resolve the NCS by creating
new agents or removing agents [16, 24].

While applying the AMAS theory, a programmer defines the agents of the sys-
tem, the agents’ nominal behaviors, any NCS the agents may encounter, and co-
operative behaviors to overcome each NCS. In the following section, the nominal
behaviors of reliable agents are explained in detail.

4 SELF-ORGANIZING RELIABLE AGENTS

The self-organizing reliable MAS consists of three variables:

1. the domain agents (Agent-0 to Agent-N) and their replicas;

2. the environment agents and their replicas; and

3. the environment.

Agents and their replicas run on computers and are grouped according to either
active or passive replication approaches [38, 39]. The methods of building consis-
tency in groups vary in active or passive replication approaches; nevertheless, in
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both approaches, one replica is designated as the leader and is responsible for pro-
viding responses. If a leader fails, any replica can become a leader. Domain agents
(Agent-0 to Agent-N) are leaders of their groups.

In addition to replication techniques, the replication degree, which provides
the level of redundancy and assigns the number of replicas within a group, is es-
sential in achieving redundancy in MAS while using replication policies. In static
replication, both the replication degree and approach are set by a programmer dur-
ing initialization. In adaptive replication, the group leader primarily decides on
its replication degree based on system resources and its criticality. The agent’s
criticality is a numerical quantity that indicates its importance in the system.
However, there is not just one general description and/or definition attached to
an agent’s criticality. It is the programmer who decides, after careful considera-
tion, the agent’s varying properties. In general, this process incorporates an ob-
servation service that transparently monitors the agents’ behaviors as well as the
availability of resources, and adaptively reconfigures the system according to the
agents’ criticalities according to data evaluation collected by the observation ser-
vice [26, 27, 28, 29, 30, 31, 32, 33, 34, 35].

According to this design, when the leader performs a self-organizing replication,
the group leader will either increase and/or decrease the replication degree without
a central control (without an observation service or a replication manager) based
on global knowledge of the environment. The leader collects data related to its
communication activities and calculates the change in the value of its criticality. The
value of an agent’s criticality is determined by a quantity that indicates whether the
importance of an agent to the system increases or not. If the leader agent’s criticality
increases, a request message is transmitted to the environment agent which provides
resources (hosts in the environment) to agents for replication. Next, a new replica
of that particular agent is created. On the other hand, if there is a gradual decrease
in the agent’s criticality, the replica must be removed after a certain period.

4.1 Nominal Behaviors of Reliable Agents

In this section, reliable agents’ nominal behaviors are briefly described. These be-
haviors are implemented to form the infrastructure for achieving reliability and
availability in a goal-oriented MAS architecture [40].

In a reliable self-organizing MAS, each agent performs its actions without a glo-
bal function (goal) for the system; hence, a dependable (reliable and available)
multiagent system emerges. Each reliable agent achieves specific goals, such as
Group Communication, Failure Detection, Election of a New Leader, Recovery from
Failure, and Adaptive Replication (shown in Figure 1), while being cooperative.
In order to achieve these identified goals, their plans and the reusable services are
realized. These services and plans are described in more detail in [41].

In order to improve replication in a self-organizing manner, the replication plan
was modified and Self-Organizing Replication, Evolution, and Reorganization plans
were created. To replicate new replicas, the leader executes the Replication plan
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Figure 1. Goals and plans for the system’s reliability

as many times as the number of replicas needed to be replicated, and asks the
environment agent to locate a suitable host where new replicas can be placed.

For self-organizing replication, the critical agents must be identified. Each leader
agent determines whether the change in the criticality occurs or not. The number of
messages received by each agent, the degree of system’s reliability, and the agent’s
role criticality are the example of certain metrics needed to calculate the agents’
criticalities. In order to achieve the Adaptive Replication goal, the Self-Organizing
Replication plan is executed.

4.2 Applying the AMAS Approach for Reliability

In order to achieve reliability in MAS, critical agents periodically monitor their
criticalities. This data indicates the potential impact of the agent’s failure in the
MAS. We must consider two cases to ensure reliability in multiagent systems. Firstly,
multiagent systems must have static organization structures so that critical agents
can be identified and replication performed by the programmer before run time.

Secondly, if the agent’s criticality cannot be determined before run time due
to the multiagent systems’ dynamic organization structures, critical agents can be
dynamically evaluated at run time. In addition, metrics can be used for dynamically
estimating and updating agents’ criticalities in the MAS. Within the MAS organi-
zation, a role is defined as an abstract characterization of social agent’s behavior in
a specific domain and has a different operational impact in the MAS organization.
The concept of a role represents the importance of an agent in an organization,
and its dependencies from other agents, i.e., those affecting their criticalities in the
multiagent organization.

The agent’s dependency on another specific agent is yet another metric that
indicates the agent’s criticality. If for some reason, a critical agent that relies on an-
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other agent fails, then goals will be difficult to achieve. The dependency on an agent
is obtained from the number and performatives of the messages received. Messages,
which are considered in terms of an agent’s criticality in this work, contain perfor-
matives such as request, request-whenever, query-if, query-ref, and subscribe [37].

In this research, the change in the value of an agent’s criticality is calculated
by using precise formulas. If there is an increase in the value of agent’s criticality,
it signals the agent has become more critical than before and needs to have new
replicas. The change in the agent’s criticality in the current period, ∆Critic(t), is
given below:

∆Critic(t) = Activity(t) − Activity(t− 1) + Creliable(t). (1)

• Creliable(t): Is the contribution of the reliability of the system to the criticality in
the current period. The Creliable is the difference between the number of failures
in a group and half the number of replicas in the group in terms of a time
interval. If the value of Creliable is larger than 0, then the contribution of the
Creliable to the criticality is added. If the number of failures for a replica group
is less than half the number of replicas, there is no point worrying about the
system’s reliability. In this case, the contribution of the reliability of the system
is set to zero.

• Activity(t): Is the degree of an agent’s activity in the current period. Activity(t−
1) is determined for the last period and stored in the data structure. The value of
the agent’s role criticality and the ratio of the change in the number of messages
sent to an agent for a specific role relative to the average number of messages over
a number of periods are used for calculations of Activity(t) as in the following
equation.

Activity(t) = a ∗ role(t) + b ∗ Ratio req(t) (2)

• a, b: Coefficients for contributions of the weight of the role and the average
number of requests to the Activity(t).

• role(t): The value corresponding to the weight of the role in the current period.
The weights of the roles are explicitly defined in the role ontology before the
program starts.

• Ratio req(t): The ratio of the change in the number of messages sent to an agent
for a specific role to the average number of messages over a number of periods.

If ∆Critic(t) < 0, it specifies the agent’s criticality has decreased; however, if
∆Critic(t) > 0, it signals the agent’s criticality has increased. Next, the number of
replicas of the group must be increased by 1. The agent asks the environment agent
to provide a resource to create a new replica.

Following the calculations that determine the agent’s criticality value, the leader
of a replica group executes a Self-Organizing Replication plan in which a self-orga-
nizing replication is performed. The Self-Organizing Replication plan is given in
Figure 2.
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Figure 2. Algorithm for self-organizing replication

The first task of the Self-Organizing Replication plan is to determine the change
in the agent’s criticality, ∆Critic(t), by using the number of requests received over
several periods, the number of failed replicas, and the weight of the role the agent
has played (line 1 in Algorithm 1 in Figure 2).

If ∆Critic(t) is a positive integer, then a message containing a copy request is
prepared and sent to the environment agent by using the send method (line 3 in
Algorithm 1 in Figure 2). When the environment agent receives this message, it at-
tempts to find a suitable host where new replicas will be placed. After an available
host’s address is obtained, the environment agent sends a request message to the
agent to be replicated in order to convey the agent’s internal state. As previously
stated, the agent’s internal state is serialized and written to a text file (line 7 in
Algorithm 1 in Figure 2). Several Remote Method Invocation (RMI) messages are
then sent to the environment agent to transfer both the agent’s knowledge and in-
ternal state (line 8 in Algorithm 1). Thus, both sets of data are needed to commence
the replication process.

The remote host’s cloning server provides storage for the replicated agent. Mul-
tiple messages using RMI are sent to the cloning server by the environment agent to
transfer the agent’s knowledge and internal state received from the critical agent to
be replicated. Upon receiving the RMI messages from the environment agent, the
cloning server creates a new replica by using the contents of RMI messages. Next,
the cloning server places the unserialized agent’s state, libraries and source code to
the selected paths and executes the agent’s source code.
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When the new replica is launched, it has identical state as the leader and contains
the last view of the group. It then multicasts a JOIN message informing the other
replicas that it has joined the group; subsequently, the other replicas register the
new replica to their membership lists.

When ∆Critic(t) is a negative integer, it demonstrates the agent’s criticality
has decreased in the current period. If this occurs, the freqdec variable is increased
by 1 so that it is possible to determine the number of periods in which the agent
has experienced low levels of criticality (line 2 in Algorithm 1).

4.3 Identification of Non-Cooperative Situations

The proposed self-organizing replication architecture, in which replica agents can
either be inserted or removed, is subject to NCS. Each NCS is identified by analyzing
problematic stages of reliable multiagent systems.

Two kinds of NCS are identified in this work, the first being Unable to create
a new replica. It occurs when the environment does not provide a resource to
an agent that needs to replicate a new replica. The second NCS is Bad Message
Density.

4.3.1 NCS: Unable to Create Replica

If an environment agent does not provide a resource to an Agent i that needs to
replicate, it will send a message informing that there are no available resources. If
an agent receives this message, it increases freqa, which is termed a complain variable
(see line 5 in Algorithm 1).

During the next period, the agent’s criticality might increase. If so, it will then
send the environment agent a new request for creating a new replica. The envi-
ronment agent must find available resources for replication. If it fails, it informs
the agent by sending a message containing No available resources. In this case, the
Unable to create a replica NCS occurs and freqa is increased by 1 (line 5 in Algo-
rithm 1). Concurrently, the environment agent waits to receive a message containing
Available resource:IP. When it receives the message, it is able to provide a resource
to Agent i and initialize the Create a Replica plan [41] in order to replicate a new
replica of Agent i.

4.3.2 Bad Message Density

The number of requests received by an agent exceeds a threshold value.

4.4 Cooperative Behaviours

In AMAS theory, an agent can exhibit two types of behaviour, nominal and cooper-
ative. An agent’s nominal behaviours in a reliable MAS are explained in Section 3.
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As aforementioned, the cooperative behaviours are categorized into tuning, reorga-
nization, and evolution.

One would presume an autonomous and cooperative agent is able to modify
its replicas by adjusting its internal parameters by adopting a tuning behaviour.
However, the tuning behaviour is not considered in this work since the consistency
between replicas is one of the main issues in reliable systems. If the internal param-
eters of agent replicas are modified by triggering a tuning behaviour to overcome
any NCSs, consistency between replicas cannot be continuously maintained. Since
the tuning behaviour is not adopted in this approach, a cooperative agent adopts
a reorganization behaviour in which it tries to change the way it interacts with
others. The reorganization behaviours of reliable agents are implemented using the
Reorganization plan.

The last category behaviour that may be adopted by a reliable agent is the
evolution. In evolution behaviour, a replica can either be created or removed (e.g.,
if ineffective, it must leave the system). In these two last levels, the propagation of
a problem to other agents is indeed possible if an agent is not able to execute its
nominal behaviour.

The evolution behaviours of reliable agents are implemented using the Evolution
plan (illustrated in Figure 3), which corresponds to the creation and/or removal of
reliable agent’s replicas. There is an underlying assumption that no replica can be
created or removed simultaneously.

NCS is suppressed by executing the aforementioned plans as described in the
following subsections. By executing two plans, an agent’s criticality value will de-
crease, as these NCS increase the agent’s criticality. The evolution behaviour of
reliable agents will be explained first.

4.5 Suppression of “Unable to Create Replica” NCS

When an environment agent does not provide a resource to an Agent i and the
complain variable freqa exceeds a predefined threshold thresha, the Agent i sends the
feedback message Need a new replica to its neighbours. This message specifically
requests an increase in the number of replicas (line 6 in Algorithm 1).

When an agent receives feedback from one or more neighbours (or from its
environment), it may retro-propagate a feedback to its own neighbours. When the
agent receives the Need a new replica message, the Evolution plan in Figure 3 is
initialized. If the agent is a neighbour, it then stores the number of the Need a new
replica messages (nofai) in a data structure (line 1 in Algorithm 2 in Figure 3). If
nofai exceeds a certain value threshc (line 2 in Algorithm 2), it tries to cooperate
with the Agent i.

If its criticality decreases over a certain number of periods (i.e. freqdec is larger
than threshdec), it then kills one of its replicas (line 3 and 4 of the Evolution plan).
After removing the replica, the other replicas in the group also delete this agent
from their membership lists and it informs the environment agent (line 5 of Algo-
rithm 2 in Figure 3). Upon receiving a new replica creation request, the environ-
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Figure 3. Algorithm for the evolution behaviour

ment agent will then create a new replica in the host that has been released by
the neighbour’s replica. In this case, the number of replicas of Agent i increases
by 1, thus the Agent i stops complaining and sets the value freqa to zero (line 9
of Algorithm 1 in Figure 2). If there is no decrease in the neighbour’s criticality
value of Agent i (i.e., it is still complaining) during a certain number of periods, it
then forwards the Need a new replica message to its neighbours (line 6 in Algo-
rithm 2).

4.6 Suppression of “Bad Message Density” NCS

When the number of requests received by Agent i exceeds a threshold value threshm,
the Agent i sends the querying agent a message informing that the message density
is inadequate.

When the number of messages received by the querying agent is high, the pri-
mary action of the Reorganization plan is activated by identifying the provision as
the sender agent (i.e. Agent i). Whenever Agentn has received this message, the
value of nofm is increased by 1 (line 2 in Algorithm 3 in Figure 4). If the value
of nofm exceeds a threshold threshfm, Agentn searches for a new agent in order to
send its queries. Therefore, it asks the Directory Facilitator (DF) to send Agent j
so that it can provide the same service as Agent i for its queries (line 3 in Algo-
rithm 3 in Figure 4). In order to prevent interaction with Agent i, Agent i is removed
from the knowledge base when DF sends the identifier of Agent j (line 4 and 5 in
Algorithm 3).

Next, when a new agent’s identifier has been received from the Directory Facil-
itator (DF), the new agent’s identifier is included to the knowledge base of Agentn
in order to contact with Agent j. Afterwards, it will be possible for it to send its
queries to that agent (line 6 in Algorithm 3 in Figure 4). In this case, both the
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agent’s activity and criticality value decrease.

Figure 4. Algorithm for the reorganization behavior

5 EXPERIMENTS

In order to evaluate the self-organizing replication based on AMAS theory, a library
system was designed that included two specific agents – library assistant agents and
user agents. The latter were designed to query library assistant agents. Each library
assistant agent manages a different library and stores the library knowledge (i.e.
bibliographical information) using the library ontology. Instances of this ontology
hold the properties of all periodicals and books; for example, the title, the author(s),
the ISBN number, and keywords related to documents.

In the case study, each user agent interacted with a user when it received a book
and/or periodical request and then forwarded the request directly to all of the library
assistant agents. Next, the library assistant agent executed a single plan to match
the request to the document’s ontology instance(s) and responded with the sources
of the bibliographical information contained in a message. When the user agent
received the response from the library assistant agents, it then selected a library
where the source was located and provided the result to the user. In this case
study, the user agents were dependent upon the library assistant agents since the
library assistant agent was a critical and reliable agent for the library system’s
operation.

The library system was implemented by using Semantic Web Enabled Multiagent
System Development Framework (SEAGENT) [42] and Java Version 1.5.0. The tests
were run on a computer with Intel Core i7 CPU and 64 GB of RAM.
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5.1 Costs of Reliability

In a reliable multiagent system, there must be multiple replicas of an agent. Ac-
cording to the preferred replication approach, those replicas may run concurrently,
possibly in different environments. The cost of reliability of a multiagent system us-
ing a replication approach is the sum of the cost of replica creation/deletion, replica
usage, and overheads incurred by the coordination of its replicas. Moreover, a con-
stant number of resources in a system are reserved to provide redundancy for the
performance of a certain task. However, usage of a constant number of resources in
a system can be expensive. Varying the replication degree in a multiagent system
can decrease the cost caused by replication of critical agents of the system. Adaptive
replication techniques enable a multiagent system to change its replication degree
in accordance with its environment.

In order to evaluate the costs of applying a self-organizing replication, a test en-
vironment was implemented, which included library assistant agent leaders ranging
from 10 to 60, plus their replicas, and a user agent. In the first case, the library as-
sistant agent leaders applied a static replication technique in the system. Next, the
programmer manually deployed replicas of the leader agents in the system. When
the static replication technique was applied, the number of replicas increased, dou-
bling the number of the leaders.

In the second case, the library assistant agent leaders applied the self-organizing
replication in the system. The programmer deployed the library assistant agent
leaders in the system whereby they were automatically and dynamically replicated
in accordance with their criticalities at runtime. The highest number of possible
replicas in the system was set to two times that of the deployed leaders. The time
of the test’s sampling period was set to 400. In this test, the threshold value thresha

was set to 2, the threshold value threshc was set to 1, and the threshold value
threshdec was set to 2.

In the third case, in order to compare the systems’ costs, whether in static or
self-organizing replication techniques, the systems’ response times were compared
to the control (i.e. response time of a system without using a replication approach).
The user agents sent their requests to the library assistant agents without applying
any replication technique. In this test, it was observed if the effects of self organizing
replication influenced the overall performance of the system.

In the first and second case, semi-active replication was employed in the library
systems. In order to measure the cost of the self-organizing replication approach,
the user agent sent queries to the leaders. The number of requests sent to the
leaders changed the agent’s criticality accordingly. However, in all cases, the total
number of requests sent to the organization were equal in every step of the tests.
Response times, for queries were measured in all cases. The response time is the time
it takes a querying agent to receive the reply after sending its request to a leader
agent.
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5.1.1 Test Results

The results of tests are illustrated as graphs in Figure 5. When the test environment
included library assistant agent leaders ranging from 10 to 30, the systems’ response
times were very close to each other since the number of agents was not large in the
systems and the computer performed all operation very fast. As illustrated by the
graphs, the slopes of the average response times of the systems applying the static,
self-organizing replication techniques, and no replication increased with the number
agents, as seen from Figure 5.

Figure 5. The effect of the self-organizing replication approach

The increase in response times was anticipated due to the fact that the leader
of the group multicasts all incoming requests to the replicas; thus, the number of
requests sent to the system increased. All replicas processed these requests. Finally,
the number of messages exchanged also increased with the number of agents due to
leader’s multicasting of requests and heartbeat messages. Moreover, in SEAGENT,
the communication module uses the RMI based communication infrastructure and
all functionalities of internal architecture are based on threads. Therefore, when all
agents were created in a single machine, then agents’ threads were initialized and
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the amount of time contributed by computation was slightly increased because of
a computational load of the computer.

5.1.2 Discussion

According to the results, the self organizing replication approach is very promis-
ing and outperforms the static replication. As indicated in Figure 5, the system’s
response time, when the static replication is applied, is longer than the system’s
response time when the self-organizing replication is applied. Further, the system’s
response times, when the self-organizing replication is applied, are very close to the
system’s response time when no replication is applied. This result was expected,
since the number of replicas in the system effects the system’s response times, as
mentioned in the previous sections.

When the self organizing replication technique is applied to the system, the
number of replicas in each group may change with respect to the criticalities of the
leader agents. The highest number of replicas in the system applying self organizing
replication can equal the total number of replicas in the system applying static
replication, for the same number of leaders. Sometimes, the agents may not receive
any requests for a period of time or the number of requests they have received
decreases. Thus, the degree of agents’ activities will decrease as will the agents’
criticalities during these periods. If a decrease in criticality is present for a certain
period of time, the leader agent decreases the number of its replicas by removing
useless replicas. In this case, the system’s response time decreases as the number of
replicas in the system decreases. If its criticality increases, it increases the number
of its replicas in order to decrease its criticality. As the number of replicas in the
system increases, the response time of the system also increases because the leader
agent multicasts the received requests to its replicas and the replicas process the
requests simultaneously.

However, when applying static replication, the programmer himself/herself de-
cides on the number of replicas before executing the application. During execution,
the number of replicas are fixed to a certain value in the organization (2×number of
leaders). In the system applying self organizing replication, the highest number of
possible replicas can total the number of replicas in the system applying static repli-
cation. Although, the number of requests sent to the systems might be equal, the
number of total replicas can change in accordance to the criticalities of the agents
in self organizing replication. Therefore, the system’s average response time when
static replication is applied is longer than the system’s average response time when
self organizing replication is applied.

The most important advantage of the self organizing replication is the lack of
centralized control. Indeed, the presence of a centralized control actually increases
the system’s response times since the centralized control mechanism needs to have
global information of the system. Having the system’s global information increases
the number of messages sent and received; therefore, the response time also increases
in the system applying a centralized self-adaptive reliable approach compared to the
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system applying a static approach as explained in [35]. The agents in the system
applying the self-organizing replication use the local information and behave in
a cooperative manner in their system. Thus, the reliable self-organizing system
takes advantage of applying the AMAS theory.

High reliability and availability are of the utmost importance to air traffic control
(ATC) systems. The Advanced Automation System (AAS) [38] was a distributed
real-time system that integrated all the services of the US air traffic control net-
work. Critical services were replicated using either the active or passive approach,
according to the application semantics and the hardware configuration. ATC sys-
tems are complex in the sense of complex systems. The control and knowledge are
distributed in these systems and the flight data will be more complicated than the
processed data at present to be processed by these systems. Therefore, adoption of
new technologies and procedures must be taken into consideration when ATC sys-
tems are built. The self-organizing approach presented in this paper can be used in
such systems in order to alleviate the effects of software failures and provide a great
support to achieve high reliability and availability in ATC systems.

5.2 Evaluation of Suppression of “Bad Message Density” NCS

In order to observe whether a Bad Message Density NCS was suppressed or not,
a user agent sent 80 queries to one of the library assistant agents with low processing
capacity in each sampling period. Since the threshold threshm was set to 25, the
library assistant agent sent The number of messages high message to the user agent.
The user agent receiving this message increased nofm by 1. When the user agent
detected that nofm was larger than threshfm (it was set to 1), it asked the DF agent
to obtain a new library assistant agent’s identifier that it could get the same service.
The DF agent sent another library assistant agent’s identifier to the user agent. The
user agent removed the old library assistant agent’s identifier from its knowledge base
and added the new library assistant agent’s identifier. As a result, the user sent its
queries to the new agent. After receiving The number of messages high message, all
operations were executed in a time frame ranging from 1 921–2 682 ms.

5.3 Evaluation of Robustness of the Self-Organizing Approach

A test bed consisting of five library assistant agent leaders and five user agents,
and a failure simulator were designed and implemented in order to evaluate the
robustness of the self-organizing replication approach. The failures ranging from 85
to 111 were injected into the system by a failure simulator which simply sent “kill”
messages to the agents within a certain time frame. The agents receiving the “kill”
messages stopped executing their threads. The majority of the kill messages were
sent to the library assistant agents since they were the critical agents for the system’s
operation. A smaller number of kill messages were sent to the user agents. In this
test, the number of available resources was set to 100; therefore, the maximum
number of replicas in the whole multiagent system could be 100.
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As shown in Figure 6, the number of failures injected to the multiagent system
gradually increased, and the rate of success was observed and recorded. The rate
of success is defined as the percentage of the replica groups that could accomplish
their tasks in MAS within a certain time frame. The data in Figure 6 revealed
the rate of success declined while the number of failures in multiagent system rose.
This association was expected due to the fact that only 100 replicas existed in the
multiagent system in order to tolerate failures.

Figure 6. Robustness of the self-organizing replication approach

In the static replication approach, the replication degrees of the groups were fixed
to certain numbers; therefore, the number of failures and agents’ activities never
changed the numbers of replicas in the groups. Since the majority of the failures
influenced the library assistant agents, most of the library assistant agent groups
failed to complete their tasks during these experiments; however, there existed the
user agent groups in the multiagent system at the end of the experiments.

When the system employing self-organizing replication started, the replication
manager determined the numbers of replicas of each library assistant agent leader
and each user agent leader with respect to their criticalities. As the number of kill
messages received by the replica groups linearly increased, each leader took into
consideration the number of failures in order to calculate the change in the agent’s
criticality and it required a resource to create a new replica if the agent’s criticality
increased. Therefore, when the number of failures increased in the system, the
self-organizing approach showed a stronger performance as compared to the static
replication approach. From these experiments, it was observed that a replication
approach required f+1 replica library assistant agents in order to survive up to
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f library assistant agent crashes in the replica group. Moreover, the number of
replicas in a multi-agent system should be at least equal to the number of library
assistant agent leaders which were critical for the system’s operation.

6 CONCLUSION

In this paper, a self-organizing approach based on AMAS theory was proposed for
improving reliability in MAS. Based on observations, when the self organizing repli-
cation based on the AMAS theory was applied to the groups, the cost of reliability
decreased. Therefore, this new approach to adaptive replication highly outperformed
static replication.

In conclusion, the results indicated that the efficient replication was sustainable
using this approach. Reliable systems can benefit from the self-organizing replica-
tion that utilizes resources more efficiently, and can also achieve greater flexibility.
Some other future research opportunities can also be pursued to evaluate the perfor-
mance of the various algorithms based on self-organization mechanisms inspired by
nature. In the future, adaptive immune system concepts can be utilized to design
and implement self-organizing reliable multiagent systems. Moreover, stigmergy and
genetic algorithms can be used as the mechanisms to enhance reliability in multia-
gent systems. Especially, adaptive stigmergic mechanisms are good candidates for
providing self-organization to reliable multiagent systems. Future work concerns
a deeper analysis of those mechanisms, costruction of the reliable systems in differ-
ent agent platforms, or implementation of a system that improves reliability in the
cloud.
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[20] Kaddoum, E.—Georgé, J.-P.: Collective Self-Tuning for Complex Prod-
uct Design. Proceedings of 2012 IEEE Sixth International Conference on Self-
Adaptive and Self-Organizing Systems (SASO 2012), IEEE, 2012, pp. 193–198, doi:
10.1109/SASO.2012.14.

[21] Brax, N.—Andono, E.—Gleizes, M.-P.: A Self-Adaptive Multi-Agent System
for Abnormal Behavior Detection in Maritime Surveillance. In: Jezic, G., Kusek, M.,
Nguyen, N. T., Howlett, R. J., Jain, L. C. (Eds.): Agent and Multi-Agent Systems.
Technologies and Applications (KES-AMSTA 2012). Springer, Berlin, Heidelberg,
Lecture Notes in Computer Science, Vol. 7327, 2012, pp. 174–185, doi: 10.1007/978-
3-642-30947-2 21.
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Pérez, J. B. (Eds.): Advances in Practical Applications of Agents and Multiagent
Systems (PAAMS 2010). Springer, Berlin, Heidelberg, Advances in Intelligent and
Soft Computing, Vol. 70, 2010, pp. 285–290, doi: 10.1007/978-3-642-12384-9 34.
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Abstract. Constrained optimization is the process of optimizing a certain objective
function subject to a set of constraints. The goal is not necessarily to find the global
optimum. We try to explore the search space more efficiently in order to find a good
approximate solution. The obtained solution should verify the hard constraints
that are required to be satisfied. In this paper, we propose a cooperative search
method that handles optimality and feasibility separately. We take the traveling
tournament problem (TTP) as a case study to show the applicability of the proposed
idea. TTP is the problem of scheduling a double round-robin tournament that
satisfies a set of related constraints and minimizes the total distance traveled by
the teams. The proposed method for TTP consists of two main steps. In the first
step, we ignore the optimization criterion. We reduce the search only to feasible
solutions satisfying the problem’s constraints. For this purpose, we use constraints
programming model to ensure the feasibility of solutions. In the second step, we
propose a stochastic local search method to handle the optimization criterion and
find a good approximate solution that verifies the hard constraints. The overall
method is evaluated on benchmarks and compared with other well-known techniques
for TTP. The computational results are promising and show the effectiveness of the
proposed idea for TTP.

Keywords: Sport scheduling, traveling tournament problem (TTP), optimization,
constraints, search methods, stochastic local search method (SLS)
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1 INTRODUCTION

Constrained optimization involves minimizing or maximizing a certain objective
function subject to a set of constraints. The main goal is to explore efficiently the
search space in order to find a good approximate solution that verifies the hard
constraints that are required to be satisfied. Constrained optimization problems are
often difficult to solve, due to an eventual complex interaction between the goals of
optimizing the objective function while satisfying the constraints.

Several methods have been proposed for solving constrained optimization prob-
lems. These methods include: the penalty function based method, the Lagrange
multiplier method that can solve optimization problems with equality constraints,
the augmented Lagrange multiplier for inequality constraints that combines the
classical Lagrange method with the penalty function method, the quadratic pro-
gramming methods (QP) that can solve optimization problems with a quadratic ob-
jective function and linear constraints, the gradient projection method for equality
constraints and the gradient projection that can be extended to solve optimization
problems with linear inequality constraints [26, 20].

We propose a cooperative search method for handling in two steps: feasibility
and optimality. More precisely, the proposed search method consists of two main
steps. In the first step, we search for feasible configurations satisfying the problem’s
constraints and ignore the optimization criterion. In the second step, we explore the
feasible search space to handle the optimization problem and find the best solution.
For this purpose, we propose to use constraints programming model, in the first step,
to ensure the feasibility criterion of solutions. In the second step, we use a meta-
heuristic approach to handle the optimization criterion and find a good approximate
solution that verifies the hard constraints.

To show the applicability of the proposed search method, we take as a case study
the traveling tournament problem (TTP) which is a challenging sports scheduling
problem [17, 24, 19]. The objective of the TTP is to find a double-round-robin
tournament schedule that minimizes the total distance traveled by the teams and
satisfies the related TTP constraints [11, 17, 24].

TTP is an interesting problem in both sports scheduling and combinatorial
optimization. It is known to be an NP-hard problem which makes finding quality
solutions in a short amount of time difficult [27]. TTP has attracted significant
interest recently since a favorable TTP schedule can generate large incomes in the
budget of managing the league’s sport.

Several methods have been studied for the TTP. Among them, we cite: the
branch and price method [16], the iterated local search method [7] that has been ap-
plied for a special case of TTP, so-called TTPPV (the traveling tournament problem
with predefined venues). In [8], an integer programming formulation is proposed to
the Max-MinTTP variant of TTP, in which the problem of minimizing the longest
traveled distance is addressed. A hybrid approach combining a local search heuris-
tic with an integer programming method was designed for TTP in [12]. Further,
a simulated annealing algorithm that explores feasible and infeasible schedules us-
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ing several structures of neighborhoods and compound movements is studied in [2].
A variable neighborhood search based method (VNS) is proposed in [18] and re-
cently a harmony search method is studied for the mTTP variant (mirored traveling
tournamant problem) [19].

In this work, first, we study two local search methods for TTP, which are sim-
ulated annealing (SA) and variable neighborhood search (VNS). The two methods
are used as a first-step for finding a feasible solution that satisfies the problem con-
straints. As a second step, we propose a stochastic local search algorithm (SLS) to
find a good approximate solution for TTP that minimizes the total distance trav-
eled by the teams. The overall method is implemented, tested on benchmarks and
compared with other well-known techniques for TTP.

Comparing our approach and the work of Anagnostopoulos et al. [2], we give
the following differences.

• In our method, the search is limited to feasible solutions while Anagnostopoulos
et al. explore both feasible and infeasible schedules [2].

• In our method, we handle the TTP problem in two main steps. 1) After generat-
ing an initial double round-robin configuration, we apply a local search method
based on a constraint satisfaction problem encoding. We define a cost function
to select feasible solutions, i.e., those having a zero value cost. 2) We propose
a stochastic local search method (SLS) to further improve the solution. SLS is
limited to feasible solutions. SLS minimizes the total distance traveled by the
teams. The objective function used by SLS computes this total distance. There
is no need to add a penalty function since we explore feasible configurations of
the search space [2].

• Contrary to our methodology, Anagnostopoulos proposed a simulated annealing
method (SATTP) in one step. This SATTP starts with a random initial solu-
tion obtained by using a simple backtrack search. The cost function combines
travel distances and the number of violations. In Anagnostoploulos constraint
violations are penalized [2].

The rest of this paper is organized as follows: Section 2 gives background on
the traveling tournament problem (TTP). Section 3 presents in detail the proposed
method applied to the TTP problem. Some numerical results are given in Section 4.
Finally, Section 5 concludes the work and gives some perspectives.

2 PROBLEM DEFINITION

The traveling tournament problem (TTP) is the problem of scheduling a double
round-robin tournament, while satisfying a set of related constraints and minimizing
the total distance traveled by the teams [13, 11, 28, 21].

The problem can be stated as follows: let us consider n teams (n even and
positive), a double round robin tournament is a set of games in which every team
plays every other team exactly once at home and once away. A double round robin
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tournament has 2 · (n− 1) slots. The distance between team cities are given by n ·n
symmetric matrix Dis , such that an element Dis ij of Dis represents the distance
between the homes of the teams ti and tj. The teams begin in their home city and
must return there after the tournament.

The TTP is the problem of finding a feasible schedule that minimizes the distance
traveled by the teams, and satisfies the following constraints:

Double round robin constraint (DRRT): that means that each team plays
with every other team exactly twice, once in its home and once in the home of
its opponent.

AtMost constraint: each team must play no more than U and no less than L
consecutive games at home or away. Specifically, in our case, L is set to 1 and
U to 3.

NoRepeat constraint: A game ti− tj can never be followed in the next round by
the game tj − ti.

1. The TTP contains the number of teams (denoted n) and the distance matrix
(denoted Dis).

2. The output are: a double round robin tournament on the n teams respecting the
three constraints AtMost, NoRepeat and DRRT, and where the total distance
traveled by the teams is minimized.

Table 1 gives an example of a schedule for n = 4 teams. The negation sign
means that the team plays away.

Round Round1 Round2 Round3 Round4 Round5 Round6

Team

t1 3 2 4 −3 −2 −4
t2 −4 −1 −3 4 1 3
t3 −1 4 2 1 −4 −2
t4 2 −3 −1 −2 3 1

Table 1. Example of double round robin tournament with n = 4

This schedule specifies that the team t1 has the following schedule: it successively
plays against teams t3 at home, t2 at home, t4 at home, t3 away, t2 away and t4 away.
The travel cost of team t1 is: Dis13 + Dis32 + Dis24 + Dis41.

We note that the travel costs of a schedule S is the sum of the travel cost of
every team (denoted Travel-cost(S)).

3 THE PROPOSED APPROACH APPLIED TO TTP

We propose a new method for the TTP problem. The proposed method consists of
two main steps. First, we start with an initial configuration satisfying the DRRT
constraint. Then, we apply a local search method to generate a feasible configuration
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that verifies the three constraints: AtMost, NoRepeat, and DRRT. For this step,
we study two local search methods which are: variable neighborhood search (VNS)
and simulated annealing (SA) where the role is to handle the feasibility criterion of
solutions. In the second step, the feasible configuration found by the local search
step is sent to the stochastic local search method (SLS) for minimizing the total
distance traveled by the teams. Furthermore, we design a new technique which we
call the aspiration technique. This technique is used to ensure that the three hard
constraints are always satisfied when applying the SLS algorithm on the feasible
search space.

3.1 The Initial Configuration

The search method starts with an initial configuration verifying the DRRT con-
straint. We create this configuration based on graph-theory modelling [9] as follows:

We have n/2 games per round and 2 · (n − 1) rounds. We number the vertices
of the graph from 1 to n, where n is the number of teams. We put the top n in the
center and the other vertices in a circle around the top n.

• In the first day, we organize a game between (Team 1 and Team n), (Team 2
and Team n− 1), (Team 3 and Team n− 2), and so on, up to the game between
(Team n/2 and Team n/2 + 1).

• In the following day, we reproduce what happened in the previous day, making
a simple clockwise rotation of the coupling.

Figure 1 shows an example of the creation of the initial configuration for the case
of 6 teams.

Round1 (t1, t6) (t5, t2) (t4, t3)
Round2 (t5, t4) (t1, t3) (t6, t2)
Round3 (t1, t5) (t2, t4) (t6, t3)
Round4 (t1, t2) (t5, t3) (t6, t4)
Round5 (t5, t6) (t1, t4) (t2, t3)

Table 2. Single round robin tournament with n = 6

For more details, Table 2 gives the schedule which is a single round robin tour-
nament (SRR). We note that in a single round-robin schedule, each team plays
every other team once. When each team plays all others twice, this is called a dou-
ble round-robin tournament (DRRT). As shown in Table 3, the double round robin
tournament schedule can be obtained by adding the mirror of the SRR schedule.

3.2 Local Search Method for Feasible Schedules

After having created the initial DRRT schedule, we call the local search method
in order to locate feasible configurations satisfying the three constraints: AtMost,
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Figure 1. Creation of the initial configuration

Round1 (t1, t6) (t5, t2) (t4, t3)
Round2 (t5, t4) (t1, t3) (t6, t2)
Round3 (t1, t5) (t2, t4) (t6, t3)
Round4 (t1, t2) (t5, t3) (t6, t4)
Round5 (t5, t6) (t1, t4) (t2, t3)

Round6 (t6, t1) (t2, t5) (t3, t4)
Round7 (t4, t5) (t3, t1) (t2, t6)
Round8 (t5, t1) (t4, t2) (t3, t6)
Round9 (t2, t1) (t3, t5) (t4, t6)
Round10 (t6, t5) (t4, t1) (t3, t2)

Table 3. Mirror of single round robin tournament n = 6
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NoRepeat, and DRRT. We study VNS and SA local search methods for building
feasible schedules. We use a cost function to penalize configurations that violate
the considered constraints. Further, we use neighborhood structures to explore the
search space. The cost function, the neighborhood structures and the two methods
are detailed in the following.

3.2.1 The Cost Function

The cost function consists of two terms. The first term permits to penalize configu-
rations not satisfying the AtMost constraint. The second term is to penalize those
not satisfying the NoRepeat constraint.

First, it is important to give the following useful notations in Table 4 to represent
the constraints.

ti is the team number i where i ∈ [1, n].

(ti, tj) is the game ti, vs. tj in the home of ti.

Round l is the round number l where 1 ≤ l ≤ |Round |.
Ri,j means that the match (ti, tj) is scheduled in a round Ri,j

where 1 ≤ Ri,j ≤ |Round |, ∀i, j ∈ |T | , i 6= j.
For example in Table 3, the match (t5, t1) is scheduled in Round8
at home of t5, R5,1 = 8, while the match (t1, t5) is scheduled
in Round3, R1,5 = 3.

S is a DRRT schedule.

Table 4. Some useful notations and definitions

Now, we define the No-repeat constraint fNo repeat · occ norepeat(S, ti, tj). The
function occ norepeat(S, ti, tj) verifies, in a current schedule S, if the match (ti, tj)
is followed in the next round by the match (tj, ti). This occurs when Ri,j = Rj,i + 1
or when Rj,i = Ri,j + 1.

occ norepeat(S, ti, tj) =

{
1, if (Ri,j = Rj,i + 1) ∨ (Rj,i = Ri,j + 1),

0, otherwise.
(1)

For example, the schedule in Table 3 (denoted S3), occ norepeat(S3, t1, t6) = 0
because for the game (t1, t6), R1,6 6= R6,1 + 1 and R6,1 6= R1,6 + 1. The match (t1, t6)
is played in R1,6 = Round1 while the match (t6, t1) is scheduled in R6,1 = Round6.
This implies that R1,6 6= R6,1 + 1.

The penalty fNo repeat (S) is the total number of times that the game (ti, tj) is
followed immediately by (tj, ti) in the schedule S.

fNo repeat (S) =

|T |∑
i=1

|T |∑
j=i+1

occ norepeat (S, ti, tj) . (2)
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Also, we define the At-Most constraint fAt Most . occ atmost (S, ti,Round l) is
the number of times that the team ti plays home or away games in three rounds
successively from Round l (Round l,Round l + 1,Round l + 2,Round l + 3).

con atmost(S, ti,Round l) =


1, if occ atmost(S, ti,Round l) > 3,

Round l < |Round | − 3,

0, otherwise.

(3)

For example, for the schedule S3 in Table 3: occ atmost (S3, t1,Round1) = 1,
since the team t1 is played 4 consecutive games at home in Round1, Round2, Round3

and Round4.
The penalty At-most fAt most (S) is the total number of times the teams play

more than three consecutive home games or three consecutive away games.

fAt most (S) =

|T |∑
i=1

|Round |−3∑
l=1

con atmost (S, ti,Round l) . (4)

The cost function is then defined by the sum of the two penalty constraints
NoRepeat and AtMost:

Cost(S) = fNo repeat(S) + fAt most(S). (5)

The main goal of the local search method is to find a configuration of zero-cost
value. This means finding a feasible configuration satisfying the three constraints:
AtMost, NoRepeat, and DRRT.

3.2.2 Neighborhood Structures

We use three neighborhood structures which are detailed in the following:

• N1: Swap Home. This move swaps the home/away roles of teams. For instance,
when we take two teams ti and tj, the move Swap Home(S, ti, tj) swaps the
home/away roles of a game involving the teams ti and tj. If team ti plays
home against team tj at Roundk and away against team tj at Round l then the
move Swap Home (S, ti, tj) gives the same schedule as S, except that team ti
plays away against team tj at Roundk, and home against tj at Round l. Table 5
displays an example of a move using the N1 neighborhood structure.

• N2: Swap Round. This move consists of swapping all games of a given pair
of rounds. For example the move Swap Round (S,Roundk,Round l) swaps two
given rounds (Roundk and Round l). Table 6 gives an example of schedule when
applying the N2 move.

• N3 Swap Team. This move corresponds to swapping all opponents of a given pair
of teams over all rounds, For example the move Swap Team (S, ti, tj) corresponds
to swapping all opponents of teams ti and tj over all rounds. Table 7 shows
an example of applying the N3 move.
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Round1 (t5, t1) (t4, t2) (t3, t6)
Round2 (t4, t1) (t3, t5) (t2, t6)
Round3 (t3, t1) (t4, t6) (t2, t5)
Round4 (t6, t1) (t2, t3) (t4, t5)
Round5 (t2, t1) (t6, t5) (t4, t3)

Round6 (t1, t5) (t2, t4) (t6, t3)
Round7 (t1, t3) (t6, t4) (t5, t2)
Round8 (t1, t4) (t5, t3) (t6, t2)
Round9 (t1, t6) (t3, t2) (t5, t4)
Round10 (t1, t2) (t5, t6) (t3, t4)

The application of the move Swap home away: N1 (S, t1, t2):
⇓

Round1 (t5, t1) (t4, t2) (t3, t6)
Round2 (t4, t1) (t3, t5) (t2, t6)
Round3 (t3, t1) (t4, t6) (t2, t5)
Round4 (t6, t1) (t2, t3) (t4, t5)
Round5 (t1, t2) (t6, t5) (t4, t3)

Round6 (t1, t5) (t2, t4) (t6, t3)
Round7 (t1, t3) (t6, t4) (t5, t2)
Round8 (t1, t4) (t5, t3) (t6, t2)
Round9 (t1, t6) (t3, t2) (t5, t4)
Round10 (t2, t1) (t5, t6) (t3, t4)

Table 5. Schedule before (up) and after (down) the application of home-away swap

The simulated annealing and variable neighborhood search (VNS) algorithms are
used to search for configurations satisfying the three constraints. These methods are
called for finding configurations with a cost function 5 equal to zero. Both SA and
VNS use the cost function to compare, in terms of quality, two schedules S and S

′
.

We note that the DRRT constraints are always satisfied since we started with an
initial configuration satisfying the DRRT constraint.

3.2.3 SA for Feasible Configurations

SA starts with an initial DRRT schedule. Then it moves iteratively (using the
N1 move) from the current schedule to another one in the search space for finding
lower cost solutions. When a new schedule with a lower cost is found, it replaces
the current solution. When a new schedule of a higher cost is chosen, it replaces
the current solution with some probability. This probability is decreased as the
algorithm progresses (analogously to the temperature in physical annealing). The
SA algorithm is sketched in Algorithm 1.

3.2.4 VNS for Feasible Configurations

VNS is a local search meta-heuristic proposed in 1997 by Mladenovic and Hansen.
Various variants of VNS have been proposed since then, but the basic idea is a sys-
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Round1 (t5, t1) (t4, t2) (t3, t6)
Round2 (t4, t1) (t3, t5) (t2, t6)
Round3 (t3, t1) (t4, t6) (t2, t5)
Round4 (t6, t1) (t2, t3) (t4, t5)
Round5 (t2, t1) (t6, t5) (t4, t3)

Round6 (t1, t5) (t2, t4) (t6, t3)
Round7 (t1, t3) (t6, t4) (t5, t2)
Round8 (t1, t4) (t5, t3) (t6, t2)
Round9 (t1, t6) (t3, t2) (t5, t4)
Round10 (t1, t2) (t5, t6) (t3, t4)

After applying the move Swap Round: N2 (S,Round3, Round5):
⇓

Round1 (t5, t1) (t4, t2) (t3, t6)
Round2 (t4, t1) (t3, t5) (t2, t6)
Round3 (t2, t1) (t6, t5) (t4, t3)
Round4 (t6, t1) (t2, t3) (t4, t5)
Round5 (t3, t1) (t4, t6) (t2, t5)

Round6 (t1, t5) (t2, t4) (t6, t3)
Round7 (t1, t3) (t6, t4) (t5, t2)
Round8 (t1, t4) (t5, t3) (t6, t2)
Round9 (t1, t6) (t3, t2) (t5, t4)
Round10 (t1, t2) (t5, t6) (t3, t4)

Table 6. Schedule before (up) and after (down) the application of Swap Round

tematic change of neighborhood combined with a local search [14, 22]. Unlike local
search, VNS works on a set of different neighborhoods. In our study, we use three
(k = 3) structures of neighborhood which are: N1 (Swap Home), N2 (Swap Round)
and N3 (Swap Team). At each iteration, we select among the three structures one
to create neighbor solutions. The proposed VNS uses the deepest descent strategy
(DDS) as a subroutine. More precisely, VNS starts with an initial DRRT (S) sched-
ule and then tries to find a good solution in the whole neighborhood in an iterative
manner. The DDS procedure is called for each candidate solution constructed by
VNS method. As shown in Algorithm 2, DDS explores iteratively the search space
of the given solution S and returns the best neighbor solution found in this space.
VNS first uses the N1 structures to create neighbor solutions. When there is no
improvement, the neighborhood structure is mapped to N2 and then to N3 in the
hope to create diverse and good neighbor solutions. As done with SA, VNS works
in the same objective to find a feasible configuration. The overall process of VNS is
repeated until a schedule with zero-cost is reached (Cost(S) = 0).

The VNS algorithm is sketched in Algorithm 3.
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Round1 (t5, t1) (t4, t2) (t3, t6)
Round2 (t4, t1) (t3, t5) (t2, t6)
Round3 (t3, t1) (t4, t6) (t2, t5)
Round4 (t6, t1) (t2, t3) (t4, t5)
Round5 (t2, t1) (t6, t5) (t4, t3)

Round6 (t1, t5) (t2, t4) (t6, t3)
Round7 (t1, t3) (t6, t4) (t5, t2)
Round8 (t1, t4) (t5, t3) (t6, t2)
Round9 (t1, t6) (t3, t2) (t5, t4)
Round10 (t1, t2) (t5, t6) (t3, t4)

After the application of the move Swap Team: N3 (S, (t3, t5)):
⇓

Round1 (t3, t1) (t4, t2) (t5, t6)
Round2 (t4, t1) (t3, t5) (t2, t6)
Round3 (t5, t1) (t4, t6) (t2, t3)
Round4 (t6, t1) (t2, t5) (t4, t3)
Round5 (t2, t1) (t6, t3) (t4, t5)

Round6 (t1, t3) (t2, t4) (t6, t5)
Round7 (t1, t5) (t6, t4) (t3, t2)
Round8 (t1, t4) (t5, t3) (t6, t2)
Round9 (t1, t6) (t5, t2) (t3, t4)
Round10 (t1, t2) (t3, t6) (t5, t4)

Table 7. Schedule before (up) and after (down) the application of Swap Team

3.3 Stochastic Local Search for TTP

As already mentioned, the two local search methods (SA and VNS) are used in the
first step to handle the feasibility criterion. In the second step, we apply SLS on the
feasible configuration to handle the optimization criterion and minimize the total
distance traveled by the teams.

SLS [15, 3] is a local search method that combines diversification and intensifi-
cation strategies to locate a good solution. The intensification phase selects the best
neighbor solution while the diversification phase selects a random neighbor solution.
The diversification phase is applied with a fixed probability wp > 0 and the inten-
sification phase with a probability 1 − wp. The process is repeated until a certain
number of iterations called maxiter is reached.

To maintain that the three hard constraints are always satisfied in our SLS
algorithm, we apply an aspiration technique. The latter is given in the next sec-
tion.
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Algorithm 1: The proposed SA for feasible configurations

Data: A DRRT schedule, α = 0.9, the neighborhood structures N1

Result: A feasible configuration that satisfies AtMost, NoRepeat and
DRRT constraints

1 S0 ← an initial configuration verifying DRRT
2 Temp ← an initial temperature
3 S ← S0

4 for (I = 1 to Maxiter) do
5 if (Cost(S) 6= 0) then
6 S

′ ← Choose random configuration using the neighborhood
structure (N1) on S

7 r ← random number between 0 and 1

8 if (r ≺ e
Cost(S)−Cost(S

′
)

Temp ) then
9 S ← S

′

10 Temp ← Temp · α
11 else
12 Go to 13

13 Return the schedule S

Algorithm 2: DDS(S,Nk(S))

Data: A DRRT schedule S, the neighborhood structures Nk(S)
Result: an improved schedule

1 repeat
2 Choose S

′ ∈ Nk(S) with Cost(S
′
) ≤ Cost(S

′′
), ∀S ′′ ∈ Nk(S)

3 if (Cost(S
′
) < Cost(S)) then

4 S ← S
′

5 until Cost(S
′
) ≥ Cost(S), ∀S ′ ∈ Nk(S);

6 Return the schedule S

3.4 Aspiration Technique to Select the Best Neighbor

We propose a new technique which we called aspiration technique to filter the search
space and keep only the feasible configurations. The aspiration technique permits to
memorize information on moves leading to feasible neighbor configurations, starting
from a current configuration. First, we explore the search space to locate feasi-
ble configurations (denoted CSC) with zero-cost according to the cost function (5)
described in Section 3.2.1. Then among them, we take the best one having the
minimum traveled distance.
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Algorithm 3: The proposed VNS for feasible configurations

Data: A DRRT schedule, the three first Neighborhood structures Nk

(1 ≤ k ≤ 3)
Result: A feasible configuration that satisfies AtMost, NoRepeat and

DRRT constraints
1 S ← an initial configuration verifying DRRT
2 k ← 1
3 S ← local search(S)
4 for (I = 1 to Maxiter) do
5 if (Cost(S) 6= 0) then
6 S

′ ← choose random solution (Nk (s))

7 S” ← Call DDS (S
′
, Nk)

8 if (Cost(
(
S”
)
< Cost((S)) then

9 S ← S”

10 else
11 if (k < 3) /* when there is no improvement, the neighborhood structure

is changed to the next one */

12 then
13 k ← k + 1
14 else
15 k ← 1

16 else
17 Go to 18

18 Return the schedule S

For every neighborhood structure, the technique is illustrated as follows:

• For the N1 neighborhood structure (Swap Home), we use a list of NBgames
elements where NBgames is the number of the games (NBgames = (n− 1) · n).
Each element of the list consists of two cells (see Figure 2). The first cell is
the game (ti, tj) and the second is the cost of the move N1(S, (ti, tj)) (denoted
C M(ti, tj)). The latter is the variation of the cost value that must be applied if
we swap the home/away roles of game (ti, tj) to create S

′
. If S

′
is the schedule

obtained after applying N1 on S in (ti, tj), i.e. N1(S, (ti, tj)) = S
′
.

Cost(S
′
) = Cost(S) + C M(ti, tj). (6)

With this technique, we can take the subset of swaps that gives feasible solutions
with zero cost in time O(|NBgames|).
• For the N2 neighborhood structure (Swap Round), we use a matrix Movr of
|Round |·|Round | elements where each element Movr [Round i,Round j] represents
the variation of the cost value that must be applied if a move exchanges two
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Algorithm 4: The SLS method for TTP

Data: a TTP instance, maxiter , wp
Result: The best schedule S

1 Create an initial configuration (CS) verifying the DRRT constraint
2 Apply the local search method (VNS or SA) on CS to obtain a

configuration (CSC) verifying the three constraints
3 S ← CSC
4 for (I = 1 to Maxiter) do
5 if (r ≺ wp) then
6 Apply the aspiration technique N1(S) to find a subset of

neighborhoods with Cost equal to zero.
7 Choose a random neighbor among them S

′ ∈ N1(S)

8 S ← S
′

9 else
10 Create Movr [ti, tj] using aspiration technique on N3(S)
11 Select the best movement (ti, tj)
12 S ← SwapTeam (S, ti, tj)
13 Create a list (NBgames) using Aspiration technique, on N2(S)
14 Select the best movement (ti, tj)
15 S ← SwapHome (S, ti, tj)

16 Return the schedule S

Figure 2. Structure of an element of our list

rounds: Round i and Round j) to create the schedule S
′
. Thus the cost of S

′ ∈
N2(S) is obtained by the sum of the Cost(S) and the value of the element
Movr [Round i,Round j]: If S

′
is the schedule obtained after applying N2 on S in

(Round i,Round j) (i.e. N2(S, (Round i,Round j)) = S
′
).

Cost(S
′
) = Cost(S) + Movr [Round i,Round j]. (7)

We can get a subset of neighborhoods that have the cost-value equal to zero in
time ≤ (O|N2(S)|). We note that after every move, we update the aspiration
matrix Movr.

• For N3 (Swap Teams), we use a matrix Movt of |T | · |T | element where each
element represents the variation of cost that must be applied if a move exchanges
two plans of two teams (ti, tj). Thus the cost of S

′
(S after a move) is obtained
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by the sum of the cost of S and the value of the element Movt [ti, tj]: If S
′

obtained after applying N3 on S in (ti, tj), i.e. N3(S, (ti, tj)) = S
′
.

Cost(S
′
) = Cost(S) + Movt [ti, tj]. (8)

We can obtain a subset of feasible neighbor configurations with zero cost value
in time equal to O(|N3(S)|). The best neighbor is obtained by browsing this
subset in time ≤ O(|N3(S)|). The matrix is updated after each move.

The SLS is sketched in Algorithm 4.

4 EXPERIMENTS

The source code is written in Java. The experiments are performed on a Core Duo
(1.60 GHz) with 2 GB of RAM. We evaluate our method on five different sets of
instances available at the website [1]. We validate our method on the most pop-
ular testbed that includes: the so-called NLx instances, Circular distance instance
CIRCx, Super Instance, Galaxy and the CON instances [29, 25, 19]. The description
of these instances is given as follows:

NLx instances are based on real data of the US National Baseball League, where
x is an even number of teams.

CONx is the constant distance instances are characterized by a distance of one (1)
between all teams.

SUPERx is based on Rugby League, a league with 14 teams from South Africa,
New Zealand and Australia.

CIRCx instances: all teams are placed on a circle, with unit distances (distance of
1 between all adjacent nodes). The distance between two teams i and j with
i > j is then equal to the length of the shortest path between i and j which is
the minimum of i− j and j − i+ n.

4.1 Parameter Tuning

The adjustment of the different parameters of the proposed algorithms is fixed by
an experimental study. The set values are those for which a good compromise
between the quality of the solution obtained by the algorithm and the running time
of the algorithm is found. Due to the non-deterministic nature of the SLS method,
for each instance, 20 runs have been considered, each of them for 10 000 iterations.

For the probability wp, a large wp (wp > 0.6) may cause of being trapped in
local solutions, while a scriptsize wp (wp < 0.3) means every solution is chosen
from the search space randomly, which may decrease explored more thoroughly the
promising regions in search space. Therefore, we should use wp value between 0.3
and 0.6. Hence in our study the wp probability is set to 0.4.
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For VNS, after twelve runs we observed that the average necessary number of
iterations to find a CSC solution is about 8 000 iterations. Furthermore, in VNS the
feasible schedule is found at each SLS run. The superiority of VNS is due to the
good combination of the diversification and the intensification in the search space
this by systematically changes the proposed neighborhood in two phases: firstly,
descent to find a local optimum and finally, a perturbation phase to get out of the
corresponding valley.

4.2 Numerical Results

In the following, we present the numerical results found by the proposed approach.
First, we give in Table 8 (respectively in Table 9) the results found by SA (respec-
tively VNS). The first column gives the number of teams which are instances with
an even number of teams, from n = 6 up to n = 36, the column Nbr mov repre-
sents the number of necessary moves to obtain a feasible configuration verifying the
three constraints DRRT, AtMost, and NoRepeat. The column Time gives the CPU
time in seconds to obtain the feasible configuration (the reported time is the best
obtained time to find the feasible solution).

n Nbr mov Time n Nbr mov Time

6 1 0.023 22 2 001 335.60
8 2 0.050 24 2 421 1 119.63

10 3 0.091 26 2 621 1 455.85
12 83 18.53 28 3 015 1 654.87
14 92 22.703 30 4 045 1 893.91
16 192 113.50 32 5 113 3 221.51
18 281 181.36 34 6 342 4 761.34
20 1 945 318.18 36 8 782 5 931.34

Table 8. The results found by SA

n Nbr mov Time n Nbr mov Time

6 1 0.010 22 1 623 456.11
8 1 0.024 24 1 937 987.01

10 3 1.12 26 2 134 1 221.23
12 46 17.22 28 2 995 1 546.67
14 78 19.67 30 3 110 1 224.34
16 95 97.00 32 4 675 2 551.00
18 119 112 34 5 112 3 243.16
20 978 234.77 36 6 433 4 056.44

Table 9. The results found by VNS

We implemented two variants of our method: SLSwith SA and SLSwith V NS. The
first one is SLS combined with SA for a local search method. In the second one, we
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use VNS instead of SA as a local search. Table 10 compares the time consumed by
the two methods. The time is given in second.

As shown in Tables 8 and 9, both SA and VNS succeed in finding the feasi-
ble configuration (schedule satisfying DRRT, AtMost, and NoRepeat) for all the
considered benchmarks (until n equals to 36 teams). The two methods VNS and
SA are comparable in term of ability to find feasible configurations in comparable
time. However, when we study the overall methods (SLSwith V NS) and (SLSwith SA),
we can remark that VNS accelerates the search of solutions when it is integrated
in SLS contrary to SA. We can see clearly that VNS is better than SA when it is
integrated into SLS in term of total CPU time consuming. We draw Figure 3 to
show this behavior.

Instance SLSwith SA SLSwith V NS

Time Time

CON4 9.89 0.10
CON6 24.80 19.80
CON8 55.47 30.22
CON10 104.21 89.29
CON12 161.04 104.75
CON14 344.64 214.44
CON16 629.99 411.99
CON18 1 145.00 891.29
CON20 1 887.12 905.75
CON22 2 008.05 1 224.21
CON24 4 507.58 2 998.99
NL4 98.11 53.23
NL6 341.89 145.21
NL8 967.34 524.15
NL10 1 064.31 575.21
NL12 2 681.38 974.83
NL14 3 671.10 2 452.93
NL16 7 343.24 5 316.34
CIRC4 123.36 94.65
CIRC6 370.62 201.32
CIRC8 612.55 431.96
CIRC10 1 449.50 866.11
Galaxy 4 160.71 108.14
Galaxy 6 430.11 288.50
SUPER4 1 941.67 897.89

Table 10. Time comparison between SLSwith SA and SLSwith V NS

To better analyze the obtained results and demonstrate the performance of our
approach we compare the proposed method to the best known solution and other
the best-known techniques for TTP.
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0 2,000 4,000 6,000 8,000

SLSwith SA

SLSwith V NS

CPU time

Figure 3. CPU time comparison between SLSwith SA and SLSwith V NS

Table 11 gives the numerical results found by the overall approach. We give the
CPU time (Time) in seconds (the reported time is the time needed to find the best
solution), the best (Best) and the average solution (AVG) of twenty executions found
by our method. We give the best known solutions (Best*) [1] for each instance and
the gap between Best and Best*. The best results are in bold font. The proposed
method SLS is compared with the best-known solutions Best* for TTP in order to
show its performance in solving TTP.

Gap % =
SLS(Best)− Best∗

SLS(Best)
∗ 100. (9)

0 0.5 1 1.5 2 2.5 3

·105

SLS

Best-Known

Solution quality

Figure 4. Comparison between SLS and Best-known
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Instance Best* SLS Gap %
Time(s) Best Average

CON4 17 0.10 17 17 0
CON6 43 19.80 43 43 0
CON8 80 30.22 80 80 0
CON10 124 89.29 124 125 0
CON12 182 104.75 182 184 0
CON14 252 214.44 252 254 0
CON16 327 411.99 336 338 2.67
CON18 417 891.29 433 455 3.69
CON20 522 905.75 525 554 0.57
CON22 628 1 224.21 628 632 0
CON24 749 2 998.99 756 808 0.92
NL4 8 276 53.23 8 276 8 276 0
NL6 23 916 145.21 23 916 24 122 0
NL8 39 947 524.15 40 621 42 234 1.65
NL10 59 583 575.21 61 193 62 711 2.63
NL12 111 248 974.83 120 655 127 856 7.79
NL14 188 728 2 452.93 206 274 231 785 8.50
NL16 261 687 5 316.34 308 413 322 394 15.15
CIRC4 20 94.65 20 20 0
CIRC6 64 201.32 64 64 0
CIRC8 130 431.96 140 144 7.69
CIRC10 242 866.11 272 287 11.02
Galaxy 4 416 108.14 416 416 0
Galaxy 6 1 365 288.50 1 365 1 394 0
Galaxy8 2 373 1 007.01 2 373 2 648 0
Galaxy10 3 676 2 015.56 4 554 5 134 19.27
Galaxy12 7 034 2 897.14 7 354 8 005 4.35
Super 4 63 405 897.89 63 405 63 405 0
Super 6 130 365 1 425.11 130 365 130 365 0

Table 11. A comparison with best-known Best*

SLS succeeds in finding the optimum solutions for CON4, CON6, CON8,
CON10, CON12, CON14, NL6, NL4, CIRC6, Galaxy4, Galaxy6, Galaxy8, Super4
and Super6. The gap between the best-known solutions and the results of our ap-
proach, in general, does not go above 15.15 % for NL instances and is between 1
and 3.67 % for CON instances. This demonstrates the effectiveness of the proposed
approach in solving the traveling tournament problem. In addition to the numer-
ical analysis, we draw the box plots diagrams to better visualize the distribution
of cost value. The boxplot in Figure 4 shows that our method produces consistent
results. The results are interesting and demonstrate the benefit of our approach for
TTP.
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4.3 A Comparative Study for NL Instances

Since the NLx family of instances is probably the most researched TTP benchmark-
family and virtually all researches studying the TTP publish their computational
results with NLx instances, in this section, we compare the proposed method to
other well-known techniques for TTP on NL instances.

Table 12 compares SLS with some well-known techniques for TTP. The compar-
ison is done with the following techniques: GA (which is a genetic algorithm with
novel encoding scheme for representing a solution instance [6]), AISTTP (which
is an immune-inspired algorithm based on the CLONALG framework [4]), CTSA
(which is a hybrid integer programming/constraint programming approach and
a branch and price algorithm [23]), AATTP (which is an approximation Algorithm
for TTP [29]), CPMT (which is a tabu search and simulated annealing [25]) and
ANT-HYP (which is an ant based hyper-heuristic [5]).

The comparison with other techniques shows the efficiency of our method. In
order to quantify this improvement we compute the performance ratio (PR) or the
average gaps given as follows:

PR =
NBins∑
i=1

Gapi/NBins (10)

where the Gapi is the gap between the best solution of our method and the best of
the other techniques of the instance i. NBins is the total number of the considered
instances.

The performance ratio between the proposed approach and AATTP is equal to
8.68 % which means that our approach improves the results of AATTP in average
by 8.68 %. Also, our method gives better average than CTSA with 0.76 % and
improves the results of CPMT and ANT-HYP method in average by 2.32 % and
3.61 %, respectively. Further, the proposed approach is able to perform better than
GA results in average by 1.13 %, whereas our approach finds near solutions with
deviation from AISTTP equal to −0.05 %.

4.4 A Comparative Study for CON Instances

For CON instances, the comparison is done with Tabu Search [10] since it achieves
the best-known solution on almost all CON instances. Table 13 gives the results
found by both SLS and Tabu search on CON instances. According to these numerical
results, SLS succeeds in finding better results for all the checked instances compared
to Tabu search. Furthermore, the performance ratio between our approach and Tabu
search method is equal to 2.25 % which means that the proposed approach enhances
the results of Tabu search in average by 2.25 %.

The superiority of our approach is explained by the good combination of the two
main steps, which permits to explore efficiently the search space and locate good
solutions.
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Instance SLS AATTP Gap AISTTP Gap CTSA Gap

NL4 8 276 — — — — — —

NL6 23 916 — — — — 24 467 −2.30

NL8 40 621 47 128 −16.01 40 156 1.14 41 754 −2.78

NL10 61 193 69 958 −14.32 61 351 −0.25 63 277 −3.40

NL12 120 655 125 086 −3.67 120 531 0.21 116 421 3.05

NL14 206 274 230 874 −11.92 206 434 −0.77 215 665 −4.55

NL16 308 413 300 744 2.48 288 674 0.04 288 674 5.40

Instance SLS ANT−HYP Gap CPMT Gap GA Gap

NL4 8 276 — — — — — —

NL6 23 916 23 916 0 — — 23 916 0

NL8 40 621 40 361 0.64 41 928 −3.21 41 505 −2.17

NL10 61 193 65 168 −6.49 65 193 −6.53 — —

NL12 120 655 123 752 −2.56 120 906 −0.20 — —

NL14 206 274 225 169 −9.16 208 824 −1.23 — —

NL16 308 413 321 037 −4.09 287 130 6.90 — —

Table 12. A comparative study for NL instances

Instance SLS Tabu Search Gap %

CON4 17 17 0

CON4 43 48 −11.62

CON8 80 81 -1.25

CON10 124 124 0

CON12 182 184 −1.09

CON14 252 253 −0.09

CON16 336 342 −1.72

Table 13. A comparative study for CON instances

5 CONCLUSION

We proposed a search method for constrained optimization. The proposed method
handles optimality and feasibility separately. It is applied to the well-known NP-
hard traveling tournament problem (TTP). TTP is concerned with finding a tour-
nament schedule that minimizes the total distances traveled by the teams. The
TTP has attracted significant interest recently since a favorable TTP schedule can
generate large incomes in the budget of managing the league’s sport. The proposed
approach is a combination of the stochastic local search algorithm (SLS) as an opti-
mization technique and the local search method (VNS/SA) as a search method for
feasible configurations. The method is implemented, evaluated on publicly available
standard benchmarks and compared with other techniques for TTP. The proposed
method provides competitive results and finds solutions of high quality. It matches
the best-known solutions on seventeen instances and outperforms some interesting
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methods. The advantage of the novel method is that it can reduce mainly the prob-
lem complexity since we consider only feasible configurations. However, we can lose
the global optima in some situation since we do not explore full search space. We
plan to study the impact of exact techniques on the proposed method. It would be
nice to study the effectiveness of our method in solving other constrained optimiza-
tion problems.
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Iliadis, L., Manolopoulos, Y., Trawiński, B. (Eds.): Computational Collective Intelli-
gence (ICCCI 2016). Springer, Cham, Lecture Notes in Computer Science, Vol. 9875,
2016, pp. 520–530, doi: 10.1007/978-3-319-45243-2 48.

[20] Kuester, J. L.—Mize, J. H.: Optimization Techniques with Fortran. McGraw-Hill,
New York, 1973.

[21] Miyashiro, R.—Matsui, T.: Semidefinite Programming Based Approaches to the
Break Minimization Problem. Computers and Operations Research, Vol. 33, 2006,
No. 7, pp. 1975–1982, doi: 10.1016/j.cor.2004.09.030.
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Abstract. Context prediction is a promoting research topic with a lot of challenges
and opportunities. Indeed, with the constant evolution of context-aware systems,
context prediction remains a complex task due to the lack of formal approach.
In this paper, we propose a new approach to enhance context prediction using
a probabilistic temporal logic and model checking. The probabilistic temporal logic
PCTL is used to provide an efficient expressivity and a reasoning based on temporal
logic in order to fit with the dynamic and non-deterministic nature of the system’s
environment. Whereas, the probabilistic model checking is used for automatically
verifying that a probabilistic system satisfies a property with a given likelihood. Our
new approach allows a formal expressivity of a multidimensional context prediction.
Tested on real data our model was able to achieve 78 % of the future activities
prediction accuracy.

Keywords: Context prediction, logic, PCTL, pervasive system, context-aware sys-
tem, stochastic, transition model

Mathematics Subject Classification 2010: 68T01, 68T30, 68T37, 68U35

1 INTRODUCTION

Prediction is a research topic in different fields: meteorology, economy, trends of
prices and stocks as well as in computer science and software engineering such as
predicting failure in software [1]. Predictive mechanisms help to anticipate actions
and to implement the appropriate preventive measures. Ubiquitous computing sys-
tems are no exception in this respect; they do actually follow this trend. To be more
proactive, ubiquitous systems have to provide service adaptation, according to the
dynamic evolution of their context, in order to offer an adequate service fitting the
user’s needs.

One significant challenge, in particular, is to proactively assess the user’s needs in
the real world without requiring explicit input. Furthermore, a ubiquitous system
must provide the user with services well adapted to the overall context. Indeed,
services will be triggered dynamically and without an explicit user intervention in
a proactive way. Making use of the context in applications is a current area of
research known as “context-awareness” [2, 7]. A sensitive-context application must
perceive the context of the users and their environment and adapt its behaviour
accordingly. Most of the work on service adaptation in context-awareness is focused
on the current context.

In ubiquitous computing several studies and research have been conducted too,
under the prediction topic [2, 3, 4, 5]. These works aim to introduce new prediction
techniques to increase the dynamic nature and the proactivity of those pervasive
systems.
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1.1 Problem and Motivation

Predict the future context allows the pervasive system to choose the most effective
strategies to achieve its goals and to provide an active and fast adaptation to future
situations.

However, the existing approaches face key issues that need to be addressed:

1. provide a multi-dimensional context prediction,

2. support a temporal constraint and identify the expected time of context varia-
tions,

3. improve expressiveness and provide a clear semantics.

Current approaches in context prediction only deduce one-dimensional informa-
tion for the future context (e.g. future location). As a consequence, their expressive-
ness and effectiveness are limited. Even more so, if the system is unable to recognize
the expected time of such context changes and the underlying behavior.

Moreover, these approaches face a common challenge: the lack of formal and
general approaches for dealing with context prediction and more specifically, allow-
ing proactivity and service anticipation using context prediction. They assert the
lack of a common development framework for context prediction as well as formal
representation for the context and a formal approach for the prediction.

Over the past few years, a more general research trend emerged, focusing on
context prediction such as the work described in [5, 6], which discussed directions
for research on this issue. They pointed out that the work in this area is mostly
limited to location information, and a challenge they face is:

1. to consider more general context information,

2. to be able to support a temporal constraint and

3. to provide a logic-based expressive prediction with a clear semantic and formal-
ism.

1.2 Proposition

Pervasive proactive systems need, therefore, the ability to reason with time de-
pendencies and even more complex than that: spatiotemporal dimensions and the
overall context. To be able to recognise a future contextual information (e.g., where
is the location of the user X in the next 5 minutes?) and to provide an answer and
anticipate a service associated with a future context must be possible (e.g., activ-
ity X can be executed on location Y in the next Z minute). A system that can
include this kind of knowledge provides more flexibility and allows the ability to act
in a more efficient manner.

In previous research work, we emphasized on context prediction context in perva-
sive context-aware systems. We proposed a new definition that supports prediction
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in the same multi-dimension reasoning [8]. In another step towards the goal of pro-
viding formal prediction approach to context modeling we proposed a logic-based
model including a temporal constraint [9]. This paper is, therefore, another step to
provide a new spatiotemporal expressive prediction based on a formal semantic of
probabilistic temporal logic and stochastic transition model.

1.3 Contribution

The efficient deployment of a context-sensitive prediction, its dynamic and unpre-
dictable evolution, is still limited due to a semantic gap between the data provided
by the physical detection devices and the information needed to predict the future
behavior of the system and its users. Our proposed approach exceeds the weaknesses
identified in the literature [5, 10, 11] by providing: better context expressivity, more
efficient prediction based on logical reasoning, stochastic, non-deterministic mod-
eling and below a multidimensional approach, what fitting better the nature of
ambient systems.

In this paper, we are formalizing a new approach to express context prediction in
context-aware systems. We express context and the transition in a pervasive system
with a formal semantic, using a probabilistic temporal logic PCTL (a probabilistic
extension of temporal logic). We propose a probabilistic transition model to encode
the system’s behavior over the time. Combining PCTL with a stochastic model,
we can trace, analyze and predict the future context. Thus, we propose to use the
model checking verification to verify the future state properties with a quantitative
result and return the future state that has the maximum probability.

1.4 Paper’s Structure

The paper is organized as follows. First, we give an overview of the available predic-
tion methods (Section 2) with a synthesis and an evaluation. After that, we present
our approach (Section 3) starting with a presentation of temporal logic and an ex-
planation of the choice of probabilistic temporal logic. We then present a model
detailing each included component. And we finish this section by explaining the
prediction process. Before concluding the paper, we present the evaluation of our
approach (Sections 3.6, 3.7) and expected future work (Section 4).

2 RELATED WORK

In this section we give an overview of the available research within the context pre-
diction topic, specifically including proactive adaptation for pervasive systems; we
analyze, discuss those various works, and later we present an evaluation/synthesis
according to a selected set of criteria. As we have discussed and analyzed the pre-
diction research work in a previous survey [11], according to the technical prediction
approaches, we tried in this overview to discuss other related work, mostly from
recent research in chronological order.
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Also, we circumscribed a survey to research proposing generic models to sup-
port context prediction. Hence, the chosen works should support generic context
information: works specifically devoted to the location prediction were not consid-
ered relevant. As discussed in recent surveys [11, 12] the development of generic
approaches is a challenge in this research area.

One of the first contributions in context prediction was proposed by Mayrho-
fer [13]. Mayrhofer proposed architecture and a framework for context prediction
that are based on an unsupervised classification, attempting to find context clus-
ters, previously unknown from the input data. These context clusters represented
recurring patterns in the input data. This approach modeled the context as a finite
sequence of states where a user or a device triggers the change of the current state
from one state to another. This modeling helped to predict the next states of the
context based on the current state. He suggested a five-step process, taking sets of
observations, each recorded at a specific time, as input and providing as output the
current context of the user as well as predicting the future states of the context.
The proposed stages are sensor data acquisition, feature extraction, classification,
labeling, and prediction.

Mayrhofer proposed a prediction module based on the sequence prediction tech-
nique. This technique is based on the prediction task of a theoretical computer
sequence and can only be applied if the context is broken down into some form of
event flow. The context prediction in this work is based only on high-level context,
and the framework does not have any mechanism to support an adaptive strategy.

Like Mayrhofer, Sigg et al. [14, 6] provided a formal definition for the context
prediction task relevant to the issues raised on the quality of the context and on
how to handle the ambiguity of incomplete data. This method is also based on
patterns of context the learning algorithm builds to enable the prediction module.
The context prediction module is based on an alignment method that attempts to
predict the most likely continuation of a time series starting from the suffix of the
observed sequence.

Finally, Sigg et al. [6] also offer a continuous learning module to adapt to the
change in the environment or user habits. It continuously monitors the recorded
time series stored in context history and updates the relevant patterns.

However, we did not find in this work any specific implementation for this learn-
ing module. Only its constraints were given, including the interface specified by
the context history and language description of the rules, representing patterns.
Sigg does not describe any adaptive mechanism for prediction neither considers any
specification for context information.

Meiners et al. [15] suggested a context prediction approach called SCP (Struc-
tured Context Prediction). This approach is based on two key principles. The first
is making use of knowledge of the application domain that developers can integrate
when designing the application. This knowledge is described as a prediction model
that specifies how the predictions are to be executed and which configures the pre-
diction system. The second principle sets out the application of several prediction
methods, which are interchangeable. These methods are proposed to ensure the
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accuracy and effectiveness of predictions relevant to a given domain. They can be
selected and combined by the application developers. According to [15] the predic-
tion model assigns a method for each variable to predict its value. The method uses
as input the values of other variables that are either already predicted by their own
methods, or simply measured by sensors. Also, the authors proposed an architecture
for a prediction system which can be used as a reusable component by context-aware
applications.

In this work, the proposed Contexts Prediction architecture supports an adaptive
mechanism for contexts prediction. However, this mechanism is manual, that is, the
designer needs to choose at design time the most suitable algorithms for predictions.

Furthermore, the architecture also has a learning component and supports only
low-level context data and does not have a formal context representation.

Contextual spaces theory is an approach developed by Andrey Boytsov [3], to
best define context-awareness and to deal with sensor problems that create uncer-
tainty and incur a lack of reliability. This theory used spatial metaphors to represent
the context as a multidimensional space. It was designed to make context-awareness
clearer.

The theory of context space was initially submitted by Padovitz and Zaslav-
sky [16]. The authors attempted to provide a general model to help thinking about
and to describe the context and develop context-aware applications. This work will
be later the basis for several researches of Zaslavzky and Boytsov [4, 3, 17]. Boytsov
and Zaslavsky presented the CALCHAS system, which offered context prediction
and used an extension to the context space theory to provide proactive adaptation.

This approach addressed the context prediction problem in a general sense. In
context spaces theory several methods were tested and used for reasoning about the
context. The authors judged sequence technique as the most prospective prediction
approach.

For adaptation mechanisms, algebraic operations on situations and some logic-
based methods were developed for reasoning regarding situations [18].

This works had presented a general framework model, included an adaptation
approach based on prediction but did not propose a new formal or a generic predic-
tion method.

In her work on services prediction, Salma Najar offered a mechanism of discov-
ery and prediction guided both by context and user intent [19]. She used semantic
similarity techniques. The system is based on the implementation of a matching al-
gorithm, which computes the matching degree between the intention and the current
context of the user and the set of semantic services described accordingly. OWL-
SIC (OWL-S Intentional & Contextual) is an extension of OWL-S (Web Ontology
Language-Semantic, is an ontology, within the OWL-based framework of the Se-
mantic).

The similarity approach required historical data, to select and recommend ser-
vices that are not always available. In fact, it needs a first phase of a collec-
tion to get enough data which will be processed after that. The intentional
approach provided by Najar [19] was a user-centered approach but can generate
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conflict: for instance a problem of interoperability between services. Indeed, two
compatible intentions do not necessarily map to two technically compatible ser-
vices. This work also proposed a conceptual framework focused on services predic-
tion.

Joao et al. [5] proposed new framework including a prediction-algorithms library.
They named the proposed model ORACON. The architecture of this model is based
on the Model-View-Controller (MVC) design pattern. It has three layers, two agents,
one library of prediction algorithms, External Histories, External Ontologies, and
External Applications. ORACON proposed prediction of entities. An entity, in this
sense, can be a living being, an object or even a location. Each entity can have
many applications, modeled as External Applications, which can interact with the
model in order to obtain predictions. This work focused more on the framework; it
did not propose a specific prediction approach. There prediction algorithm library
contains four prediction approaches: alignment, enhanced alignment, semi-Markov
and collaboration [5]. This proposed model was an interesting work which can be
enhanced with many extensions to improve the performance, increase the accuracy
of classification and optimize the processing time.

Föll et al. [20] proposed a PreCon as a multi-dimensional context predicting
method, composed of three parts: a stochastic model to represent context changes,
an expressive temporal-logic query language using CSL (continuous stochastic lan-
guage) and stochastic algorithms to predict the context. The model based on user
behavior was presented as an SMC (Semi-Markov Chain).

This work was the unique formal work using the CSL as a query language of
the system, and a Semi-Markov Chain. There is also another work that had tried
to automate the recognition of activities using the LTL formalism with a model
checking [21].

They concluded their work, noting that a probabilistic extension using a PCTL
can increase the expressive power of the formal core.

We found this to be the most relevant work, and we based our approach on it,
specifically in a model checking verification. We use PCTL formalism and include
action in a model to get a more descriptive model.

2.1 Synthesis

Table 1 summarizes a comparison of the related works. As we can see the majority
of works do not support formal representation of the context, low and high context
level. They focused more on providing a framework including a predictive module,
rather than on the prediction module itself. The essential part of a prediction model
being the approach used in the prediction process itself.

Ubiquitous environments are highly dynamic, that is, applications can interact
with a great number of different and unknown applications all the time [22, 23, 24].
Hence, it is essential to define a formal representation for the context, so that
different systems can easily communicate. Thus, specifying a context represen-
tation is considered a key feature for model prediction. This is why we choose
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Adap-
tive
strat-
egy

Context
formal
presen-
tation

Low-
high
context
level

Learn-
ing
capabil-
ity

Predic-
tion
technique

Frame-
work
pro-
posed

Mayrhofer
2004

no no no yes sequence
prediction
approach

yes

Sigg
2008–2010

no no yes yes trajectory
prolonga-
tion

yes

Meiners
2010

yes no yes yes Bayesian yes

Boytsov
2011

yes yes no yes sequence
predictor
the most
perspective
approach

yes

S. Föll
2014

no no yes yes temporal
query
prediction

no

S. Najar
2014

yes no no yes semantic
similarity
(discover-
ing)

yes

H. Joa
2016

yes yes yes yes alignment
semi-
markov

yes

Table 1. Comparative overview of context prediction research work

a formal context representation based on a logic perspective [9]. Also, we build
a model in a temporal logic formalism providing clear formal semantics by using
a probabilistic temporal logic (PCTL), and we propose a new probabilistic-labeled
transaction model Model-LPTM. One might also conclude that the prediction ap-
proaches supported by previous works compute the most probable future context,
based on simple uni-dimensional context information. Existing systems do not al-
low a formal context prediction through temporal-semantics and multidimensional
processes.

In this paper, we propose to investigate the application of probabilistic temporal
logic as a powerful formal presentation for context prediction. It also proposes
a formal prediction approach based on temporal logic in a multidimensional context
space and on a new formalism that integrates probability and labeling; which provide
a new probabilistic labeled transaction model thus helping effective context-aware
prediction.
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3 THE PROPOSED APPROACH

3.1 Temporal Logic in the Context Aware System

Time is a fascinating subject. We are moving through time continuously, and in
order to survive and manage ourselves, we regularly have to make temporal-logic-
based decisions. In daily lives, people are using time-dependent information, e.g.
when to go to the dentist? When is a meeting to be held? With the rise of ubiquitous
systems (which ideally aim to provide a smart user-focused service; like reminder
services, assisted-living services and more), temporal analysis and reasoning appear
best-suited to ensure the proper functioning for this kind of system. Temporal logic
can also be used as a programming language. The basic paradigm is to review the
past and then take action in the future. Abstractly we have an initial state and
certain actions that can be performed in a given state if it satisfies a certain set of
conditions. Performing an action on a state produces a new state.

We have defined a variant of TL (temporal logic) as a language for the specifica-
tion of each situation and its related context. In general, TL has been developed and
applied as a formalism for reasoning about the ordering and quantitative timing of
events [25]. Several formulations have been proposed to satisfy the needs of different
contexts. TL may be classified according to the underlying nature of time: linear
temporal logic LTL and computational tree logic CTL.

LTL, CTL and CTL* can express qualitative properties of a system. Real sys-
tems such as a pervasive system, however, are quite often characterized by non-
deterministic behavior and this is because of the human presence. In order to pro-
vide efficient services, to be user-centric and more realistic, those systems should be
attuned to the unpredictable behavior of humans. Taking probabilities into account,
in addition to non-deterministic behavior, would expand this aspect of the system
allowing the quantification of unpredictable behavior, if the specification holds with
an arbitrary probability value and within a given time limit.

We propose to use PCTL, which had the expressive power of probabilistic tem-
poral logic (it introduces probability to extend CTL which is inadequate in dealing
with a real-life system like a ubiquitous computing system) (Figure 1).

3.2 Probabilistic Temporal Logic Specification

Temporal logic extends the traditional modal logic to allow the description of when
a formula is true. That is, rather than just “necessity” or “possibility”, a formula
may be true at the next point in time or at some other point in the future.

Branching time logic, such as Computation Tree Logic (CTL) [26], enables the
choice of a path among multiple possible paths in a tree structure describing probable
future events. So that, each choice has to mirror the possible set of behaviors starting
from the current state. As opposed to linear-time temporal logic, for which, there
is only one possible future path, we can express whether a property holds for all
possible paths (A formula), or if there exists at least one path for which it is true
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Figure 1. Expressivity CTL vs. LTL vs. CTL* vs. PCTL

(E formula). The values of these formulas are determined with a Kripke structure:
a graph with a set of states, transitions between states, and labels indicating which
propositions are true within the states.

We will use a probabilistic extension of CTL, Probabilistic Computation Tree
Logic (PCTL) [27, 28] as it allows probabilistic state transitions, as well as explicit
deadlines for when a formula must hold.

The proposed PCTL syntax is based on the syntax and semantics proposed
in [27, 28]. For the sake of clarity, some specific notations, as well as the underlying
probabilistic model, have been slightly modified from the original syntax presented
by those papers, in order to adapt them to the work context.

In this section, we present the proposed model for the context prediction prob-
lem based on the real-world situation and the related features; which represent the
contextual information of each situation (e.g. location, time, occupation, ambient
information, sound, temperature, etc.).

Figure 2 summarizes the proposed approach. It is based on PCTL formalism,
a probabilistic labeled transition model which will be detailed later (Subsection 3.3).
The context prediction is based on model checking, which will return the future
situation and its probability.

A. Formalism

a. Context

Definition 1. In order to specify this situation-context, let s = (c1, c2, . . . ,
Cn) ∈ S, s being an n-dimension vector of context information described by
a preposition or a combination of prepositions, where each component ci of s
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Figure 2. Overview of the proposed approach

is of a specific context type Ci (e.g. 〈location〉, 〈occupation〉, . . . ). A state s
can be multidimensional and expresses composite contextual data describing
the features of a specific situation; e.g., s = ((meeting-room)x(power-point)
×(occupation = 5)) designates the presentation situation on a meeting room.

For each new combination of context information (c1, . . . , cn) that has not
been observed before, is detected, a new state s will be inserted into the
model and labeled with (c1, . . . , cn). For more details about the context
logic-based modeling we refer to previous related work [9].

b. Path and state

The prediction semantics is based on PCTL syntax. For this let p ∈ [0, 1] be
a probability, let t ∈ R+ be a time-bound, and let (Ci, ci) be a contextual
value ci of type Ci as defined earlier.

Definition 2. Path formulas express the properties and behaviour allocated
to paths.

ϕ = X≤tΦ|Φ1

⋃≤t
Φ2.

State formulas express the properties and behaviour allocated to states

Φ := tt|ff |(Ci, ci)|(A, a)|¬Φ|Φ1 ∨ Φ2|Φ1 ∧ Φ2|P ∼ p(ϕ)

where ci ∈ 2AP AP a set of atomic propositions describing situation context
(e.g. location: 〈meeting room〉, light: 〈bright〉, occupation: 〈3〉, application-
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running: 〈power-point〉), a ∈ A is a finite set of actions, and ∼ is a com-
parison operator ∼∈ {〈, 〉,≤,≥}, and p is a probability threshold p ∈ [0, 1].
Path quantifiers as in PCTL are built from one of the temporal modalities: X
(next) or U (until) (Table 2). t is a time constraint defining an upper bound
on a time interval to describe the duration of a situation, the subsequent
transition and when an action will be active.

Quantifiers over Paths

AΦ – All Φ has to hold on all paths starting from
the current state.

EΦ – Exists There exists at least one path starting
from the current state where Φ holds.

Path-Specific Quantifiers

GΦ – Globally Φ has to hold on the entire subsequent
path

FΦ – finally Φ eventually has to hold

XΦ – Next Φ has to hold at the next state

ΦUψ – Until Φ has to hold at least until at some po-
sition ψ holds. ψ will be verified in the
future

Table 2. Paths quantifiers

Considering Φ a state formula expressed as a pair (Ci, ci), which describes
the type of context and the specific context value in this state (e.g.: location,
meeting-room). We leverage these operators to analyze the future context
behavior;

• F is the Eventually operator used to verify if a condition φ eventually
has to hold in any state from s somewhere on a subsequent path in the
model.
• G is the Globally operator, and it can be used to check if the condition
φ holds in every state on all subsequent paths starting in s.
• X is the Next operator: it evaluates a condition φ on all immediate

successor states to the current state s. It has to hold at the next state
(this operator is sometimes noted N instead of X). Since we focus on
immediate prediction, we will build a prediction model on this operator
in this paper.
• U is the Until operator and expresses that Φ2 will be verified in the future.

And Φ1 has to hold starting at the current state at least until at some
further position Φ2 holds.

The PCTL state formula P ∼ p(ϕ) asserts that, under all schedulers [28],
the probability for the event expressed by the path formula ϕ meets the
bound specified by ∼ p. The probability bounds “∼ p” can be understood
as quantitative counterparts to the CTL path quantifiers ∃ and ∀.
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B. PCTL Semantic

Definition 3. Let M = (S,AP, L) be a PCTL model, s is a state ∈ M , AP
a set of an atomic preposition, L is a labeling function, and φ is a PCTL formula.
The satisfaction relation is noted as M , s � φ.

Let s be a state, s ∈ S we can define the satisfaction relation for state formulas
as follows:

• M , s true ∀s ∈ S,

• M , s � ci ⇔ ci ∈ L(s),

• M , s � ¬φ⇔M , s 2 φ,

• M , s � φ1 ∧ φ2 ⇔M , � φ1 and s � φ2,

• M , s � φ1 ∨ φ2 ⇔M , � φ1 or s � φ2,

• M , s � P ∼ p(ϕ)⇔ P{π ∈ Paths(s)|M , π � ϕ} ∼ p.

The satisfaction relation for path formula is defined inductively as follows:

• M , π |= XΦ⇔ π = s0→a0,t0 s1→a1,t1 . . . sn→an−1,tn−1 sn and M , s1 |= Φ,

• M , π |= Φ1UΦ2 ⇔ π = s0→a0,t0 s1→a1,t1 . . . sn→an−1,tn−1 sn and ∃k.M ,
sk |= Φ2 and

• ∀j < k.M , sj |= Φ2.

C. Labeled Probabilistic Transition Model: Model-LPTM

A pervasive system follows various behavioral patterns depending on user’s be-
havior. Those patterns cannot be described in a deterministic way. Hence,
our choice of a probabilistic non-deterministic model. In the following, we give
a description of this model and the proposed approach to predicting the next
situation using this formalism.

We represent an LPTM model as a transition system which combines probabilis-
tic choice as in Markov chains with a non-deterministic choice. We define the
model with a timed probabilistic transition based on models defined in [27, 28].
The model integrates time and action and will be presented as follows.

Definition 4. Let LPTM be a Kripke (S,A, P, L): a labeled transition proba-
bilistic model defined as follows:

• S: a finite set of states where s ∈ S and sinit ∈ S,

• Act : a finite set of actions where a ∈ A and A ⊆ Act ,

• L: S → 2AP state labeling function assigning to each state one or several
atomic prepositions ∈ AP ,

• P ⊆ S×A×R+×Dist(S) is the function assigning a probabilistic transition
distribution, such that if (s, δt, a, ρ) ∈ Dist(S) and δt > 0 after a span time
4t in a situation s was spent and a is an active ∈ A(s) then ρ is a point
distribution.
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As for probabilistic systems, we can introduce paths for timed probabilistic
systems except that transitions are now labeled by a (duration, action, distribution)
tuple. Each transition is labeled by a tuple (δt, a, ρ) ∈ Dist(S), where:

• δt is the time span between si and sj (Section 3.6),

• P (si, sj) is the probability assigned to the path transition between si and sj
(Section 3.4),

• a ∈ A(si) is an action active between two states si and sj (Section 3.5).

Our contribution using this model consists in considering every si ∈ S as de-
scribed by a set of context parameters (ci ∈ Ci) such that L(si) = ci and an action
for a transition path with a temporal duration constraint δt.

To avoid transient states, we choose to integrate them as proposals in paths.
Thus, the path describes a transient context as an accomplishment action or activity
action (see Section 3.5). That can be part of the next state. This makes the modeling
more context-aware and proactive.

Using this LPTM, we can formalize the behavior trace and context variation by
an infinite state tree like in MDP. The context can be a composite context. The
variation of one or several context’s element introduces changes on the state. We
can describe a pervasive environment according to the user’s behaviour with action
semantic (Section 3.4), and context variation, at each spatiotemporal interval, we
have an active state describing a specific context si ∈ S. While the user (e.g.:
walking, driving, be, . . . ) or the environment and the system environment (running
process, etc.) act, the context changes and the LPTM moves to the new state
sj ∈ S expressing the property of new context. This successor state sj is visited
with a probability p(si, sj). Before leaving the current state si, the context does
not change and stay active for a limited duration of time δt spent in si. Example:
model (Figure 3).

Explanation: To lead the next situation from the current situation i to the next
one j we count:

• as,n represents an action active for a given state (e.g., a01 describes the active
action from S0 to S1),

• δtij represents the time span between si and sj (e.g., δt01 describes transition
duration from S0 to S1),

• Pij refers to the transition probability from the situation si to the situation sj
such that ΣjPij = 1.

a. Transition Probability

For each transition (Si, Sj), the transition probability will be:

p(si, sj) = P (Xn+1 = sj|Xn = si) (1)

where Xn is the random variable that models the stochastic behavior at the
current state and Xn+1 model the stochastic behavior at the next state.
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Figure 3. Transition model

Recall that the formulas are defined about a probabilistic structure, as described
earlier. While the used structures consist of labeled states and path, they only
imply that it is possible to transition from the state at the tail to the state at
the head with some non-zero probability.

We express a model as a causal model. In this paper, we assume a dependent
relation between current state and the next one. The probabilistic transition

Figure 4. State transition probability
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depends only on the current state si and sj is independent of all previous state
changes.

The transition probability and the set of prepositions describing contextual fea-
ture situations can be estimated and deduced from the history of past trace of
state transitions and their linked contextual features.

As in statistic computation, let the transition weight be ωij, which defines the
number of transitions observed from si to sj. The transition probability is
calculated as follows:

p(si, sj) = P (Xn+1 = sj|Xn = si) =
ωsi,sj∑
n∈S ωsj ,sn

. (2)

The probability of transition between two states is the ratio of the number of
observed state transitions from si to sj to the number of all observed transitions
from si.

Example: We have a current state s0 that can lead to any of the immediate next
states as in Figure 5 as a distributed probability.

Figure 5. State transition

The probability without any constraint of time or action to lead to any next
state when φ will be verified as a Next (optimal) in S1, S2 and as a Next (all) in
S3 be S3 or S1.
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b. Action

Observing the system’s and user’s behavior, we also noted information describing
actions which influence a service process and make a change in a situation in
the feature context. Based on reference work discussing the linguistics of time
and the semantic verbs and time [30, 31], these actions can use the aspectual
verbs according to the categories in Table 3.

Expressivity Dynamic Durative Telic (bound)

Accomplishment Describing Yes Yes Yes
Durative action
Ending by a culmination point

Activity describing Yes Yes No
durative action

State Often durative No Yes (temporary state) Yes
No (permanent state)

Achievement Change of state Yes No Yes
near punctual duration

Table 3. The four aspectual categories

In the proposed model we can use accomplishment and activity to describe
a transition over a path and a state and achievement in a situation (node).

The computation over the proposed model we use the accomplishment-action
on the path because we are reasoning in a dynamic system with a time-bound
and we count the durative actions in a bound time during a transition. We can
label a graph with state-action and achievement to clearly describe a scenario
or an example.

In the proposed model, actions depend on transition and describe a transition
over a special path. The set of actions available at s ∈ S is denoted by A(s). For
each action a ∈ A(si), the probabilities can be estimated as other observations from
the history of past trace. We count the probability of transitioning from si to sj
under the action a, and we denote this probability by αsai(sj). We refer to [32] for
more details about computation in mapping and learning steps.

Example: We have a set A(s0) = {a1, a2} and a transition and s0 can lead to
any of the immediate states as in Figure 6.

In this example, the probability next φ to occur with any action a ∈ A(s0) is∑
sj∈S∧sj |=φ α

si
a (sj)∑

sj∈S P (sj, si) ·
∑

sj∈S∧sj α
si
a (sj)

= 0.45,

the optimal next will be the path with a strategy probability ≥ 0.45 in this case
that will be the transition (S0, S2) under the action a2.

3.3 Space Time Duration

We will show how we can estimate the time span between si and the next sj. The
time was considered in the model as the constraint parameter for states as well as
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Figure 6. Action transition

transitions (path), as described in a previous contextual definition and model. Every
situation has a time interval describing its start time and end time which can be
useful as a learning data base [24, 8].

We express the time span as a probability function where µ and α are the mean
and standard deviation values, calculated from the time span. In order to limit
the computation, we consider in the current work only the observation falling with
standard deviation

f(δtij, (µ, σ)) =
1

σ
√

2π
e
− 1

2

(
δtij−µ
σ

)2

. (3)

Figure 7 gives an example of transition time span: the typical time span falls in
the following range.

We model the time span as a random variable Dn expressing the time spent
between si and sj. To figure out Dn, we observe the time periods spent between
consecutive states transitions, and we associate an individual distribution to every
transition between si and sj. Formally the distribution can be presented as:

∆ij(δt) = P (Dn = δt|Xn+1 = Sj, Xn = Si). (4)

The cumulative distribution is given by 4ij which is given as
∫ b
0
4ij(δt) dδt

and can be computed as the sum of probabilities associated with consecutive in-
tervals up to a desired upper time bound b. The probability of a time span to
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Figure 7. Transition span time

lie within the interval [a, b] can be derived from the cumulative distribution as∫ b
0
4ij(δt) dδt.

3.4 Immediate-Context Prediction Processing

The state space can be traversed by going from one state to the next as allowed by
transitions among states. The resulting series of visited states (path) models one
possible spatiotemporal behavior of context. For context prediction we start at the
state si ∈ S occupied in the real world, and we evaluate the possible path starting
at si and leading to the next state sj. The state and path follow the PCTL semantic,
as explained in Section 3.2.

In the proposed model we can evaluate a satisfaction relation for the path for-
mula as follows:

Xn+1 ← argmaxXn+1
P (Xn+1 = sj|Xn = si, a ∈ A(si)). (5)

The path formula ϕ is satisfied after 4t unit of time elapsed in a situation s
and under an action a if and only if the probability P ((s, a,4t) � ϕ) satisfies the
threshold ∼ p.

In our case, we need to be able to verify that a given state satisfies the context’s
state preposition φ = (Ci, ci) (as described in Section 3.3). We also need to consider
the temporal operator Next P ∼ p[Xφ] and define its probability computation.

Using a PCTL, we can investigate the reachability properties using the Next
operator, evaluating a condition state formula φ, expressed over the contextual in-
formation (Ci, ci), on all immediate successor states sj of the current situation si.
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Using this reasoning, the system is able to predict a variety of information about
the context (e.g. the next location, the next activity, what time the user finishes
work, at what time the next meeting starts, what is the optimal strategy to lead the
next situation, etc.). The high threshold probabilities according to a special action
describing a transition reduce the number of false prediction prepositions and make
the prediction more efficient and more context-aware.

We can derive the prediction based on next operator in PCTL as explained in
the next subsection using the verification algorithm in a model checking based on
symbolic method [33, 34].

3.5 Computation for PCTL Next Operator

In this paper, we focus on immediate prediction. Thus, we will only use the next
operator. In future work, we might extend the proposed approach with the two
more temporal operators: (i) Until: P ∼ p[φ1 ∪ φ2] and (ii) Bounded Until: P ∼
p[φ1 ∪≤k φ2] which can be useful for a long-term prediction.

The Next operator restricts the space of satisfaction property of path formula ϕ
to the immediate successor the next state sj of the current state si. We need to
determine the Next (optimal) φ = Pmax=?([Xφ]) which is the maximum probability
satisfying Next φ.

Xn+1 ← argmaxXn+1
P (Xn+1 = sj|Xn = si). (6)

Or the all Next (all) φ = P./ρ([Xφ]); here we can find all the policies that satisfy
the next state with φ property, where:

P (Xn+1 = sj|Xn = si, a ∈ A(si)) (7)

= P〈a〉

(
X
≤δtij
4t (φ)

)
(8)

=

∑
sj∈S∧sj |=φ P (sj, si).

∑
sj∈S∧sj |=φ α

si
a (sj).

∫ 4t+δtij
4t Tij(δt) dδt∑

sj∈S P (sj, si).
∑

sj∈S∧sj α
si
a (sj).

∫∞
4t Tij(δt) dδt

. (9)

The optimization function log(P (φ|λ)) is proposed to avoid data overflow in the
computation of feed forward probability.

The prediction approach is based on the traces contained in the stochastic user
model. The traces are used as a search space of possible context changes. Infor-
mation about the recent sensed context changes (current state’s context) is used to
condition the prediction on what the optimal Next might be expected in the imme-
diate future. Using a model based on statistical knowledge, the predictions in the
proposed approach, work as a scanning process in a stochastic transition system to
find the Next verifying the property expressed in the formula. A component diagram
of the prediction model can be represented, as shown in Figure 8.
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Figure 8. Component diagram of LPTM system

3.6 Use Case and Test

In this section, we present the experimental results for the proposed model. Before
getting into the evaluation of the prediction model, we describe the data set we
used [35, 36].

We use a real-world context traces from Domus smart home case study. The
Domus smart home is one-bedroom apartment mounted inside the University of
Sherbrooke. The apartment is equipped with different types of sensors. During the
experiments, users have participated to evaluate the early morning routines, which
correspond to the basic everyday tasks during the morning. The routine describes
morning activities as follow: wake up, toileting, preparing breakfast, having break-
fast and other activities. We use this study case to predict the Next activity. The
activities we consider in the simulation are as follows: wake up, use toilet, preparing
breakfast, having breakfast.

As a simulator tool, we use Petri nets, that means formal models of information
flow which support timing specifications and a non-deterministic behavior for more
details about tools we refer to [37]. We first model the prediction model as shown
in Figure 9.

The model is composed mainly of:

• Generation: this module generates the current context and constraints as a ran-
dom choice.

• Get related activity: the module gives the activity probability (Section 3.4).

• Get related activity Action: the module determines the action probability (Sec-
tion 3.5).

• Get related activity time: the module defines the time span probability (Sec-
tion 3.6).
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Figure 9. General view of prediction model
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• Probability calculation: the module gives the probability of the most probable
Next activity (Section 3.7).

The transition between different activities are learned based on the LPTM trace
Model as shown in Figure 10.

Figure 10. Activities transitions information

To recognize the next activity, we generate a random for a variety of activity
(context value) time and action as shown in Figure 10. When an event is detected,
this module generates automatically the actual context, the action and the transition
time (Figure 10).

As we mentioned before, the Dumas data set that we used for actual context
is limited to having breakfast, other activities, preparing breakfast, use toilet, wake
up, washing dishes, for action is limited to (close door, open door) and for time is
limited to (5, 10, 15, 20, 25, 30, 35, 40, 45, 50) The outputs of this module are:

• The actual context used as input by the transition Get related activity to de-
termine the activity probability.

• The action used as input by the transition Get related activity Action to deter-
mine the activity probability.

• The transition time used as input by the transition Get related activity time to
determine the time span probability.

The transitions between different activities are learned based on the LPTM trace
model, as shown in Figure 11. The input of this module is the actual activity
selected randomly by the generator (Figure 10). According to this activity the
transition “Get activities and Prob” selects the adequate activities and probabilities
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from the place Trace LPTM. As output of this module, we have three parameters:
the actual activity presented by the variable SeleAC as string, the list of activities
presented by the list ACL and the list of probabilities presented by the list LPA.

For instance, if the actual activity is “Wake up” (SeleAC) then the output
of this module will be (“wake up”, [“use toilet”, “preparing breakfast”], [0.9, 0.1])
the different probabilities in the place “Trace LPTM” are computed from dataset
DUMAS. After we get all probabilities, the transition “Probability calculation and
Activity selection” (Figure 9) determines the next activity (Section 3.7). Then the
role of the transition “verifying result” to test the result generated by the transition
“probability calculation and Activity selection” The actual activity and the next
activity are the input of this module. We compare the result obtained by the values
in the place “DB-Real-Flow Evidence”.

Figure 11. Action-time generators

Finally, after getting the Next activity identified, we evaluate the results based
on real flow evidence as shown in Figure 12.

The diagram in Figure 13 resumes the prediction results for each activity. The
average of the prediction model was 65 %, we also get 78 % in some activity, as
shown in the following diagram.

3.7 Result Discussion

The accuracy criteria can usually be ranging from low/worst performance to high/
best performance, depending on the capacity of the approach to be effective in
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Figure 12. Verifying results Next activity

Figure 13. The activities prediction accuracy

a ubiquitous environment. Our model is in the high rang performance comparing to
other context prediction model tested in real data. Using Lezi algorithm [38], the
authors obtained prediction rate nearing 47 %. Using Markov and Bayes [39], the
prediction accuracy achieved was 70 % to 80 %. In Najar’s work [19], the system
was based on the implementation of matching algorithm the prediction had a result
that neared 60 %. Sigg et al. [40] have used ARMA in an analytical test, and we
disregarded it for our work because is applicable only for a numerical data set. Da
Rosa et al. [5] obtained an average accuracy of 60 % for the alignment method and
72 % for the Semi-Markov approach, and the model does not make a distinction
between low or high context level. Föll et al. [41] used CSL and Semi-Markov-
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Chain, they achieved 87 %, and they concluded their work noting using PCTL could
increase the expressive power of the formal core. Which constitutes an essential and
valuable contribution presented in our model including the semantic of action and
span time duration as a probability function, to improve the expressivity and obtain
better precision for the prediction.

Figure 14 summarizes the comparison of the existing approach and our proposed
approach, regarding the different evaluation criteria [11].

Figure 14. Comparative analysis of approaches

4 CONCLUSION AND FUTURE WORK

The prediction of future context has become a central element in pervasive systems to
provide proactive context-awareness adaptation. However, the effective deployment
of a context-aware prediction is still limited due to a semantic gap between the data
provided by the physical sensing devices and the necessary information to predict
future behavior of the system and its users. In this paper, we have demonstrated how
formal methods could be adapted to offer a formal ground to reduce this semantic
gap and provide improved expressiveness via the PCTL logic. And therefore, verify
reachability a next-state in the future. Introducing the constraints of time and
action adds logic-based expressiveness and provides a clear tracing and learning
model. Thus, increasing the effectiveness of probabilistic measures.
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In this paper, we present a new formal approach using probabilistic tempo-
ral logic and model checking to provide an immediate prediction. The proposed
approach allows a formal expressivity of prediction. This is useful in pervasive
computing systems to deal with their inherently heterogeneous nature. The model
offers a real-time ability to discover a future context on multidimensional space and
can handle a general context in low or high level. Adopting a PCTL as formal-
ism provides better expressivity to describe the nondeterministic nature of human
behavior which can provide an efficient prediction and consequently offer adequate
proactivity, fitting with the user’s needs. In fact, PCTL can be used to specify prop-
erties of probabilistic timed automata adding the semantic of action in our model,
Thus, we think it will be useful to specify properties of probabilistic timed labelled
automata. Regarding the complexity of model checking with probabilistic timed
labelled automata, we consider this in a separate future work after more research in
this direction.

In future work, we will extend the current research to include the long-term
prediction and possibly discuss a generic framework that can support the pro-
posed prediction model to automating proactive adaptation based on predicted
context. We will try to investigate more, the issue of semantic in action to be
able to provide a more expressive model, inducing cognitive and linguistic sup-
port.
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1 INTRODUCTION

The manuscript proposes a change in the architecture for a Shallow Parsing and
Shallow Transfer Rule-Based Machine Translation System. One of the methods,
which guarantees relatively good results for the translation of closely related lan-
guages, is the method of a rule-based shallow-parse and shallow-transfer approach
which uses a simple architecture, thus relying on (mostly structural) similarity of the
language pair. It has a long tradition and it has been successfully used in a number
of MT systems, the most notable of which are Apertium [3] and Čeśılko [11].

Shallow-transfer systems usually use a relatively linear and straightforward ar-
chitecture where the analysis of a source language is usually limited to the mor-
phemic level. Most such systems still rely on morphological analysis of the source
text in the source language. This part of the process is ambiguous. The newly pro-
posed architecture omits the disambiguation module in the starting phases of the
translation pipeline and stores all translation candidates generated by the ambiguous
process in the morphological analysis phase.

The time and space complexity of the proposed architecture are discussed along
with the presentation of the algorithms and data structures. An experimental pro-
totype system as a proof of concept has been constructed on the basis of the Aper-
tium [3] machine translation framework and using language data for the language
pair Slovenian-Serbian [14].

Neural machine translation (NMT) has recently replaced the “classical statistical
machine translation – SMT” and becomes the dominant research paradigm [1], but
there are still reports of RBMT systems outperforming SMT or NMT systems such
as [14] and also there are use cases where RBMT systems are more suitable (where
the deterministic behaviour of the system is important).

The rest of the manuscript is organised as follows: The domain description is
presented in Section 2, the motivation for the research is presented in Section 3. The
methodology is presented in Section 4, space and time complexity of the presented
data structures and algorithms is presented in Section 5, empirical evaluation and
results are presented in Section 6 and conclusions in Section 7.

2 DOMAIN DESCRIPTION

The European Association for Machine Translation (EAMT) [5] describes Machine
Translation as any translation task that involves the use of computers (machines).
In the scope of this paper we will use the term in a narrower scope: Fully Automatic
Machine translation [5] where the task of translating the text from the source lan-
guage to the target language is done by the computer (machine). More specifically
the research focuses on the translation of similar languages. One of the most suitable
paradigms for this domain is the Shallow Transfer Rule-Based MT (ST-RBMT).
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Figure 1. The modules of a typical shallow parsing and shallow transfer translation sys-
tem. The frameworks for the construction of MT systems [3, 12, 17, 21] follow this design.

2.1 Shallow Parsing and Shallow Transfer Rule-Based MT

Figure 1 shows the architecture of the most known translation systems for related
languages Apertium [3] and Čeśılko [12]. The newest version of Čeśılko [26] is
available under open source license.

The monolingual dictionaries are used in the morphological parsing of the source
text by the morphological analyser module and in the generation of the translation
text in the target language by the morphological generator module. The Part Of
Speech (POS) tagger module is used to disambiguate the ambiguous output of the
morphological analyser module. The bilingual dictionary is used for word-by-word
translation: in our case the translation is based on lemmata. The shallow transfer
rules are used to address local syntactic and morphological rules such as local word
agreement and local word reordering. The module using the bilingual dictionary
and the shallow transfer rules is the structural transfer module. The remaining
modules deal with text formatting which is not the domain of this paper. All
methods and materials discussed in this paper were tested on a fully functional
machine translation system based on GUAT [24], a translation system for related
languages based on Apertium [3], which is a widely used open source toolkit for
creating machine translation systems between related languages.

The majority of the translation systems for related languages use the shallow
parsing machine translation architecture [25].

2.1.1 Apertium

Apertium is an open-source machine translation platform, initially aimed at related-
language pairs but recently expanded to deal with more divergent language pairs
(such as English-Catalan). The platform provides a language-independent machine
translation engine, tools to manage the linguistic data necessary to build a machine
translation system for a given language pair and linguistic data for a growing number
of language pairs. All these properties make Apertium a perfect choice in a cost-
effective machine translation system development.
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2.1.2 GUAT

All methods and materials discussed in this paper were tested on a fully functional
machine translation system based on GUAT [14] and [24], a translation system
for related languages based on Apertium [3]. The system GUAT was used as the
sandbox for the implementation of proposed methods. GUAT is automatically con-
structed so there is still a room for improvement, mainly through data correction
tasks. The basic architecture of the system follows the architecture of Apertium [3]
and is presented in Figure 1.

2.2 Multigraph

In mathematics, a graph is a structure amounting to a set of objects in which
some pairs of the objects are in some sense “related”. The objects correspond to
mathematical abstractions called vertices (also called nodes or points) and each of
the related pairs of vertices is called an edge (also called an arc or line). A graph G
is an ordered pair G := (V,E) with:

• V a set of vertices or nodes,

• E a set of unordered pairs of vertices, called edges or lines.

A multigraph or pseudograph is a graph which is permitted to have multiple
parallel edges between nodes, that is, edges that have the same start and end nodes.
Thus two vertices may be connected by more than one edge. Formally, a multi-
graph G is an ordered pair G := (V,E) with:

• V a set of vertices or nodes,

• E a multiset of unordered pairs of vertices, called edges or lines.

In our example we use a subset of the above definition, a directed multigraph, where
the edges defined by the pairs of the E multiset are ordered (directed from start to
finish). Another addition to the typical definition of a graph for our example was
the addition or a starting node.

The new definition of a directed multigraph with a starting node used in the
paper is:

• V a set of vertices or nodes,

• E a multiset of ordered pairs of vertices, called edges or lines,

• s a starting node.

Such multigraphs allow compact description of all available translation hypothe-
ses.
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2.3 k-Shortest Paths

A problem related to the well-known single-source shortest path problem is the k-
shortest paths problem. In the latter we are tasked with finding not only the shortest
path to a given vertex, but up to k-shortest paths. There are many variations on this
theme: depending on the structure of the graph; whether we are interested in only
a specific s–t path or multiple such pairs; or even if the paths ought to be loopless
or not. There exist efficient algorithms for computing these paths [6]. A variant of
the k-shortest paths algorithm, which we will describe later, was implemented and
used to construct a k-best set of translation candidates.

3 MOTIVATION

The shallow-transfer RBMT architecture usually relies on disambiguation after the
morphological analysis to cope with the possible multiple outcomes. Figure 1 shows
the disambiguation module following the morphological analysis. This process can
be done by a set of rules in a form of a Constraint Grammar [15] using Visl1 as used
in [20] or in most cases by using a statistical POS tagger such as [18]. This phase
precedes the more or less deterministic transfer phase. This is obviously a huge
limitation, especially for the lexical transfer, since in most language pairs there are
many words where translation depends upon the syntactic and/or semantic context.
If the system contains some (shallow) syntactic parser and/or structural transfer,
they also tend to produce ambiguous output relatively often.

The most important reasons for this research are:

• The production of a new POS tagger, especially a good quality tagger, is not
a simple task. One of the easiest methods is the training of a stochastic tagger
based on HMM algorithm [27]. Some parts of this task can be automatized using
unsupervised learning methods or supervised learning methods like [2], but it
still involves the selection of a new tag set, the production of a tagged training
corpus, testing of the corpus and, at the end, the basic learning process.

• The quality level of the tagging process of today’s state-of-the-art POS taggers
for highly inflectional languages like Czech and Slovak [10] and Slovenian, Croa-
tian and Serbian [8] is relatively low, comparing to the quality of POS taggers
for the analytical languages like the English language, and also comparing to
the overall quality of the translation systems for related languages.

• According to the today’s most used designs for translation systems for related
languages, the shallow transfer translation systems, the disambiguation module
follows the source language morphological analysis at the beginning of the trans-
lation process. This design is shown in Figure 1. Such a design is adopted by
Apertium [3] and Čeśılko [12]. Errors produced at the early stages of the transla-

1 http://visl.sdu.dk/constraint_grammar.html

http://visl.sdu.dk/constraint_grammar.html
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tion process usually cause bigger problems than errors introduced at later phases
as later phases of the translation rely on the output of the preceding phases.

• Multiple translation candidates allow selection of the best candidates in the final
phase when all available data for the translation has been accumulated. The
most common translation errors are fluency errors of the target language and
not adequacy errors. These errors usually do not interfere with the meaning of
the translation but rather with the grammatical correctness of the translation.
They are mostly caused by the errors in morphological analysis or morphological
syntheses.

The omission of the tagger and introduction of a ranking scheme based on tar-
get language statistical model, as suggested in [13], yields better translation results.
The introduction of multiple translation candidates generated from all possible mor-
phological ambiguities, as suggested in [13], leads to an exponential growth of the
number of possible translation candidates.

The paper [25] proposed a rule-based method for eliminating the impossible
translation candidates, thus lowering the number of possible translation candidates.
A statistical ranking method was used to select an arbitrary number of best candi-
dates. The rules were automatically constructed.

The method proposed in this paper keeps all possible translation candidates in
the starting phases of the translation process, all the candidates are considered and
the best candidate (or n-best set of candidates) is selected in the last phase, the
ranking phase. The ranking phase uses a standard statistical language model to
score possible translation candidates.

4 METHODOLOGY

4.1 Proposed Architecture

The unified data structure would result in the rewrite of almost all modules of
the original Apertium system. One of the most appealing features of the Apertium
system is the transparency of the translation process. All data is shared in a human-
readable text form through simple UNIX pipes resulting in easy error discovery
and easy debugging. The proposed data structure would have to be serialized in
a human-readable form.

No change was made to the Apertium toolset for the means of the presented
experiment. A new module has been added to the architecture, the Multigraph
supervisor, which constructs the multigraph data structure and communicates with
the Apertium modules through UNIX named pipes. The new architecture is pre-
sented in Figure 2. The Multigraph supervisor module constructs the translation
candidates by sending parts of the sentences, connecting edges in the data structure,
to the appropriate module and saves the result in the same data structure gradually
constructing all translation candidates. The data structure is further presented in
Section 4.1.1.
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The POS tagger module that handles the morphological disambiguation has
been omitted from the architecture as all the ambiguities are stored and dealt with
in the later modules.

Source text

De-formatter

Morphological 

analyzer

Structural

transfer

Morphological

generator

Post-generator

Re-formatter

Target text

Ranker

Mult igraph

supervisor

Figure 2. The proposed new architecture of a shallow transfer RBMT system using multi-
graphs. The Supervisor module uses the original modules in the translation process.

4.1.1 The Data Structures

Two data structures based on multigraphs were used in the Multigraph supervisor
module: the construction process and the most distinct properties are presented in
the subsections following this section.

The pilot implementation of the presented architecture was done in Java using
the Java Universal Network/Graph Framework – JUNG, which is an open-source
software library that provides a common and extendible graph/network analysis and
visualization framework. JUNG also provides a visualisation framework that makes
it easy to construct tools for the interactive exploration of network data.

4.1.2 Morphological Analysis

The morphological analysis produces ambiguous results. There are multiple Morpho-
Syntactical descriptors – MSD [7] that can be attributed to one word form; an ex-
ample of an ambiguously tagged sentence is presented in Figure 3. The MSD tags
used in this example are:

• 〈adv〉 – adverb,

• 〈vbser〉 – auxiliary verb to be,

• 〈pres〉 – present tense,

• 〈p3〉 – third person,

• 〈sg〉 – singular,

• 〈vblex〉 – regular verb,

• 〈f〉 – female gender,
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• 〈acc〉 – accusative case,

• 〈nom〉 – nominative case,

• 〈pos〉 – positive,

• 〈nt〉textgreater – neuter gender,

• 〈n〉 – noun.

Danes je lepo vreme.

Danes

Danes<adv>

je

biti<vbser><pres><p3><sg>

jesti<vblex><pres><p3><sg>

prpers<prn><subj><p3><f><sg><gen>

lepo

lep<adv>

lep<adj><f><sg><acc><pos>

lep<adj><f><sg><ins><pos>

lep<adj><nt><sg><acc><pos>

lep<adj><nt><sg><nom><pos>

vreme

vreme<n><nt><sg><acc>

vreme<n><nt><sg><nom>

Figure 3. The ambiguously tagged sentence Danes je lepo vreme

The introduction of multiple translation candidates generated from all possible
morphological ambiguities, as suggested in [13], leads to an exponential growth of
the number of possible translation candidates.

The output of the morphological analysis is a set of all possible morphological
tags describing each word. Every word with more than one tag can be observed as
a set of possible ambiguities. In the case of highly inflectional languages like the
pair presented in this paper the number of ambiguous possibilities increases. The
set of all possible translation candidates is constructed as the vector product of all
ambiguous sets. The number of possible translation candidates grows exponentially
with the length of the sentence, the upper limit of the number of possible transla-
tion candidates is:

∏|Smax|
i=0 ximax , where Smax is the longest sentence and ximax is the

biggest number of ambiguities for a word. The average number of possible transla-
tion candidates is much lower, it is x̄S̄, where x̄ is the average number of ambiguities
and S̄ is the average length of a sentence.

The following example shows empirical values for an example source sentence
and typical numbers collected from a corpus test-set: the maximal values: |S| = 40,
x = 15, |TC| =

∏40
i=0 15 = 110.573323209e+45 and the average values: S̄| = 15,

x̄ = 3, |TC| =
∏15

i=0 3 = 14 348 907.
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The data structure that can contain all the information produced by the mor-
phological analysis in a compact form and also enable easy access to all translation
candidates is a multigraph, where nodes represent word boundaries and edges rep-
resent all possible ambiguous word forms. An example multigraph of the same
example sentence from Figure 3 is shown in Figure 4.

54

lep <adj><f><sg><acc><pos>

vreme<n><nt><sg><nom>

vreme<n><nt><sg><acc>

3

prpers<prn><p3><f><sg><gen>

biti<vbser><pres><p3><sg>

jesti<vblex><pres><p3><sg>

2 1

0

Da
ne

s 
<a

dv
>

[][]

lep <adj><nt><sg><nom><pos>

lep <adj><nt><sg><acc><pos>

lep <adj><f><sg><ins><pos>

lep <adv>

Figure 4. The multiple possibilities of the morphological analysis are stored in the edges
of the multigraph. The example multigraph is constructed from the data in Figure 3.

4.1.3 Structural Transfer

The structural transfer rules are usually made in two parts: the search pattern
(context) and action. We will concentrate on Apertium style rules although the
abstraction would apply to most systems. A search through the Apertium systems2

showed that the length of 3 elements for the search pattern suffices for more than
98 % of rules. The linguistic explanation is that the rules act in a very limited
context.

Although we can safely use the length of the longest context (search pattern)
of 3 in the majority of cases, we will abstract the length to an arbitrary length lR.
All possible candidates of the length lR are constructed starting at the beginning of
the multigraph – an example is shown in Figure 4 – and gradually moving to the last
node of the multigraph. This technique enables the applications of the rules in the
Left to Right Longest Match (LRLM) order which has been proven to be effective
by [23].

2 Apertium project at Sourceforge: http://sourceforge.net/projects/apertium/

http://sourceforge.net/projects/apertium/


1452 J. Vičič, M. Grgurovič

Figure 5. The data structure storing all the data from the Structural transfer module

It can be easily proven that this algorithm constructs an LRLM coverage of all
translation candidates. The candidates are sent to the structural transfer mod-
ule and the result is stored in a new data structure shown in Figure 5. The
value for lR has been set to 3 to simplify the visualization of the data struc-
ture.

Figure 5 shows a representation of the complex data structure produced from
the morphological output, presented in Figure 3, and stored in the multigraph pre-
sented in Figure 4. All the morphological descriptors have been numbered. The
paths connecting the morphological descriptors have been constructed using these
numbers. Let us observe the examples in Figure 6 where the first two trigrams of
the lexical units are represented by the strings “000” and “001”.

Danes je lepo vreme.

Danes<adv> biti<vbser><pres><p3><sg> lep<adv>

000

Danes<adv> biti<vbser><pres><p3><sg> lep<adj><f><sg><acc><pos>

001

Figure 6. The first two trigrams represented by the strings “000” and “001”, respectively
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All strings of a certain length are stored in the same column. The trigrams
containing the morphological descriptors of three adjacent word forms are stored in
nodes: the edges will be used to store the probabilities of the trigrams.

4.1.4 Morphological Generation

The lexical units that were stored as n-grams in the complex data structure are
fed to the Morphological generator which generates the linearized text. The data is
stored in the same data structure.

4.1.5 Ranking

The ranking process simulates the Statistical N-gram Language Models, in partic-
ular the Trigram Language Model. The Trigram Language Model is the most used
statistical language model. Probability of a string P (S) is represented by Equa-
tion (1), where wi denotes the ith word of the string S. The probability of a string S
is equal to the product of the conditional probabilities of the words constituting the
set, with the condition that all the previous words of the string S appear before the
ith word.

P (s) = P (w1)P (w2|w1)P (w3|w1w2) . . . p(wl|w1 . . . wl−1) =

=
l∏
i

P (wi|w1 . . . wi−1).
(1)

The process computes the probabilities for all trigrams and stores them in the
multigraph data-structure. The probability of the observed trigram is stored in the
edge finishing in the observed node.

The problem of ranking the best translation candidate using the trigram lan-
guage model based on the presented data structures becomes the search for the
minimal path in the graph from a starting node to the finishing node. The most
known algorithm that can be used is the Dijkstra algorithm [4]. An algorithm that
produces k-shortest paths must be used in order to produce an n-best-set, actually
k-best-set according to the presented nomenclature, of translation candidates. The
graph presented in Figure 5, that presents the final data structure with candidates
for the final translation, is an acyclic, directed (multi)graph.

Since the essentially optimal algorithm given in [6] is somewhat involved, we
present a simplified method for computing up to k-shortest paths in directed acyclic
graphs (DAGs) and provide the straightforward analysis. In DAGs, the question of
whether the computed paths are loopless or not is moot: there are no loops. We
will denote the out-degree of a vertex v ∈ V by deg−(v) and the cost of an edge
(u, v) ∈ E by `(u, v). Furthermore, we use the following convention: n = |V | and
m = |E|.

The algorithm works by traversing the set of vertices in reverse topological order,
which can be obtained in linear time, starting with the target vertex t. Each vertex
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keeps a list of up to k distances of shortest paths to t, which is initially empty, except
for t which contains a distance of 0. Then, each vertex i loops through its outgoing
edges (i, j) and inserts into a priority queue each endpoint j, with a priority equal
to the first element in the list of j plus the cost of the edge (i, j). Once this is
done, each vertex pops up to k elements from the priority queue and inserts them
into its list. After an element is popped, a new one is inserted into the priority
queue from the same list as the popped element. Formalizing in pseudocode we get
Algorithm 1.

Algorithm 1 Proposed k-shortest path algorithm for DAGs

procedure k-shortest-paths(V,E, k, t)
paths := array of n lists
paths [t] := empty list
paths [t].append(0)
for all v ∈ V \ {t} do . In reverse topological sorted order

paths [v] := empty list
PQ := empty
pointers := array of deg−(v) list pointers
for all (v, j) ∈ E do

pointers [j] := paths [j]
PQ .enqueue(j, pointers [j].data + `(v, j))

end for
count := 0
while count < k ∧ ¬PQ .empty do

j := PQ .deleteMin()
paths [v].append(pointers [j].data + `(v, j))
count := count + 1
if pointers [j].next 6= null then

pointers [j] = pointers [j].next
PQ .enqueue(j, pointers [j].data + `(v, j))

end if
end while

end for
end procedure

The time and space complexity of the presented algorithm is presented in Sec-
tion 5.1.

5 SPACE AND TIME COMPLEXITY

A few definitions that will alleviate the discussion of the complexity of the presented
algorithms and data structures.

• lR – longest rule pattern length,
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• lS – longest sentence length,

• a – biggest number of ambiguities.

In numbers: setting the longest sentence to 30 words and the biggest number of
ambiguities for a word to 36 (from the corpus Multext-east [9] and the GUAT system
morphology [22]). The average number of ambiguities is 3. Setting the longest rule
to 3 as more than 98 % of all the rules in Apertium systems and all the rules in the
GUAT system have 3 or fewer lexical units in the pattern.

The data structure presented in Section 4.1.2 is a multigraph with lS nodes and
a edges between two nodes. The number of edges m is defined as: m = lS · a and
giving the maximum and minimum number of edges: mmax = 30 · 36 = 1 080 and
maverage = 30 · 3 = 90, respectively. The average number of edges in our example
setting is m = lS · a = 30 · 14 = 780 and the number of nodes is n = 30.

The data structure presented in Section 4.1.3 is a multigraph with lS−lR+1 sets
of nodes, where each set of nodes can have up to alR nodes. Each node is connected
with up to a edges (valence) to nodes in the adjacent set of nodes.

Equations (2) and (3) present the total number of nodes and edges and the con-
tinuation presents the empirical projections of the presented values using maximal
and average values from the corpus Multext-east [9], and Equation (3) presents the
total number of edges using the same values, as presented in the previous example.

n = alR · (lS − lR + 1),

nmax = 363 · 28 = 1 306 368, (2)

naverage = 33 · 28 = 252;

m = na,

mmax = a4 · 28 = 364 · 28 = 47 029 248, (3)

maverage = a4 · 28 = 34 · 28 = 2 268.

The worst-case scenario cannot be reached as most of the word positions and
POS variations are dependent.

The construction of the graph, basically the morphological analysis, and the
execution of the structural transfer process are linear to the number of edges, so the
time complexity can be attributed mostly to the largest contributor, the ranking
process.

5.1 The Ranking Process

Analysis is as follows. In the first stage, each vertex i ∈ V goes through its outgoing
edges and places the first element found in each of its neighbors’ lists into the
priority queue. It is not difficult to implement the priority queue insert operation
in time O(1), and using adjacency lists the loop through the neighbors can be
done in O(deg−(i)). We can write the cost for the first stage over all vertices as
O
(∑n

i=0 deg−(i)
)

= O(m) by the handshaking lemma.
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In the second stage, each vertex i ∈ V performs k deleteMin operations, and
for each deleteMin operation it also inserts the next element from the list into the
priority queue. The deleteMin operation can be performed in O(lg deg−(i)), since
there are at most deg−(i) elements inside the priority queue at any given time.
Finding the next element in the list and inserting it into the priority queue can be
done in O(1). Writing the cost over all vertices for this stage, we get the values
presented in Equation (4):

O

(
n∑

i=0

k lg deg−(i)

)
= O

(
k lg

(
n∏

i=0

deg−(i)

))

= O
(
k lg

((m
n

)n))
= O (nk(lgm− lg n)) .

(4)

Together with the first phase, this amounts to O(m+nk(lgm−lg n)). In general
we can bound the number of edges by m = O(n2) and obtain O(m + nk lg n). We
point out, that our time bound is never better than that of [6], which for DAGs
amounts to O(m+n+ k). The space bounds of Algorithm 1 are simply O(m+nk),
since each vertex keeps a list of length at most k and the deg−(v) pointers are simply
O(m) over the entire algorithm, by the handshaking lemma.

For our particular problem, we can bound the running time as follows, using the
worst-case values we have computed in the previous section. Equation (5) presents
the final values.

O
(
m + k lg

((m
n

)n))
= O

(
m + k lg

((na
n

)n))
= O (m + nk lg(a)) (5)

where a, the number of ambiguities, is a very small number, e.g. 3, as argued in the
previous section. Therefore the log term is of no practical significance.

6 EMPIRICAL EVALUATION AND RESULTS

Two main goals were evaluated in this experiment:

• the change in the quality of the final results, the translations,

• the time complexity.

The newly proposed system was compared to two already available translation
systems for the same language pair:

• the original off-the-shelf Apertium system with the Slovenian-Serbian translation
data, described in [24],

• to the system presented in the experiment [25].

The later system uses a method to restrict the number of translation candidates.
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6.1 Translation Quality Comparison

The Human-targeted Translation Edit Distance – HTER [19], which is derived from
the edit-distance [16], was used to evaluate the translation quality. The metric counts
the number of deletions, insertions and substitutions that need to be performed
among the observed sequences, i.e., count the minimal number of edits needed to
produce a correct target sentence from an automatically translated sentence. The
definition of a correct translation understood in this experiment is a translation that
is syntactically correct and expresses the same meaning as the source sentence and is
achieved with the least amount of transformation. This procedure shows how much
work has to be done to produce a good translation. The metric roughly reflects the
complexity of the post-editing task.

Two evaluations were performed:

• The comparison between the system presented in this paper (GUAT Multigraph)
and systems from a similar experiment [25] – the evaluation was performed on
a small test-set (57 sentences);

• The translation quality evaluation using the same methodology as the former
comparison using a bigger test-set (500 sentences).

The first evaluation was done on a relatively small test-set due to the constraints
of the systems evaluated in the experiment [25]; one of the systems (GUAT all can-
didates) used all possible morphological ambiguities for the generation of translation
candidates resulting in possibly millions of translation candidates. Such translations
lasted hours and even days. The test data for this part of the experiment comprised
of the 57 sentences. The sentences were chosen by length (sentences shorter than
15 words). This limitation still enabled a fair comparison of the translation quality
of all the systems. The complexity of each sentence was arbitrary, there was no
special selection of the sentences using this criteria although shorter sentences are
usually simpler in structure. The results of this part of the evaluation are presented
in Figure 7.

GUAT original – the reference system, based on Apertium architecture.

GUAT all candidates – a system that kept all translation candidates to the last
phase (best translation performance, exponential growth of possible translation
candidates).

GUAT rules selection – the system with a method that restricted the number
of possible translation candidates in the starting phases of the translation.

GUAT Multigraph – the system with the newly proposed architecture.

The newly proposed system (GUAT Multigraph) mean value of HTER is 0.1712
which is better than the off-the-shelf system (GUAT original) mean value of HTER
(0.2213). The paired two sample ttest for means in Table 1 shows that mean values
are significantly different. The P value of the ttest is less than alpha (0.05), so
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Figure 7. The translation quality evaluation, using HTER metric (less is better). The
newly proposed system (GUAT Multigraph) outperforms the original system from [25]
and equals the improved systems from the same experiment.

we can reject the null hypothesis (that there is no difference in mean) and we can
accept that the mean value of GUAT Multigraph is lower than the mean value of
the original system.

System GUAT original GUAT Multigraph

Mean 0.221269 0.171212

Variance 0.018006 0.013760

Observations 57 57

Hypothesis no difference

P (T ≤ t) two-tail 0.00011

Table 1. The ttest shows that the mean values are significantly different

Table 2 shows that there is no significant difference in the mean values of GUAT
rules selection and GUAT Multigraph. The values of the GUAT all candidates and
GUAT Multigraph are the same, all translations were equal (both systems prepared
and selected the same candidate translations).

The second evaluation was made to support the results of the first evaluation on
a bigger test-set comparing the system presented in this paper (GUAT Multigraph)
and the off-the-shelf GUAT system, which is based on the original Apertium archi-
tecture. The basic methodology was the same as in the first comparison. A new
test-set was prepared which was comprised of 500 sentences randomly selected from
the MULTEXT-East corpus [9]. Both systems used the same translation data, the
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System GUAT rules sel. GUAT Multigraph

Mean 0.174157 0.171212

Variance 0.014498 0.013760

Observations 57 57

Hypothesis no difference

Alpha 0.05

P (T ≤ t) two-tail 0.160599

Table 2. The ttest shows that the difference in mean values could be coincidental (we
cannot trust the difference)

construction process of the translation data was described in [24] and the data is
available at the Sourceforge3. The results of this part of the comparison are pre-
sented in Figure 8. The system with the newly proposed architecture shows an
improvement over the reference system.

0.19287646

0.232051169

0.190369829

0

0.05

0.1

0.15

0.2

0.25

GUAT rules+ranker GUAT original GUAT Multigraph

Figure 8. The translation quality evaluation, using HTER metric, of the original GUAT
system based on the original Apertium architecture comparing to the newly proposed
system. The newly proposed system outperforms the original system.

The ttest presented in Table 3 shows that the mean values are significantly
different.

3 http://sourceforge.net/projects/apertium/

http://sourceforge.net/projects/apertium/
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System GUAT original GUAT Multigraph

Mean 0.232557 0.190251

Variance 0.020446 0.017484

Observations 200 200

Alpha 0.05

Hypothesis no difference

P (T ≤ t) two-tail 0.00000000794

Table 3. The ttest shows that the mean values are significantly different

6.2 Time Complexity

The empirical evaluation of the time complexity was done simultaneously with the
evaluation of the translation quality. The test-data is described in Section 6.1, which
was comprised of 200 sentences randomly selected from [9] corpus. The tests were
performed on a personal computer4. Table 4 shows the time complexity comparison
between the original GUAT system and the newly proposed system.

System: GUAT Multigraph

Nr. of sentences 200 200
Total time (seconds) 377.78 6 453.56
Per translation 1.89 22.27
Ratio 1.00 11.78

Table 4. Empirical evaluation of the time complexity. The newly proposed system is
roughly 6 times slower than the original on the selected test sentences.

Description of Table 4:

GUAT – The reference system, based on [24].

Multigraph – the system with the newly proposed architecture.

Total time (seconds) – the total time the system spent to translate all 200 test
sentences.

Per translation – the average time spent per translation.

Ratio – The ratio between the time spent by the reference system – GUAT and
the described system.

7 CONCLUSIONS

The presented architecture represents a viable solution to the problem of exponen-
tial growth of the number of possible translation candidates in a non-disambiguated
shallow transfer translation system. The empirical evaluation showed an improve-
ment in the translation quality compared to the original system and also compared

4 Laptop computer with Intel i3 CPU M330@2.13 GHz and 4 GB of memory
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to the values presented in [25], which was an attempt to limit the number of possible
translation candidates. The empirical evaluation also showed that the new system
performed as well as a system that included all possible translation candidates,
which shows that it always selected the best translation candidate.

The empirical evaluation of the time consumption showed that the new system
performed roughly 12 times slower than the reference system and the constant fac-
tor was present in all test examples showing that the time complexity differed to
a constant factor.

The proof-of-the-concept system has been implemented and it proved to be
working as expected. A true implementation of the newly proposed architecture
with the new module is already in progress. It could be incorporated into the
Apertium framework.
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[10] Hajič, J.: Morphological Tagging: Data vs. Dictionaries. Proceedings of the 1st

North American Chapter of the Association for Computational Linguistics Conference
(NAACL 2000), 2000, pp. 94–101.

https://doi.org/10.18653/v1/w17-4757
https://doi.org/10.3115/974147.974178
https://doi.org/10.1007/bf01386390
https://doi.org/10.1137/S0097539795290477
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Technologies, Institut Jožef Stefan, Ljubljana, 2008, pp. 98–103.
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[24] Vičič, J.—Homola, P.: Speeding Up the Implementation Process of a Shallow
Transfer Machine Translation System. Proceedings of the 14th EAMT Conference,
Saint Raphael, France, 2010, pp. 261–268.
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Abstract. The paper deals with algebraic semantics for Petri nets, based on process
algebra ACP. The semantics is defined by assigning a special variable to every place
of given Petri net, expressing the process initiated in the place. Algebraic semantics
of the Petri net is then defined as a parallel composition of all the variables, where
corresponding places hold tokens within the initial marking. Resulting algebraic
specification preserves operational behavior of the original net-based specification.
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1 INTRODUCTION

In formal methods community a widely accepted assertion states that a single formal
method, that will cover all aspects of the system design process in an acceptable
way, will never be developed [26]. That is given by the complexity of the process and
a variety of systems to be designed and analyzed. There have been attempts to in-
tegrate two or more formal methods to cope with that situation. According to [7] it
is particularly fruitful to study combinations of several methods with different char-
acteristics and complementary strengths. A similar approach has been applied at
the authors’ home institution regarding the development of an environment (termed
mFDTE) [21] for the design and analysis of discrete systems based on integration
of three formal description techniques: Petri nets, process algebra and B-method.



ACP Semantics for Petri Nets 1465

The choice of the techniques mentioned has been driven by their properties that in
a complementary way cover different aspects of the system design and analysis. In
this work we pay attention to two of them: Petri nets and process algebra.

Petri nets, as a widely accepted formalism for design and analysis of discrete
systems [24], have proved their qualities in many situations [15, 33]. Both the states
and the actions of the system are clearly described using a Petri net model. So there
are analysis techniques [10] available for investigation of properties based on states
as well as on the dynamic behavior of a model. Process algebraic specification of
a system usually has no explicit representation of states, and is more focused on
the description of its dynamic behavior. Techniques available in process algebra are
especially useful when comparing the behavioral descriptions of concurrent systems,
like a high-level system specification and a more detailed description of its imple-
mentation [7]. In addition to the differences mentioned above, the de/composition
of specifications in the case of Petri nets is not so natural and fluent as it is in the
case of process algebra. Consequently, it can be assumed that Petri nets and process
algebra meet the property of complementarity in several aspects.

In the recent years an active research has been performed in the matter of two
fundamental models of concurrency – Petri nets and process algebras [5]. In [17]
a CCS-like calculus named as Finite-Net Multi-CCS was introduced. The given
calculus is provided by a labeled transition system and the P/T net semantics. As
a consequence, well-formed Finite-Net Multi-CCS processes are able to represent
finite P/T nets [18]. A simple process calculus (Petri calculus) is defined in [27].
Translation from Petri nets with boundaries to the calculus, and also translation of
Petri calculus terms to Petri nets is introduced. In such a way, the same expressive-
ness of both formalisms is shown. Another interesting work [22] compares a range
of notions for treatment of concurrency, such as Petri nets, Mazurkiewicz trace
languages and Zielonka automata to process algebra and raises several interesting
questions.

Further, a selection of classical but very influential works on the topic is given.
In [25] relations between nets, terms and formulas are treated. Particularly, the
net semantics of terms and the process semantics of nets are defined. In [11] re-
lations between the process algebra PBC (Petri Box Calculus) and a class of P/T
nets are studied. Syntax and semantics of PBC terms are carefully selected to allow
the definition of a transformation yielding the P/T nets preserving structural op-
erational semantics of the source terms. The transformation allows a composition
of P/T nets. A process semantics of elementary nets is defined using concepts of
partial algebra in [13]. In the paper, a partial algebra is proposed, as a suitable
tool for defining the true-concurrency semantics for arbitrary restrictions of the oc-
currence rule. In the work [4] authors treat the issue of partial-order algebras and
their relations to P/T nets based on the theory of BPA and ACP. Authors of [6]
propose an approach to algebraic semantics for hierarchical P/T nets. The PTNA
(Place/Transition Net Algebra) is defined within the paper, based on process alge-
bra ACP and an algebraic semantics for P/T nets is given, such that a P/T net
and the term representation of the net have the same operational behavior. The
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actions of the process algebra correspond to consumption and production of tokens
by transitions respectively. The results achieved are further extended to hierarchical
P/T nets.

The compositional approach to system design and the possibility of investigating
and comparing the system properties by means of algebraic manipulations [27, 17]
are two main sources of motivation for defining the algebraic semantics for Petri
nets. This work aims to contribute to the topic of integrating Petri nets and process
algebra by introducing the algebraic semantics for Petri nets, based on Algebra of
Communicating Process (ACP) [2]. Our previous work on integration of Petri nets
and process algebra includes the definition of algebraic semantics for Petri nets based
on a dedicated process algebra APC (Algebra of Process Components) [30]. While
it has several interesting properties, mainly the ability to model Petri nets processes
in a simple and natural way, it also has one essential drawback, which hampers its
practical utilization. There is currently no available tool supporting the analysis of
APC specifications. This motivated us to define the algebraic semantics for Petri
nets based on process algebra with a reasonable tool support. The available tool
support in this case includes the PSF-Toolkit [14], which is based on the process
algebra ACP.

When comparing the proposed solution with the presented existing solutions,
several differences can be identified. We use a widely-adopted process algebra with-
out defining its special extensions, we can find them in many existing solutions,
which ensures the reasonable tool support out of available tools. Moreover, the
existing implementation of our transformation supports the simpler practical uti-
lization. Most of the solutions, except of those defining their own process language,
are based on process algebras like CCS and CSP. We have chosen the process al-
gebra ACP, as we believe it is beneficial. ACP is based on an equational style
of reasoning, while CCS and CSP are model-based. In the case of ACP, the cen-
tral point is an equational theory, which may have several semantic interpreta-
tions [7, 3].

The paper is organized as follows. Section 1 introduces the topic and the mo-
tivation for the work. Basic notions and definitions for the class of Petri nets used
are given in Section 2. In Section 3, Algebra of Communicating Process is pre-
sented briefly from the syntactic as well as the semantic point of view. Section 4
concentrates on defining the algebraic semantics for given class of Petri nets. The
example presented in Section 5 demonstrates the approach introduced within the
paper. Section 6 concludes the paper and contains the possible directions for future
research.

2 PETRI NETS

In the paper we assume the class of ordinary Petri nets [9] and provide a brief
description of the basic notions and notations in the following paragraphs in style
of [20].
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Definition 1. The Petri net is a 4-tuple N = (P, T, pre, post), where P is a finite
set of places, T is a finite set of transitions (P ∩ T = ∅), pre : P × T → {0, 1} is the
preset function and post : P × T → {0, 1} is the postset function.

The marking of Petri net N = (P, T, pre, post) is a totally defined function
m : P → IN, where IN is the set of natural numbers. We use m to describe a con-
figuration of N . We fix some ordering of places (P = {p1, . . . , pk}), so we can

consider m to be a k-dimensional nonnegative integer vector:
→
m∈ INk. More for-

mally
→
m= (m(p1),m(p2), . . . ,m(pk)), where m(pi) is the value of m in the place pi,

i = 1, 2, . . . , k. Marked net, with the marking m, is denoted by N0 = (N,m0) or
N0 = (P, T, pre, post,m0).

For the sake of simplicity we use the denotation m for both interpretations of
the marking, when it does not cause any problems. Some useful notations can be
further defined, as the sets of pre/post-conditions for given transition t ∈ T and the
sets of pre/post-transitions for given place p ∈ P , respectively:

•t = {p|pre(p, t) 6= 0} the set of preconditions of t,

t• = {p|post(p, t) 6= 0} the set of postconditions of t,

p• = {t|pre(p, t) 6= 0},
•p = {t|post(p, t) 6= 0}.

We say that a transition t is enabled in m (and denote it m
t→), if for every

p ∈ •t,m(p) ≥ pre(p, t). The effect of firing t in m is the creation of the new marking

m′ (m
t→ m′) and m′ is defined in the following way:

m′(p) = m(p)− pre(p, t) + post(p, t), p ∈ P, t ∈ T.

Denotation (N,m)
t→ (N,m′) is alternatively used for expressing a step of com-

putation (m
t→ m′) within the Petri net N . The set of reachable markings for given

Petri net N0 = (P, T, pre, post ,m0) is defined by:

R(N0) = {m|m0
σ→ m}

where σ = t1, t2, . . . , tr stands for an admissible firing sequence in N0. The language
of Petri net N0 can be defined by:

L(N0) = {σ ∈ T ∗|m0
σ→ m}.

3 ACP – ALGEBRA OF COMMUNICATING PROCESSES

Algebra of Communicating Processes (ACP) [2] is an algebraic framework for study-
ing concurrent communicating processes. It is based on Milner’s Calculus of Com-
municating Systems (CCS) [23], historically the first complete theory. ACP more
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emphasizes the algebraic aspect, it is an equational theory with a number of se-
mantical models. In addition, the ACP uses a more general communication scheme
compared to CCS and CSP [3].

3.1 Syntax

The signature of ACP contains a set of constants A, partial communication function
γ on A, which is commutative and associative, a special constant δ (deadlock δ /∈ A)
and operators: + (alternative composition), · (sequential composition), ‖ (parallel
composition), bb (left merge), | (communication merge).

The axiom system of process algebra ACP can be found in Table 1. We also
use axioms for encapsulation (D1–D4) and hiding internal transitions (TI1–TI4).
Within the table x, y, z stand for processes, a, b ∈ A and δ, τ /∈ A are constants.
In [2], where many different process algebras are defined, it can be found with the
denotation ACPτ , but for the sake of simplicity we use the name ACP within the
paper.

x+ y = y + x A1 ∂H(a) = a if a /∈ H D1
(x+ y) + z = x+ (y + z) A2 ∂H(a) = δ if a ∈ H D2
x+ x = x A3 ∂H(x+ y) = ∂H(x) + ∂H(y) D3
(x+ y) · z = xz + yz A4 ∂H(x · y) = ∂H(x) · ∂H(y) D4
(x · y) · z = x · (y · z) A5
x+ δ = x A6 τI(a) = a if a /∈ I TI1
δ · x = δ A7 τI(a) = τ if a ∈ I TI2

τI(x+ y) = τI(x) + τI(y) TI3
a|b = γ(a, b) if γ defined CF1 τI(x · y) = τI(x) · τI(y) TI4
a|b = δ otherwise CF2

xτ = x B1
x‖y = xbby + ybbx+ x|y CM1 x(τ(y + z) + y) = x(y + z) B2
abbx = ax CM2
axbby = a(x‖y) CM3
(x+ y)bbz = xbbz + ybbz CM4
ax|b = (a|b) · x CM5
a|bx = (a|b) · x CM6
ax|by = (a|b) · (x‖y) CM7
(x+ y)|z = x|z + y|z CM8
x|(y + z) = x|y + x|z CM9

Table 1. Axioms of process algebra ACP

3.2 Semantics

The constants in A are called atomic actions, and are considered indivisible actions
(events). The sequential composition of two processes x · y is the process that first
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executes x and after finishing it, it starts executing y. The alternative composition
of two processes x and y is the process x+ y, that either executes x or y.

The parallel composition of two processes x and y in a process algebra without
communication is expressed as x‖y. It is assumed that the atomic actions have no
duration in time, and that two actions cannot happen simultaneously [2]. So the
actions of x are arbitrarily interleaved with those of y. In order to specify the merge
by finite number of equations, the auxiliary operator bb is introduced. The operator
has the same meaning as the merge operator (‖) with the restriction, that the first
step must come from the left process (i.e. the x in case of xbby).

In process algebra ACP however, the meaning of parallel composition is a bit
more complicated. Considering the merge of two processes x‖y, there are three
possibilities to proceed in general (CM1). Either the process starts with a first step
of x (given by xbby), or a first step of y (ybbx) or with a communication between the
two processes (x|y).

The communication merge (x|y) represents the merge of two processes, where
the first step is a communication between x and y. This type of merge is an ex-
tension of communication function on atomic actions (γ : A × A → A). When the
communication function is not defined, the communication merge is equal to δ.

If we want to state that some actions cannot happen and should be blocked, the
actions are renamed to δ by using the unary encapsulation operator ∂H . A process
∂H(p) can execute all the actions of p, except those, which names are in the set H.
An important tool in the analysis of systems is hiding, as the names of internal events
can be hidden and thus the relationship between externally visible events becomes
more clear. The hidden action (τ) cannot be observed directly, or communicate with
other actions [16].

a) a
a−→
√

x+ y
a−→
√

and y + x
a−→
√

b) x
a−→
√
⇒ x · y a−→ y

x‖y a−→ y, y‖x a−→ y and xbby a−→ y

x+ y
a−→ x′ and y + x

a−→ x′

c) x
a−→ x′ ⇒ x · y a−→ x′ · y

x‖y a−→ x′‖y, y‖x a−→ y‖x′, xbby a−→ x′‖y
x

a−→ x′, y
b−→ y′, γ(a, b) = c⇒ x‖y c−→ x′‖y′ and x|y c−→ x′‖y′

d) x
a−→ x′, y

b−→
√

, γ(a, b) = c⇒ x‖y c−→ x′, x|y c−→ x′, y‖x c−→ x′, y|x c−→ x′

x
a−→
√

, y
b−→
√

, γ(a, b) = c⇒ x‖y c−→
√

and x|y c−→
√

Table 2. Transition relations for ACP terms

To assign an operational semantics to process expressions, we determine, which
actions the process can perform. The fact, that process represented by the term t can
execute the action a and turn to the term s is denoted by: t

a−→ s (or alternatively

a is enabled in t). The symbol
√

stands for successful termination and thus t
a−→
√
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denotes the fact that t can terminate by executing a. The definition of action
relations is given in Table 2.

4 ACP SEMANTICS FOR PETRI NETS

In this section the transformation is described in more detail. We start with defining
a special variable for every place in a Petri net to be transformed. We name such
variable as E-variable, and it will be bound to a term representing all possible
computations started in corresponding place of the Petri net N . The value (term)
assigned to the particular variable depends on the structure of the net in a vicinity
of associated place. So, considering the place p, the variable E(p) will be bound to
a term representing all the computations within the Petri net N , which are initiated
in the place p.

a) b) c)

Figure 1. Petri net fragments

The basic configurations are captured in Figure 1. In the case a) a situation is
depicted, where no arcs are connected to the place named p. This situation results in
the assignment of a term representing no computations to the variable corresponding
to such place, i.e. δ (deadlock). The case b) represents the alternative composition
(choice). If a token is present in the place p, a choice is to be made, and only one
of the transitions t1, . . . , tn can fire. The case c) represents a general composition,
where tokens must be present in all the pre-places (p1, . . . , pn) of the transition t
to enable it for firing. Otherwise the firing of the transition is not possible. After
firing of a corresponding transition, however its post-place(s) are marked and the
processes initiated in those places are able to start.

The general composition (the case c) of Figure 1) can be understood as a general-
ization of three basic kinds of composition: sequential, parallel and synchronization
(see Figure 2). The fourth of the basic composition mechanisms being the alterna-
tive composition as it was mentioned above. Let n be the number of pre-places and
m the number of post-places of the transition t, then:

• if n = 1 ∧m = 1 we obtain the sequential composition (Figure 2 a)),

• if n = 1 ∧m > 1 we obtain the parallel composition (Figure 2 b)),
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• if n > 1 ∧m = 1 we obtain the synchronization (Figure 2 c)).

a) b) c)

Figure 2. Basic compositions as a special cases of general composition

Now we can proceed to construction of terms representing the possible compu-
tations for particular types of places. When constructing the algebraic semantics
for a Petri net, the terms will be bound to corresponding E-variables.

Definition 2. According to the structure of a Petri net in the vicinity of a given
place, the bounding of terms to corresponding variables for elementary situations
depicted in Figures 1, 2 and 3 is defined as follows:

1. deadlock (Figure 1 a)): E(p) = δ,

2. alternative composition (Figure 1 b)): E(p) = t1·E(q1)+t2·E(q2)+. . .+tn·E(qn),

3. sequential composition (Figure 2 a)): E(p) = t · E(q),

4. parallel composition (Figure 2 b)): E(p) = t · (E(q1) ‖ . . . ‖ E(qm)),

5. synchronization (Figure 2 c)): E(p1) = tp1, E(p2) = tp2, . . . , E(pn) = tpn,

6. transition without post-place(s) (Figure 3 a)): E(p) = t,

7. transition without pre-place(s) (Figures 3 b) and 3 c)): E(p) = t · (E(p)‖E(q)).

Figure 3. Transitions without input/output
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We further give additional notes to the case 5 (synchronization) and the case 7
(transition without pre-place(s)) of the Definition 2. In the case of synchroniza-
tion [1], the new auxiliary synchronization process is also defined in the following
way:

Synct = (ts1‖ts2‖ . . . ‖tsn) · t · (E(q)‖Synct), (1)

ensuring that the synchronization must precede the execution of the action t. To
achieve the goal, the following communication functions are also defined: ts1|tp1 =
tc1, ts2|tp2 = tc2, . . . , tsn|tpn = tcn. A set of actions to hide (rename to inter-
nal action τ), is defined to make the additional synchronization actions invisible:
I = {tc1, tc2, . . . tcn}. A set of actions to encapsulate (rename to δ) is defined too,
in order to force the communication of processes to synchronize with the Synct pro-
cess (1) introduced above: H = {ts1, tp1, ts2, tp2, . . . , tsn, tpn}. The process is then
composed (using the parallel composition operator of the ACP) with the rest of the
system (2).

Taking into account the case, when a transition without pre-places occurs within
the net structure (Figure 3 b)), the following solution is proposed: for every such
transition t, a new pre-place is created, which is connected to the transition by two
arcs, such that the firing properties of the transition are preserved (Figure 3 c)).
Combining the basic principles explored so far, we are able to construct the terms
for more complicated net structures.

Definition 3. Let the Petri net be given by the N = (P, T, pre, post), m ∈ INk

defines the initial marking and k = |P |. Then the algebraic (ACP) semantics for
the Petri net N and the marking m is given by the formula:

A(N,m) = τI(∂H(E(p1)
(i1)‖ . . . ‖E(pk)

(ik)‖Synct1‖ . . . ‖Syncts)). (2)

Within the Equation (2), E(pi) stands for an ACP-term, defined according to
a Petri net structure in the vicinity of the place pi (see Definition 2). The value ij,
given by ij = m(pj), represents the marking with respect to the place pj, 1 ≤ j ≤ k.
By the E(pj)

(i) we mean the term E(pj)‖ . . . ‖E(pj), representing a multiple (i-
times) parallel composition of a process E(pj). Note that the E(pj)

(0) = δ. The
Syncti (1 ≤ i ≤ s) processes are composed to the rest of the system in the case there
are s synchronizing transitions within the source (Petri net) specification.

The size of a process A(N,m), corresponding to Petri net N with the mark-
ing m, created by the transformation depends on the number of marked places in
the marking m (E(p1)‖ . . . ‖E(pk)), as well as on the number of synchronizing tran-
sitions within the net N (Synct1‖ . . . ‖Syncts). If we suppose the number of tokens
in the marking m is O(k), where the k = |P | and the number of synchronizing
transitions s is O(n), where n = |T |, we can express the number of process variables
in the term A(N,m) by the sum O(k) +O(n). However, the complexity of the term
can vary in the case we start to modify it in order to investigate the behavior of the
system it describes, as it can be observed in an example introduced within the next
section.
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Theorem 1. For given Petri net N = (P, T, pre, post), m,m′ markings of the net N ,
ACP-terms A(N,m) and A(N,m′), representing the algebraic semantics for the
net N , and transition t ∈ T holds:

(N,m)
t→(N,m′)⇒ A(N,m)

t→A(N,m′).

Proof. The proof is constructed by examining all the elementary cases given by
the structure of a Petri net from the point of view of its individual places, as de-
scribed in the Definition 2. If the step in computation of the Petri net N exists

(N,m)
t→(N,m′), so the transition t is enabled in the marking m (∀pi ∈ (•t) :

m(pi) ≥ pre(pi, t)) and after firing it produces the new marking m′ (∀pi ∈ P :
m′(pi) = m(pi)− pre(pi, t) + post(pi, t)), a step should also exist in the correspond-

ing algebraic specificationA(N,m)
t→A(N,m′). As it was defined in the Definition 3,

the algebraic semantics for the Petri net N with the marking m is given by:

A(N,m) = τI(∂H(E(p1)
(i1)‖ . . . ‖E(pk)

(ik)‖Synct1‖ . . . ‖Syncts)). (3)

According to transition relations of ACP (Table 2), a step within the algebraic
specification can be performed either by executing an atomic action of a process, or
by means of communication of two processes, when the corresponding communica-
tion function is defined.

Within the Petri net N , the type of the transition t under consideration can be
classified according to size of the set of its pre-places |•t|. The case |•t| = 1 applies
to all the following elementary situations of the Definition 2, except the case 1 (the
deadlock) and the case 5 (synchronization, where |•t| ≥ 2), which will be treated
in a slightly different way within the proof. Let us suppose •t = {p} (except the
cases 1 and 5) and m(p) ≥ pre(p, t) (where m(p) is the marking of the place p in
the Petri net N), so the transition t is enabled and can fire. Then it also holds that
m′(pi) = m(pi)+ post(pi, t)−pre(pi, t), pi ∈ P is a new marking of N after firing the
transition t. If E(p) represents the corresponding ACP semantics for the process
initiated in the place p (Definition 2), then the step (t) is enabled in the E(p) and
the E(p) is present in the A(N,m) (Definition 3).

In the following lines we will explore the elementary cases in the order given by
the Definition 2.

1. The case represents the situation, where no computation is available, since no
transition is connected to the place p.

E(p) = δ

The corresponding algebraic term (δ), representing a deadlock is generated.

2. The case represents the alternative composition, where the corresponding alge-
braic term is generated in a way:
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E(p) = t1 · E(q1) + t2 · E(q2) + . . .+ tn · E(qn)

According to transition relations of process algebra ACP (Table 2, case c) the
step is possible and one of the alternatives is chosen, given by the transition
under consideration (t ∈ {t1, . . . , tn}).

3. The case represents the sequential composition, where the corresponding alge-
braic term is generated:

E(p) = t · E(q)

According to the transition relations of process algebra ACP (Table 2, case c),
the step t is possible within the corresponding algebraic term.

4. The case represents the parallel composition, where the following algebraic term
is generated:

E(p) = t · (E(q1) ‖ . . . ‖ E(qm))

Again, the realization of action t is possible (Table 2, case c) within the corre-
sponding term, regardless the more complicated nature of the process following
the action.

5. In the case, a firing of the transition t with two (or more) preconditions in Petri
net N occurs (|•t| ≥ 2). The situation is depicted in the figure below, which
essentially represents the synchronization of processes p1, . . . , pn.
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E(p1) = tp1, E(p2) = tp2, . . . , E(pn) = tpn

Synct = (ts1‖ts2‖ . . . ‖tsn) · t · (E(q)‖Synct)

If within the marking m of the Petri net N the places p1, . . . , pn contain enough
tokens (so the conditions hold: m(p1) ≥ pre(p1, t), . . . ,m(pn) ≥ pre(pn, t)), the
transition t can fire. From the definition of ACP semantics for the Petri net N
(Definition 3) and the definition of terms bound to corresponding E-variables
(Definition 2, case 5), there is a step available in A(N,m), too. The step is
represented by the communications (tsi|tpi = tci, 1 ≤ i ≤ n) of atomic ac-
tions (tpi, 1 ≤ i ≤ n) of synchronizing processes with the corresponding actions
(tsi, 1 ≤ i ≤ n) of the Synct process. The actions resulting from the commu-
nications (tci, 1 ≤ i ≤ n) are renamed to internal actions (τ) by means of the
operator τI and must precede the execution of the action t. Attempts to execute
the actions mentioned above (tpi and tsi, 1 ≤ i ≤ n) without communication are
blocked, using the operator ∂H (Definition 3).

6. Within the case, represented by a transition without post-place(s), the corre-
sponding algebraic term is generated:

E(p) = t

In this particular case, the step t is possible within the process E(p) in accor-
dance with the transition relations of process algebra ACP (Table 2, case b) and
the process terminates after executing the action.

7. The case represents a transition without pre-place(s), where the following alge-
braic term is generated:

E(p) = t · (E(p)‖E(q))

By the substitution introduced within the Definition 2, we have a fragment of
Petri net, with the additional place p, which is connected to the transition t by
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two arcs, such that the firing properties of the transition are preserved (i.e. if the
place p is marked, the transition t can fire arbitrary many times). The step t is
possible within the process E(p) in accordance with the transition relations of
process algebra ACP (Table 2, case c) and the action t can be executed arbitrary
many times.

When the step A(N,m)
t→A(N,m′) occurs, the corresponding ACP semantics

of the net (N,m′) will contain a subterm given by the right hand side of the partic-
ular equation for the E(p). The subterm itself represents the particular changes to
marking of post-places of the transition t (t•) of the Petri net N . Disappearing of
the subterm E(p) on the other hand represents the consumption of the token from
the pre-place (p) of the transition t.

We can conclude, that if a step in the Petri net N with the marking m is enabled,
so it is enabled also in the corresponding algebraic representation A(N,m). 2

5 AN EXAMPLE

An example is provided within this section to demonstrate the way of using the
transformation rules proposed above. The Petri net (depicted in Figure 4) repre-
sents a simple system with two processes synchronizing their executions on two
common actions. The synchronizing actions are modeled by the transitions t2
and t3.

Figure 4. Petri net for two processes

At the beginning we assign the ACP-terms to variables constructed for every
place of (source) Petri net N , according to the structure of the net in the neighbor-
hood of the corresponding place.

E(p1) = t1 · (E(p5)‖E(p2)), E(p2) = t2p2, E(p3) = t3p3,

E(p4) = t4 · (E(p6)‖E(p3)), E(p5) = t3p5, E(p6) = t2p6.
(4)
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Next, the synchronizing processes are defined (because of the presence of syn-
chronizing transitions t2 and t3):

Synct2 = (t2s2‖t2s6) · t2 · (E(P1)‖Synct2),

Synct3 = (t3s3‖t3s5) · t3 · (E(P4)‖Synct3).
(5)

We also define four communication functions as we proposed in the Definition 2:

t2s2|t2p2 = t2c2, t3s3|t3p3 = t3c3, t2s6|t2p6 = t2c6, t3s5|t3p5 = t3c5. (6)

A set of actions to encapsulate is defined, in order to force the communication
with the Synct2 and the Synct3 processes:

H = {t2s2, t2p2, t2s6, t2p6, t3s3, t3p3, t3s5, t3p5},

as well as a set of actions to abstract away and so hide the internal behavior of the
system:

I = {t2c2, t2c6, t3c3, t3c5}.

Since the initial marking of the Petri net N is given as m0 = (1, 0, 1, 0, 0, 0), only
two places (p1 and p3) hold tokens. Now initially, only the variables corresponding
to these places will be present in an equation describing the algebraic semantics of
the Petri net N , together with the processes Synct2 and Synct3, composed by the
means of parallel composition. Let the name of the whole composition be Sys and
the names of variables E(pi) be Ei (1 ≤ i ≤ 6) for the sake of simplicity within this
example.

A(N,m0) = Sys = τI(∂H(E1‖E3‖Synct2‖Synct3)). (7)

According to Equations (4) and (5), we can substitute for the variables present
in the specification:

Sys = τI(∂H(t1·(E2‖E5)‖t3p3‖(t2s2‖t2s6)·t2·(E1‖Synct2)‖(t3s3‖t3s5)·t3·(E4‖Synct3))).

Since the actions t3p3, t2s2, t2s6, t3s3, t3s5 are encapsulated by ∂H , the only avail-
able action for execution is the t1. We also substitute for the E2 and E5 process
variables and we have (the transition t1 and the variables E2 and E5 are underlined
in the equation above for the sake of lucidity):

Sys = t1 ·τI(∂H(t2p2‖t3p5‖t3p3‖(t2s2‖t2s6)·t2 ·(E1‖Synct2)‖(t3s3‖t3s5)·t3 ·(E4‖Synct3))).

In this situation all the initial actions of the composed processes are blocked by
the ∂H operation, so the communication (according to definition of communication
functions (6)) is the only available action. So we allow to communicate the actions
t3p5 with t3s5 and t3p3 with t3s3:

Sys = t1 · τI(∂H(t2p2‖(t2s2‖t2s6) · t2 · (E1‖Synct2)‖(t3c3‖t3c5) · t3 · (E4‖Synct3))).
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After hiding the products of communications (t3c3 and t3c5) by renaming them
to silent actions τ by means of the abstraction operation (τI), we have:

Sys = t1 · τ · τ · τI(∂H(t2p2‖(t2s2‖t2s6) · t2 · (E1‖Synct2)‖t3 · (E4‖Synct3))).

At this point we have the action t3 which is not affected by the operators τI and
∂H , so it can be placed before them. We also can remove the silent actions (τ) using
the axiom B1 (Table 1) and substitute for the variable E4.

Sys = t1 · t3 · τI(∂H(t2p2‖(t2s2‖t2s6) · t2 · (E1‖Synct2)‖t4 · (E6‖E3)‖Synct3)).

Further, the action t4 can be moved to the position after the t3, since it is not
affected by the operators τI and ∂H . We also substitute the action t2p6 for the
variable E6 within this step.

Sys = t1 · t3 · t4 · τI(∂H(t2p2‖(t2s2‖t2s6) · t2 · (E1‖Synct2)‖t2p6‖E3‖Synct3)).

Communications in this case produce the actions t2c2 and t2c6.

Sys = t1 · t3 · t4 · τI(∂H((t2c2‖t2c6) · t2 · (E1‖Synct2)‖E3‖Synct3)).

These actions are not blocked by ∂H , but are renamed by τI to silent actions τ .

Sys = t1 · t3 · t4 · τ · τ · τI(∂H(t2 · (E1‖Synct2)‖E3‖Synct3)).

The silent actions can be removed using the axiom B1 (Table 1) and the action
t2 is moved out of scope of the operators τI and ∂H .

Sys = t1 · t3 · t4 · t2 · τI(∂H(E1‖Synct2‖E3‖Synct3)).

After exchanging the order of process variables Synct2 and E3 we have the equa-
tion:

Sys = t1 · t3 · t4 · t2 · τI(∂H(E1‖E3‖Synct2‖Synct3)).

Where the term τI(∂H(E1‖E3‖Synct2‖Synct3)) is indeed the one from which we
started the derivation (7), so we have:

Sys = t1 · t3 · t4 · t2 · Sys . (8)

The prefix t1 · t3 · t4 · t2 represents the trace of actions executed by the process
Sys before it starts the execution from the initial state again. Thus finally, the
operation of the system can be described by the following expression, where the
symbol ω expresses the arbitrary number of repetitions.

Sys = (t1 · t3 · t4 · t2)ω. (9)
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Figure 5. PSF-Toolkit simulation environment

For the purpose of practical validation of the results obtained by means of
manual derivation given above, we also performed the simulation using the PSF-
Toolkit [14]. The environment of the PSF-Toolkit, together with (part of) the
specification is depicted in Figure 5.

Figure 6. Simulation of the system using the PSF-Toolkit

The names of processes and actions here differ slightly in some cases (like the
st2 instead of Synct2, or the t2ep6c instead of t2c6), but we hope they are still clear
enough. The simulation itself provides the results, which are in-line with the results
stated above and the trace of actions (Figure 6) acquired by the simulation of the
system corresponds to (9).

Further, we can define a new process (named ReSys in Figure 7), correspond-
ing to the external behavior of the system, as it is stated above (8). Finally,
we can compare the behavior of the two processes (Sys and ReSys), using the
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Figure 7. Process definitions with the ReSys process

equiv tool of the PSF-Toolkit (Figure 8) and find that the processes are bisimi-
lar.

Figure 8. Test of equivalence

6 CONCLUSION

In the paper we presented an approach for constructing an algebraic semantics for
Petri nets, based on Algebra of Communicating Processes (ACP). A variable is
created for every place of the given Petri net and a term is bound to the variable,
which expresses the process initiated in the place. The description of a process
representing the computations of Petri net is given by the parallel composition of all
the variables associated with the places holding tokens within the initial marking.

The ideas presented in the paper were implemented within the Petri2ACP tool.
Similarly, as it was in the case of the Petri2APC tool [31], where the first step
is parsing the PNML specification of a Petri net, the PNML Framework [19] was
used in this case, too. The resulting ACP specification is produced in a format of
the PSF-Toolkit. The tool was implemented using Java platform and is intended
to perform a deeper exploration of properties of the transformation, as well as to
enable its practical utilization.

As it was demonstrated by the example, a manual investigation of system be-
havior is possible, but it can be complicated and error-prone task. So having the
tool support (e.g. the PSF-Toolkit in this case) available to help with this task is
very useful and it was indeed one of the main sources of motivation for this work.
One of our previously developed transformations (Petri2APC [30]), which utilizes
a dedicated process algebra APC (Algebra of Process Components), provides sim-
pler algebraic specifications indeed, but there is currently no tool support for an-
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alyzing such specifications available. The algebraic specifications produced by the
Petri2APC transformation are often simpler, since in the APC special constructs are
available for expressing the synchronization of processes. So a certain price to pay
for the possibility of utilizing powerful tools in the case of ACP is the more compli-
cated modeling of process synchronization based on communication, encapsulation
and abstraction.

Although a reverse transformation to the one presented in this work, i.e. the Petri
net semantics for ACP terms, is not covered by this paper in detail; we published
some results in this respect in the past [28, 29]. An interesting application area
of that transformation and the corresponding tool (ACP2Petri) is the design and
analysis of communication protocols based on integration of the two mentioned
formal methods [32]. It would be very interesting to study the relations between the
two transformations in more details.

In the future, it would also be interesting to relate a high-level Petri nets with
some variant of data-enriched process algebra [8]. Another possible direction of the
future research is connected with the process algebra APC and development of tools
supporting the analysis of APC specifications. It would also be useful to enhance
the implementation of the transformation tool Petri2ACP in order to include the
support for additional tools, like mCRL2 [12].
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Abstract. In this article, we investigate the problem of cross-document person
name disambiguation, which aimed at resolving ambiguities between person names
and clustering web documents according to their association to different persons
sharing the same name. The majority of previous work often formulated cross-
document name disambiguation as a clustering problem. These methods employed
various syntactic and semantic features either from the local corpus or distant know-
ledge bases to compute similarities between entities and group similar entities. How-
ever, these approaches show limitations regarding robustness and performance. We
propose an unsupervised, graph-based name disambiguation approach to improve
the performance and robustness of the state-of-the-art. Our approach exploits both
local information extracted from the given corpus, and global information obtained
from distant knowledge bases. We show the effectiveness of our approach by test-
ing it on standard WePS datasets. The experimental results are encouraging and
show that our proposed method outperforms several baseline methods and also
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its counterparts. The experiments show that our approach not only improves the
performances, but also increases the robustness of name disambiguation.

Keywords: Web mining, cross-document name disambiguation, social links, profile
enrichment, clustering

Mathematics Subject Classification 2010: 97R40, 97R50,68T50, 68U35, 90B40

1 INTRODUCTION

The volume of information available on the web is increasing considerably. This vast
volume of information brings new challenges such as lost in hyperspace or informa-
tion overload [1, 2]. These challenges make it difficult to retrieve useful information
about various entities from web pages. Searching for entities, especially people, and
their related information is one of the most common activities of Internet users. As
personal names are highly ambiguous, personal information extraction and infor-
mation retrieval systems deal with a fundamental problem, namely name ambiguity
problem. The problem of name ambiguity causes the results of a personal name
search to be a mix of web pages about different people sharing the same name. This
issue emphasizes the necessity of developing high-quality name disambiguation sys-
tems to resolve ambiguity between people names and cluster search results according
to different people having the same name. Developing such a name disambiguation
system can be useful in a wide range of areas including semantic web, information
extraction, question answering, machine translation, data fusion, speech recognition,
and social network analysis, among others.

In recent years, several research efforts have been conducted towards the name
disambiguation in web context. The problem of name disambiguation is usually
formulated as a name clustering problem [3, 4, 5, 6]. Clustering-based name disam-
biguation approaches are well-known due to their superior feasibility and efficiency
in dealing with a large amount of data. Clustering-based methods are useful when
we do not have a large labeled corpus and there are varying ambiguities in the cor-
pus. A majority of previous work [3, 4, 5, 6, 7, 8, 9, 10, 11] use a combination of
various features to compute similarities between entities, and then utilize clustering
algorithm to disambiguate entity names. A great deal of research exploits syntactic
and semantic local features derived from the given corpus [7, 8, 11]. However, the
local information may not be sufficient to resolve ambiguities and the robustness of
system will be severely degraded due to

1. the substantial noise and low quality of information extraction (IE) and natural
language processing (NLP) systems used for extracting local document-level
features, and

2. insufficient information contained in web pages.
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To alleviate these problems, authors in [3, 4, 6], besides the local information, have
exploited the global information derived from extra corpora or distant knowledge
bases. Nevertheless, these solutions do not completely utilize all the semantic in-
formation contained in web pages such as entity attributes and social links. In
this paper, we attempt to overcome the deficiencies of previous work by proposing
a person name disambiguation approach that not only uses local personal attributes
and social links stored in given web pages, but also global semantic information
about persons embedded in external knowledge bases. Our approach makes a full
use of the merits of both attribute-based and social network based methods. Per-
sonal attributes and social links are two different sources of information that can
complement each other. This leads to more precise person name disambiguation,
and confirms the need of a framework for integrating social links and the enriched
attributes of a person are needed.

To summarize, our contributions lie in the approaches we propose to solve sub-
tasks of name disambiguation:

• We map all of the information about persons in text documents to an undi-
rected weighted graph. In graph creation process, we propose new methods
for each task of social link extraction, profile extraction, and profile enrichment.
Specifically, we propose a new method for social links extraction relying on the
closeness centrality theory [12]; we propose a profile enrichment method relying
on the closeness centrality theory and deep semantic analysis of the text to deal
with the problem of data sparseness and to make name disambiguation system
more robust.

• We employ BIC-Means algorithm to cluster nodes of graph, and propose a dy-
namic weight learning method based on a new TF-IDF schema [45] to learn
importance coefficient of attributes in computing similarity among entities.

• We perform extensive evaluation of our proposed approach over real, standard
WePS datasets [13, 14]. We demonstrate that our method outperforms baseline
methods and state-of-the-art counterparts. This justifies that our approach is
a promising solution for the problem of person name disambiguation.

Having this short introduction, the rest of this paper is organized as follows.
Section 2 is devoted to literature review and presents an overview of the related work.
Section 3 introduces the working principle of our name disambiguation approach.
Then, in Section 4, the proposed approach is evaluated on benchmark datasets and
the results are compared to the baselines and state-of-the-art methods. Finally,
Section 5 makes conclusions and discusses some future works.

2 RELATED WORK

Our work addresses the problem of cross-document person name disambiguation in
web context. Let D = {d1, d2, . . . , dN} be a collection of web documents referring to
a set of persons having the same name, and let M = {m11,m12, . . . ,m21,m22, . . . , },
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mij ∈ di be a set of name observations within collection D, which need to be disam-
biguated. Name ambiguity can occur within a web document or across documents.
In case of within-document ambiguity, name observations in M are from the same
document di ∈ D. In case of cross-document, the mentions in M are from the entire
corpus D. According to the type of ambiguity, name disambiguation systems are
categorized into two classes:

1. within-document name disambiguation, which often referred to as within-docu-
ment co-reference, and

2. cross-document name disambiguation.

Within a document, mentions with the same string typically refer to the same en-
tity in reality, whereas in different documents identical entity mentions may have
different meanings [4, 6]. This is important information, which shows that cross-
document name disambiguation cannot be solved by applying within-document co-
reference resolution to a super document formed by concatenating all documents in
the corpus. In this paper, we focus on cross-document name disambiguation. In the
following, we briefly present and discuss the most significant research work in the
area of cross-document name disambiguation, their limitations, and compare our
approach with them. This short discussion highlights the need for developing new
and more efficient name disambiguation approaches.

In recent years, many research efforts have been made towards name disam-
biguation in relational databases and web context. There are several surveys in
name disambiguation area, among which we point out Brizan and Tansel [15], El-
magarmid et al. [16], Kopcke and Rahm [17], and Ferreira and Gonçalves [18]. Entity
name disambiguation in web is similar to those approaches developed in database
domain. However, there are several differences [11]:

1. web documents are often unstructured while database records are structured,
and

2. web documents often only contain partial or incomplete information about the
entities.

Therefore, most disambiguation methods, which were developed for databases are
not directly applicable on web data.

Name disambiguation is often formulated as a clustering problem [3, 4, 5, 6,
11]. Clustering-based name disambiguation approaches are well-known due to their
superior efficiency in dealing with a large amount of data. They are useful when we
do not have a large labelled corpus, and there are varying ambiguities in a corpus [4].
Clustering methods often include three main steps:

1. feature extraction,

2. similarity computation, and

3. name grouping.



Web Person Name Disambiguation 1489

In most of the existing approaches, employed features are either syntactic or se-
mantic. Syntactic features include tokens [7], specific keywords [6, 11], n-gram
features, snippet-based features [4], etc. Semantic features include personal at-
tributes [19, 20, 21], hyperlinks [8, 9], named-entities [6, 11], etc. Each web docu-
ment, which needs to be disambiguated, is represented as a vector of desired features.
Similarities among document vectors are then computed using various similarity
measures to identify whether they refer to the same entity. Similarity computation
forms the basis of name disambiguation in clustering approaches. The quality of
similarity computation significantly depends on the type of analyzed input data,
similarity measures and features under evaluation. Many existing approaches, such
as [19, 20, 21, 22, 23], compute similarity between entities by matching their cor-
responding feature vectors containing attributes of those entities. However, such
methods ignore some important implicit semantic information, such as links be-
tween entities. Some other works have harnessed co-occurring entity mentions to
compute similarities [8, 24, 25]. These approaches often create a social relation-
ship graph of entity names (especially person names) co-occuring in a document
and then partition the graph into sets of groups using graph partitioning algo-
rithms. The idea behind social network-based methods comes from the fact that
linked entities might be having the similar characteristics. The main problem of
these methods is that they may fail to distinguish entities when a web document
does not contain any information about people connections. A few attempts, such
as [8, 26], integrate both the entities’ links and attributes to resolve ambiguities.
The idea behind such models is that the attributes of an entity can complement so-
cial network structure, and vice versa. In other words, if one source of information
is missing or noisy, the other can make it up. These hybrid models make full use of
the merits of both attribute-based and social network based name disambiguation
methods. However, these methods do not employ external data sources beyond the
given corpus, and use only the information contained in the given corpus being pro-
cessed. Our approach extends these methods through utilizing both local persons’
social links and attributes, and global semantic attributes from distant knowledge
bases.

Exploiting external, global features for disambiguation was also studied in pre-
vious works [3, 4, 27, 28]. However, the context information including social links
among entities and attributes has not been utilized entirely. To alleviate this short-
coming, similar to ours, Dutta and Weikum [6] exploit both the context where
entities appear and the information from external knowledge bases for co-referent
entities. However, limitations of their approach are that

1. co-occurrence of entities is only considered within web pages,

2. the information contained in web pages is not completely exploited, particularly
information expressed in informal-style fragments, and

3. in knowledge enrichment stage, a simple string matching method is utilized for
entity matching.



1490 H. Emami, H. Shirazi, A. Abdollahzadeh Barforoush

Our approach is robust enough and regardless of the external knowledge features,
it uses all of the information contained in the given web pages expressed either in
formal-style or informal-style formats. Our approach relies on deep semantic analysis
of the text and closeness centrality theory to exploit social links of entities across
web pages.

In summary, our work extends previous work by integrating social links with the
attributes of the local semantic profile attributes and global attributes from external
knowledge bases. Following this way, our approach exploits all of the information
about person entities contained in the textual parts of local web pages and external
knowledge bases. This leads to more robust name disambiguation approach.

3 OUR PROPOSED APPROACH

In this paper, we formulate the person name disambiguation as a clustering problem.
Let G = {C1, C2, . . . , CK} be a set of K clusters, and Ci 6= ∅, Ci ∩ Cj = ∅, i 6= j,

i, j = 1, 2, . . . , K,
⋃K
j=1Cj = D, where D = {d1, d2, . . . , dN} is the N web pages

referring to the different people sharing the same name. The goal of our name
disambiguation is to find such G, where objects

{
uip, u

i
p+1, . . . , u

i
q

}
, (1 ≤ p ≤ q ≤ N)

in cluster Ci ∈ G refer to the same entity in reality. Figure 1 shows an overview
of our proposed name disambiguation approach. It consists of four main stages as
follows:

Pre-processing. Pre-processing takes as input web pages and transforms them
to system-desired format using existing pre-processing tools. Pre-processing
consists of five main subtasks: extracting clean text document, named-entity
tagging, intra-document co-reference resolution, sentence splitting, and sentence
type detection.

Graph creation. This component takes pre-processed text of web documents and
extracts person discourse profile; enriches the discourse profile with external
semantic features; and extracts social links between entities from the text. It
then maps the profile attributes and links into an undirected weighted graph
(Attribute-Relationship Graph). This graph is an abstract and structured rep-
resentation of the information constituents from the web documents and relevant
information from external knowledge bases.

Similarity computation. We use a modified random walk model to compute sim-
ilarities among graph’s nodes. The employed similarity measure considers both
people’s attributes and social links.

Graph clustering. The clustering phase takes as input the attribute-relationship
graph and similarity measures, and then groups graph nodes into sets of clusters,
where each cluster contains all the nodes referring to a unique person.

In the following, we describe these components in more detail.
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Figure 1. Outline of our name disambiguation approach

3.1 Pre-Processing

In this article, we focus on the textual part of the web pages, because the majority of
the information about entities on the web is often expressed in the natural language
text. The web pages need to be pre-processed and prepared according to system’s
desired format. First, for each web page, Jsoup1 (an HTML parser) is run to cast
it into plain text document. Next, for each document the Stanford named-entity
tagger [29] is run to tag the text for coarse-grained lexical entity types including per-
son, location, organization, etc. For each identified named-entity, we assign a unique
index to distinguish the identity of entity. The annotated text documents are passed
to the intra-document co-reference resolution module. We use the state-of-the-art
Stanford co-reference resolution system [30] to identify co-reference chains for all the
entities mentioned in each document. The mentions in every co-reference chain of
interest are then replaced with their corresponding representative mentions. Next,
for the co-reference chain of interest within each document, we use the Stanford

1 Jsoup: Java HTML Parser, http://jsoup.org/

http://jsoup.org/
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CoreNLP toolkit2 [31] to extract all the sentences from a document. The content on
a web page is often expressed in a mixture of different representations: formal-style
format and informal-style format [4, 32]. A formal-style text follows prescribed writ-
ing standards, and is prepared for a fairly broad audience [4, 32]. Formal writing
needs to be well-structured, clear and unambiguous. Longer and complete sentences
are likely to be more prevalent in formal-style text. Complete sentences usually
contain a subject, object and one or multiple verbs. On the contrary, informal-
style text has few constraints on writing format, mixes various representations, is
prepared quickly and intended for a narrow audience [32]. In sentence type iden-
tification, we classify each sentence in a web document as one of the two classes,
formal-style or informal-style. In Figure 2, we show an excerpt of formal-style and
informal-style fragments. We use support vector machines (SVMs) [33] to classify
sentences into formal-style or informal-style classes. The main feature for classifica-
tion is the percentage of capitalized tokens and length of the sentence. The selection
of these features comes from the fact that an informal-style sentence mainly is short
and contains capitalized tokens. Each of the formal-style and informal-style expres-
sion format requires different information extraction method. Identifying the type
of sentence expression helps us to overcome the problem of structure variation and
choose proper attribute extraction methods (Section 3.2.2) to extract entity-centric
information according to data representation format.

The pre-processing tools may produce errors, which propagate to the later
stages. However, improving the pre-processing components is beyond the scope
of this paper. The remainder of the processing described in the following uses this
pre-processed text.

3.2 Graph Creation

In graph creation, the abstract representation we wish to create is an undirected
weighted graph G for each pre-processed web document. Formally, we represent this
graph as G = (VS ∪VA,ES ∪EA), where VS is the set of structure nodes, VA is the
set of attributes nodes, ES is the set of structure edges, and EA is the set of attribute
edges. For each entity e, we create a structure node and append it to structure node
set VS . Similarly, for each attribute class a ∈ A, we create an attribute node
va and append it to attribute node set VA. We create a structure edge es ∈ ES
between a pair of structure nodes u and v, if their corresponding entities co-occur
in the corpus. The weight of structure edge es between a pair of structure nodes u
and v indicates the strength of the relationship between corresponding entities ei
and ej. We draw an attribute edge ea ∈ EA between a structure node u ∈ VS and
an attribute node va ∈ VA, if the node u corresponding to person e takes a value
on attribute class a ∈ A. The weight of attribute edge ea indicates the importance
coefficient of the target attribute.

2 http://nlp.stanford.edu/software/corenlp.shtml

http://nlp.stanford.edu/software/corenlp.shtml
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Figure 2. Examples of formal-style and informal-style data expression format on a sample
web page

The graph creation consists of three steps:

1. social link extraction,

2. profile extraction, and

3. profile enrichment.

The system first extracts the co-occurring entities in the neighbourhood of each
given person. The co-occurring entities form what we call the social relationship
network. In the profile extraction stage, the system extracts local attributes asso-
ciated with every entity in question from given web documents, and forms entity’s
discourse profile. In the profile enrichment stage, the system then enriches the
local discourse profiles with rich global features retrieved from external knowledge
bases by considering co-occurring entities and their surrounding context. The linked
(co-occurring) entities, global attributes, and local attributes associated with each
person are mapped into an undirected graph. In the following, we describe the graph
creation stages in more details.

3.2.1 Social Link Extraction

We assume that relationship between entities in the real world is reflected by their
closeness in text of the documents they are mentioned in. We assume that two
entities are linked if they collocate together in a corpus more frequently. To iden-
tify the linked entities with an entity e, we extract the co-occurring entities in the
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neighbourhood of entity e. To do this, we first identify sentences in which the fo-
cused entity e or its co-referent mentions occur. The sentences of containing these
entities contain also other entities that can be co-occurring with other ones as well.
Formally, in a document, entities in the neighbourhood of the entity e appear in the
following sentences:

S(e) = Hn(e),

H1(e) =

{⋃
j

s(ej) | ∀ej ∈M(e)

}
, (1)

Hn(e) = Hn−1(e) ∪

{⋃
k

H1(ek) | ∃sf : (e ∈ sf ) ∧ (ek ∈ sf )

}
, for n ≥ 2

where S(e) is a set of sentences in the neighbourhood of entity e, Hn(e) is a set
of nth-hop sentences containing entities co-occurring with target entity e, M(e) is
an intra-document co-reference chain of entities with respect to entity e, and sf is the
f th sentence in which both e and ek co-occur together. LetN(e) = {e1, e2, . . . , em} be
the list of co-occurring entities with target entity e, which appear in S(e). We create
a social relationship graph between the entities in N(e). We define the strength of
relationship between a pair of linked entities ei and ej as the normalized distance-
weighted frequency of entities’ co-occurrences in the input corpus as follows:

wij =
θij∑

k

∑
l θkl

(2)

where θij is the distance-weighted frequency of entities’ co-occurrences in the corpus,
which we defined it as follows:

θij =
∑
d∈D

{ ∑
(ei,ej)∈d 1−

(
log2(χij)

2

)
, if (χij < η),

0, otherwise,
(3)

where d is a document in the corpus D, ei and ej are the ith and jth entities in
document d, respectively. χij is the position distance between two entities with
value 1 if entities ei and ej collocate in the same sentence, 2 in neighbouring sentence,
and so on. The entities having position distance χij above the threshold η are
ignored. We empirically set η to 4, which prevents linking far entities. Obviously,
the bigger the θij is, the bigger the wij is. wij is in the range [0, 1]. In this paper,
we use only the web pages of each ambiguous name in the given corpus as the entity
co-occurrence corpus. To compute wij, one can use large-scale corpora beyond the
given corpus as entity co-occurrence corpus. This is considered as one of the future
work of this paper. Nonetheless, our experiments show that the given corpus is
sufficient for extracting social links.
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3.2.2 Profile Extraction

To extract attributes of a certain person and form their discourse profile, we have de-
veloped an integrated profile extraction system. Our profile extraction system takes
as input the pre-processed text, extracts the person entities with related information
and forms their discourse profile. Discourse profile of a person entity contains a set
of 〈attribute, value〉 pairs. Formally, we define the discourse profile of entity e as
follows:

P (e) = {(a, v) | a ∈ A, v ∈ V (a)} (4)

where A is the vocabulary of attributes that describes characteristics of person
entity e, and V (a) represents the set of valid values for attribute a ∈ A. In our im-
plementation, each person entity can take at most sixteen kinds of attributes, which
include affiliation, award, birth place, date of birth, other name, occupation, school,
major, degree, mentor, nationality, relatives, phone, fax, e-mail, and website. Due to
limited space, in this paper, we do not give more detailed discussion of our profile ex-
traction system. For more detail refer to our technical report given in (http://ceit.
aut.ac.ir/islab/guest/Emami/PersonProfiling_TechnicalReport.pdf). Our
profiling approach is efficient, and can extract personal attributes from both formal-
style and informal-style fragments.

3.2.3 Profile Enrichment

The discourse profile of entities can be applied directly to compute similarities and
resolve ambiguity. However, the sparse data contained in discourse profiles may not
be sufficient to resolve ambiguities and the system robustness will be degraded due to
low quality of profile extraction system. For these reasons, we propose an enrichment
method of the persons’ profile via global attributes extracted from external know-
ledge base. Profile enrichment attempts to alleviate the problem of data sparseness
and improve the robustness of system. Profile enrichment includes two steps:

1. entity linking, and

2. attribute extraction.

In entity linking step, for an entity mention e, we determine its identity in text
to identify the best matching entity in the external knowledge base. In attribute
extraction step, we retrieve the global attributes for the target person e from external
knowledge base. These attributes are beyond the discourse profile.

Our entity linking system takes as input the target entity mention e and the
context S(e) (Equation (1)) around it. It identifies the entity mentions in neigh-
bourhood of entity e and forms a list of co-occurring entity mentions N(e) =
{e1, e2, . . . , em}; where each ei ∈ N(e) refers to a co-occurring entity mention with
target entity mention e appearing in S(e). Entity linking system then extracts the
intra-document co-reference chain of the entity e and entities in N(e). To match
an entity mention e against an entity from external ontology, our entity linking sys-
tem creates a phrase query comprising mentions from the co-reference chain of e

http://ceit.aut.ac.ir/islab/guest/Emami/PersonProfiling_TechnicalReport.pdf
http://ceit.aut.ac.ir/islab/guest/Emami/PersonProfiling_TechnicalReport.pdf
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and its neighbours N(e). Entity linking system feeds the query to Babelfy [34] to
identify the BabelNet synset id of the target entity e, and links it into the cor-
responding DBPedia URI. Babelfy is a state-of-the-art word sense disambiguation
and entity linking system. As a matter of fact, using Babelfy is not mandatory;
any disambiguation or entity linking strategy can be used at this stage. However,
a knowledge-based unified approach like Babelfy is best suited to our setting. The
attribute extraction phase takes as input the DBPedia URI of the target entity e,
and retrieves its attribute from DBPedia ontology [36] to enrich discourse profile
of entity e. The choice of DBPedia for enrichment is not mandatory, and other
knowledge bases such as Freebase and Yago can be used for enrichment purpose.
However, DBPedia is best suited to our setting, because it provides high-coverage
structured information about entities.

We primarily rely on the Babelfy itself to identify the correct identity of the
target entity e. Babelfy may produce some noisy data because in some cases it
cannot infer the correct identity of entities. Therefore, to avoid dependency on the
output of the Babelfy to infer whether the retrieved external entity t best matches
with the target entity e, we rank the candidate entity t by our similarity measure
and prune out candidates with low confidence. In similarity computation, we first
compare the type tag of the entities e and t. If the entity type tag of entities e
and t are not the same, we ignore the external entity t; otherwise we compare the
attributes of entity t with local attributes of the target entity e. For this purpose, we
compute the normalized similarity between entities t and e based on their attributes:

Sim(e, t) =
1

|Ae,t|
×
∑
a∈Ae,t

βa ×Ma(e, t) (5)

where Ma(e, t) is the similarity of the two entities based on attribute a, βa is the
importance coefficient of attribute a, and Ae,t represents all the attributes asso-
ciated with both entities e and t. Ae,t is equal to Ae,t = (Ae ∪ At), where Ae
and At respectively represent the set of attributes associated with entity e and t.
We define a confidence threshold T , such that a candidate entity t having the
similarity value Sim(e, t) below the threshold T is pruned out. If Sim(e, t) ≥
T , the system then appends the attributes of entity t to discourse profile of en-
tity e.

In general, each attribute class a ∈ A may be one of the following types: single-
value attribute or multiple-value attribute [37]. Single-value attribute (e.g. date of
birth) can only take a single value, while multiple-value attribute (e.g. affiliation,
occupation) can take one or more different values. If attribute a is a multiple-
value attribute, to compute Ma(e, t) we first compute single-value similarities for all
the possible values of a and then aggregate the maximum single-value similarities.
Therefore, we define Ma(e, t) as follows:

Ma(e, t) =
1

min (|Ie| , |It|)
×
∑
p∈Ie

max (δ (p, It)) (6)
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where Ie and It represent the item set of attribute a for person e and t, respectively.
δ (p, It) is the set of single-value attribute similarities computed between element
p ∈ Ie and all elements in It. We define δ (p, It) as follows:

δ (p, Iv) = {ϕ (p, q) | q ∈ It} . (7)

ϕ(p, q) computes the similarity between item p and q using an appropriate stan-
dard similarity measure. Personal attributes are heterogeneous; therefore it is not
reasonable to use the same similarity measure for different attributes in comput-
ing ϕ(p, q). This enforces us to use appropriate similarity measures for any type
of the attribute. There are different standard similarity measures, each of which is
appropriate for a particular attribute class. In order to determine which similarity
measure is appropriate for an attribute class, we adopt the following methodology.
Borrowing the idea from [35], first, we adopt five syntactic similarity measures, which
include normalized Levenshtein distance (len) [38], Dice’s coefficient (dic) [39], Co-
sine (cos) [39], Jaccard index (jac) [40] and dates’ relative similarity (Spd) [48]. The
reason to select these measures is that these measures are widely used in literature to
calculate similarity of data objects. We then identify the appropriateness of a simi-
larity metric for a particular class of attribute through assessing its importance on
name disambiguation. To do this, we use ground truth of training data given in
WePS-1 dataset [13] and WePS-2 dataset [14]. We analyse the similarity measures
in turn for each person in ground truth of dataset. Each similarity measure was
computed for the attributes of each pair of persons that are co-referent, i.e., they
are in the same cluster and refer to the same entity in reality. A typical similarity
metric is considered to be proper for a particular attribute, if it results in higher
normalized similarity value for the people who are co-referent in the ground truth.
The simulation results on WePS-1 training dataset are shown in Figure 3, and the
results for WePS-2 training dataset are given in Figure 4.

We apply the similarity measures on single-value items of attributes. Each
similarity measure has its own strategy to compute similarity value. For example,
to compute similarity by Cosine measure, we first transform the single-value items to
vectors of occurrences of n-grams (sequences of n characters). In this n-dimensional
space, the similarity between two items is the cosine of their respective vectors. In
other words, it is computed as (V1.V2) / (|V1| × |V2|), where V1 and V2 is the vector
representation of two comparing items p and q.

For attribute date of birth, we first normalize the date values using Stanford
SUTime library [41] and then compute the similarity. Borrowing the idea presented
in [48], to compare date of birth values, we first convert dates into a number of days.
We calculate the number of days according to the fix date 01-01-2016. Let d1 and d2
be the two day values that are being compared, Spd, the dates’ relative similarity,
is calculated as follows:

Spd(d1, d2) =

{
1−

(
pd(d1,d2)
pdmax

)
, if (pd(d1, d2) < pdmax),

0, else,
(8)



1498 H. Emami, H. Shirazi, A. Abdollahzadeh Barforoush

where pdmax (0 < pdmax < 1) is the maximum percentage difference that is tolerated
in similarity computation. In our implementations, we empirically set pdmax to 0.2.
pd(d1, d2) is the percentage difference, which is defined as follows:

pd(d1, d2) =
|d1 − d2|

max (d1, d2)
. (9)
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Figure 3. The results reported by different similarity measures for attributes of the co-
referent person names in WePS-1 training dataset in terms of B3Fα=0.5
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Figure 4. The results reported by different similarity measures for attributes of the co-
referent person names in WePS-2 test dataset in terms of B3Fα=0.5

Results obtained by our experiments on the given datasets show that the normal-
ized Levenshtein metric is appropriate for the attributes of affiliation, award, degree,
nationality, occupation, and school ; the Cosine similarity metric for the attributes
of relatives, phone, fax, e-mail, website; and the Jaccard index for the attribute of
mentor ; and Dice coefficient for the attribute of birth place. For some attributes
one or more similarity measures relatively reported the same results. For the at-
tribute of other name, one can use Dice’s coefficient or Cosine similarity measure.
For the attribute of major, it is no matter which similarity measure is used; how-
ever, in our implementations, we used the normalized Levenshtein metric for the
attribute of major. We notice that for attribute date of birth, we only use Spd
measure.
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As shown in Figures 3 and 4, some attributes report higher similarity values
rather than others. This means some attributes are more important for name dis-
ambiguation. For example, the attribute of date of birth is more important than the
attribute of school for resolving name ambiguity. This issue testifies that we should
give different weight for each attribute according to its impact on name disambigua-
tion. To compute βa, the weight of attribute a, we use its specific similarity measure
to compute the average similarity between co-referent persons based on attribute a.
The resulting average similarity value is considered as weight of attribute a. To
fulfil this aim, we first compute Equation (7) using the specified appropriate simi-
larity measure of the attribute a. We then compute the pairwise similarity between
persons using Equation (6) in terms of attribute a. In some cases that we deal
with missing data, we consider 1 as the similarity value. Finally, to compute βa, we
calculate the average of pairwise similarity for all co-referent persons:

βa =

(∑R
i,j=1Ma (ei, ej)

R

)
/

(
m∑
k=1

max (βak)

)
(10)

where R is the number of co-referent persons; ei and ej are the ith and jth co-
referent entities, respectively. Table 1 shows the appropriate similarity measure and
the weight for each attribute on WePS-1 training and WePS-2 training dataset.

WePS-1 Training WePS-2 Training

Method Similarity Metric βa βa
Affiliation len 0.164 0.181

Award len 0.027 0.013

Birth place dic 0.028 0.044

Date of birth spd 0.191 0.170

Degree len 0.011 0.027

Email cos 0.172 0.172

Fax cos 0.010 0.011

Major len 0.006 0.008

Mentor jac 0.034 0.036

Nationality len 0.015 0.141

Occupation len 0.221 0.093

Other name dic 0.045 0.047

Phone cos 0.013 0.011

Relatives cos 0.026 0.003

School len 0.010 0.009

Web site cos 0.027 0.031

Table 1. The weight of attributes on WePS-1 training and WePS-2 training datasets

We designed another test to indicate that using appropriate similarity measure
for each type of attribute class has great impact on the quality of name disambigua-
tion. To do this, we tested the similarity measures in turn on the dataset, and
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computed the similarity matrix. We then use agglomerative clustering algorithm
with single linkage merging strategy to group the person names. We compare the
results generated by the system with the ground truth included in the WePS training
datasets to compute performances. Figure 5 shows the results corresponding to each
similarity metric on the WePS-1 training dataset, and Figure 6 shows the results
for the WePS-2 training dataset. In Figures 5 and 6, Fa refers to B-cubed F-score
(B3Fα=0.5) [46, 47], and Fp refers to purity-based F-score (Fp=0.5) [46]. Combina-
tion similarity measures uses the normalized Levenshtein metric for the attributes
of affiliation, award, degree, nationality, occupation, school and major, the Cosine
similarity metric for the attributes of relatives, phone, fax, e-mail, and website, and
the Jaccard index for attribute mentor, Dice coefficient for attribute other name
and birth place, and Spd measure for attribute date of birth. As shown in Figures 5
and 6, the correct combination of similarity measures improves the performance of
name disambiguation in terms of B3Fα=0.5 and Fp=0.5.

We also designed a test to assess the potential of Babelfy on cross-document
name disambiguation. We let Babelfy to disambiguate person names and obtain
their BabelNet synset id. We then group persons based on their BabelNet synset id.
For this purpose, we use a dump of WePS-1 training and WePS-2 training datasets.
The sampled dump contains person names that are taken from Wikipedia. The
reason to this choice is that the knowledge base of Babelfy, BabelNet is primarily
constructed by linking Wikipedia to WordNet. Figure 7 a) shows the results ob-
tained by the Babelfy system and the attribute-based method (with combination
similarity measure) on the sample dump drawn from the WePS-1 training, and Fig-
ure 7 b) shows the results obtained for sample dump drawn from the WePS-2 training
dataset. In Figure 7, AV Combination shows the attribute-based method equipped
with combination similarity measure. Given the results in Figure 7, we conclude
that the majority of information for name disambiguation is given in the web pages
being processed. This implies that our name disambiguation system does not heav-
ily rely on the Babelfy disambiguation results. However, incorporating the Babelfy
and combining it with other name disambiguation methods such as attribute-based
method can improve the overall performance of system.

At the end of the graph creation process, we have an undirected weighted graph
summarizing all of the information about entities contained in the given web text
documents, and the given external knowledge base. The remainder components
of the name disambiguation system work with this rich graph instead of web text
documents. This enables us to use optimal graph mining algorithms for name dis-
ambiguation task. Figure 8 shows an example of mapping people’s attributes and
social links extracted from the web page given in Figure 2 into a graph. Figure 8 a)
shows the discourse profiles extracted by profile extraction system. In Figure 8 a),
the local attributes are shown in black colour and external attributes obtained by
profile enrichment are shown in blue colour. The profile information and social links
are mapped to a graph shown in Figure 8 b). In Figure 8 b), the structure node corre-
sponding to target person “Dan Jurafsky” is shown in filled rectangle, the structure
nodes for other persons are shown in rectangles, the structure nodes corresponding
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Figure 5. The performance of attribute-based name disambiguation method on WePS-1
training dataset using different similarity measures
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Figure 6. The performance of attribute-based name disambiguation method on WePS-2
training dataset using different similarity measures

to organizations in triangles, attribute nodes in round ellipses, structure edges by
solid lines, and attribute edges by dotted lines.

3.3 Similarity Computation

Our similarity metric relies on the node closeness in the graph through both struc-
ture and attribute edges. The main idea behind our similarity metric is that
“two people are closely related if they share more common attributes and linked
through many common entities”. Our similarity metric obeys the theory of ho-
mophily [42], the principle that people with similar characteristics tend to form
a relationship. People in a homophilic relationship share similar characteristics.
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Figure 7. The performance of Babelfy and AV Combination method on a dump of
Wikipedia person names drawn from a) WePS-1 training dataset and b) WePS-2 training
dataset
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Figure 8. An example of mapping the sample web page given in Figure 2 to attribute-
relationship graph; a) discourse profile extracted by our profiling system and enriched
with external global attributes; b) attribute-relationship graph. Note that the weights of
attribute edges and structure edges are not given here.

Since people’s attributes and social links are two different types of information, in-
tegrating both of them in a unified similarity metric for name disambiguation is so
challenging.

Here, we adapt and modify the recently proposed neighbourhood random walk
distance (NRWD) [26] to built our similarity measure. Zhou et al. [26] applied
NRWD for graph partitioning and demonstrated that it can improve the perfor-
mance of clustering. Let τ be a path from node u to node v, whose length is l(τ)
with transition probability p(τ), L be the longest length that the random walk can
proceed, and γ ∈ (0, 1) be the restart probability. The similarity between nodes u
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and v using NRWD can be formulated as follows:

R(u, v) =
∑

τ : u→ v
l(τ) ≤ L

γ(1− γ)l(τ) × p(τ) (11)

The value of R(u, v) is in the interval [0, 1]. The transition probability p(τ)
from structure node u to structure node v through structure edge es is computed
as follows:

pu,v(τ) =

{
ws

|N(u)|×ws+|A(u)|×wa , if (u, v) ∈ ES ,

0, otherwise,
(12)

where N(u) represents a set of neighbours of entity u that are connected through
structure edges, A(u) represents a set of neighbours of entity u that are connected
through attribute edges, ws is the weight of structure edge es, and wa indicates
the importance coefficient of attribute edge ea. Similarly, the transition probability
from structure node u to attribute node va ∈ AV through an attribute edge ea is
calculated as follows:

pu,va(τ) =

{
wa

|N(u)|×ws+|A(u)|×wa , if (u, va) ∈ EA,
0, otherwise.

(13)

The transition probability from attribute node va to structure node u through
an attribute edge ea is computed as follows:

pva,u(τ) =

{
wa
|N(va)| , if (va, u) ∈ EA,
0, otherwise,

(14)

where N(va) is the set of structure nodes that share the attribute node va. Since
there is no edge between any pair of attribute nodes vai and vaj, the transition
probability between attribute nodes is 0:

pvai,vaj(τ) = 0. (15)

3.4 Graph Clustering

Our procedure for clustering takes as input the attribute-relationship graph G, and
uses the recently proposed BIC-Means [43], an efficient graph clustering algorithm
to partition the graph into sets of clusters. BIC-Means is a bisecting version of
the incremental K-means clustering algorithm equipped with Bayesian information
criterion (BIC) [44] as a termination criterion. It starts with a single cluster C0

1

containing all the objects, and bisects this cluster into two sub clusters C1
1 and C1

2

by applying the incremental K-means algorithm [43]. Ct
i refers to the ith cluster

at the tth level. The algorithm continues by splitting each cluster Ct
i into two sub
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clusters Ct+1
i1 and Ct+1

i2 , if the BIC score of sub clusters Ct+1
i1 and Ct+1

i2 is greater
than the BIC score of Ct

i . It terminates the divisive procedure when there is no
separable leaf cluster according to the BIC score. Our reason to use BIC-Means as
clustering algorithm comes from the fact that

1. it is an efficient algorithm, which has low computational cost to hierarchically
clustering large-scale data sets,

2. it does not need the number of clusters as input parameter, considering the
notion that we do not know the number of clusters previously, and

3. it is robust against the parameter setting.

We run the BIC-Means clustering with the similarity metric given in Equation (8),
which measures the closeness between nodes. In clustering process, we use a blocking
technique to avoid computational bottlenecks. By this way, we apply clustering
algorithm on documents that are about an ambiguous person.

As mentioned before, personal attributes are heterogeneous; therefore each class
of attribute has different impact on clustering quality. This enforces us to assign
different weights for each particular attribute class. In order to determine the im-
portance coefficient for the attribute classes, we propose a dynamic weight learn-
ing approach. Our approach is an extension to the weight learning schema taken
by [26]. Our approach for learning the weights of attributes is as follows. Let
Wat = {wat1, wat2, . . . , watm} be the attribute weights in the tth iteration of cluster-
ing. We initialize wa01 = wa02 = . . . = wa0m = 1 at first iteration of clustering. At
each bisection stage of clustering process, we update the value of wati with a weight
increment ∆wati, which indicates the weight update of attribute ai between the it-
eration t and t + 1. The weight of attribute ai in iteration t + 1 is calculated as
follows:

wat+1
i =

1

2
(wati + ∆wati). (16)

∆awti is computed by the following formula:

∆wati =
m×

∑k
j=1 H (ai, Cj)∑m

f=1

∑k
j=1 H (af , Cj)

(17)

where m is the number of attribute classes in attribute vocabulary A, and the scoring
function H(ai, Cj) quantifies the saliency of attribute ai in cluster Cj. The reasoning
behind this weighting schema is as follows: an attribute ai has great impact on
clustering, if a large number of nodes within clusters share the same value on ai,
on the other hand, if nodes within clusters have quite different values on ai, then
it has not a good clustering tendency. To compute H(ai, Cj), we adopt and modify
the term frequency (TF) weighting component of the TF-IDF method developed
by [45]. We define H(ai, Cj) as follows:

H(ai, Cj) = α× Φ1(ai, Cj) + (1− α)× Φ2(ai, Cj) (18)
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where Φ(ai, Cj) is the relative intra-document TF, Φ2(ai, Cj) is the normalized length
regularized TF, and α is a tunable importance coefficient. Without loss of generality,
we set α = 0.5. Φ1(ai, Cj) controls the distribution of attributes within a document.
It computes the importance of attribute ai by considering its frequency relative to
the average frequency of attributes within cluster Cj. We define Φ1(ai, Cj) as follows:

Φ1(ai, Cj) =
log2(1 + TF(ai, Cj))

log2(1 + MTF(Cj))
(19)

where TF(ai, Cj) is the frequency of attribute ai in cluster Cj, and MTF(Cj) denotes
average attribute frequency within cluster Cj. Φ2(ai, Cj) normalizes the attribute
frequency by considering the number of objects available in a cluster:

Φ2(ai, Cj) = TF(ai, Cj)× log2

(
1 +

µG
|Cj|

)
(20)

where µG is the average length of clusters in cluster collection G. The general
principle behind scoring function Φ2(ai, Cj) is that if two clusters have different
lengths and the same TF values for a given attribute ai, then the contribution of
TF(ai, Cj) should be higher for the shorter cluster. Thus, it is necessary to regulate
the TF value in accordance with the length of clusters. We define TF(ai, Cj) as
follows:

TF(ai, Cj) =
∑
u∈Cj

Xi(u, cj) (21)

where cj is the centroid of cluster Cj, and Xi(u, cj) determines whether node u and
v share a same value on attribute ai.

Xi(u, cj) =

{
1, if (ai ∈ u& ai ∈ cj),
0, otherwise.

(22)

4 EXPERIMENTS AND RESULTS

In this section, we first describe benchmark datasets and performance metrics, and
then give the results obtained by our approach, baseline methods, and the compet-
itive state-of-the-art algorithms.

4.1 Dataset

We used two standard benchmark datasets to validate and compare our approach
with other algorithms developed for disambiguation of people names on the web.
These datasets include WePS-1 test dataset3 [13], and WePS-2 test dataset4 [14].
Each dataset consisted of collections of web pages obtained from the results for

3 Available for download at http://nlp.uned.es/weps/weps-1/weps1-data
4 Available for download at http://nlp.uned.es/weps/weps-2/weps2-data

http://nlp.uned.es/weps/weps-1/weps1-data
http://nlp.uned.es/weps/weps-2/weps2-data
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a person name query to an Internet search engine. For each name the top ranked
N web pages (100 for WePS-1 dataset and 150 for WePS-2 dataset) from the search
results were included into the dataset. For each person name the ground truth
files are also provided by human annotators. These datasets provide a real corpus,
which can test a disambiguation system for personal names with varying ambiguity
and in different domains. Both WePS-1 test and WePS-2 test datasets consisted
of 30 web page collections, each one corresponding to an ambiguous person name.
These 30 person names were chosen from three different sources (10 name sets from
Wikipedia, 10 from the US Census, and 10 from ACL conference) in order to provide
different ambiguity scenarios.

4.2 Performance Measures

Various measures are presented to assess the quality of name disambiguation meth-
ods. We conducted evaluations using two types of scoring measures, B-cubed scor-
ing measure and the purity-based scoring measure. We use three B-cubed scoring
measures including B-cubed precision (B3P ), recall (B3R), and F-score (B3Fα).
A more detailed discussion of these quality metrics is given in [46, 47]. In addi-
tion to B-cubed measures, we used three purity-based scoring measures, including
purity (Pr), inverse purity (IPr), and harmonic mean of purity and inverse pu-
rity (Fp-score). A more detailed discussion of purity-based quality metrics is given
in [46].

4.3 Numerical Results and Discussion

In addition to comparing our algorithm to prominent solutions and the state-of-the-
art methods in the literature, we also implemented five solutions as our baseline
methods. We compare our name disambiguation system with five baseline meth-
ods. The baseline algorithms include bag of words model (BOW model) [3], social
network based method (SN model) [25], attribute-based method (AV model) [20],
ALL IN ONE [14], and ONE IN ONE method [14]. The BOW baseline is based
on the traditional bag of words models: agglomerative vector space clustering with
TF/IDF weighting schema. The BOW method is widely employed as a benchmark
in a series of previous works; e.g. in [3, 8, 24]. The SN baseline [25] represents the
approach where only the social relationships are employed for name disambiguation.
The AV baseline [20] is an attribute-based name disambiguation algorithm, which
relies only on the people attributes, and it ignores social relations between people.
The ALL IN ONE and ONE IN ONE baselines are provided by the WePS share-
task [14]. In ALL IN ONE baseline all documents related to a person are placed
in a single cluster. In contrast, in ONE IN ONE baseline each document is in-
cluded in a separate cluster. We notice that we implemented the baseline methods
as described in their original paper. We perform all experiments on a 3 GHz, and
4 GB RAM Personal Computer Intel R© Pentium R© 4. We coded all the mentioned
algorithms using JAVA and MATLAB language.
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We notice that there are two parameters needed to be configured. These pa-
rameters include the knowledge base matching threshold T and the random walk
length L. To configure these parameters, we adopt a k-fold cross validation strategy
(with k = 4). We at first randomly partition the training data into four equal folds.
At each iteration, we used one of the folds as test data and the other three folds
as training data. At each iteration, we empirically learn the value of parameters L
and T on training data that provides the best performances for name disambigua-
tion. The final results we report are averaged over four independent iterations.
Setting T to 0.60, the results obtained for different values of L from 2 (2-hop neigh-
bours) to 10 (10-hop neighbours) on training data are given in Table 2. We observe
that the algorithm achieves the best result when the value of L is between 4 and 8.
The results indicate that the algorithm is not very sensitive to L, thus the exact
tuning of the parameter is not an important matter. We set L = 6 for the remainder
of our experiments. Table 3 shows the results obtained on training datasets with
different values of T from 0 (append all external attributes into local discourse pro-
file) to 1 (ignore external attributes) with step 0.2. We observe that the algorithm
achieves its best performance when the value of T is between 0.4 and 0.8. The
results indicate that the algorithm is not very sensitive to T , thus the exact tuning
of parameter T is not an important matter. We set T = 0.60 for the remainder of
our experiments.

Dataset L
2 4 6 8 10

WePS-1 69.8 70.7 70.5 69.5 69.3

WePS-2 74.2 76.5 77.8 77.4 76.1

Table 2. The results obtained by our approach for different values of L on training datasets
in terms of B3Fα=0.5

Dataset T
0 0.2 0.4 0.6 0.8 1

WePS-1 69.5 69.9 70.1 70.4 69.7 68.8

WePS-2 75.7 76.2 76.8 76.2 75.2 74.6

Table 3. The results obtained by our approach for different values of knowledge base
matching threshold T on training datasets in terms of B3Fα=0.5

Table 4 shows the results obtained by our name disambiguation methods on
WePS-1 test dataset. Table 5 shows the results for WePS-2 test dataset. In order
to indicate the effect of each clustering feature, in Table 4 and 5, we begin with
the feature of social links and then add features of local discourse profile attributes
and external attributes one by one. The results clearly show the effect of profile
enrichment and integrating attributes with social relationships. In Table 4 and 5,
we notice that the performance is consistently increasing when incorporating more
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clustering features. The final feature model (social links + local attributes + external
attributes) achieves the best performances. In Table 4, the performances on WePS-1
test dataset increase about +1.9 % in terms of B3Fα=0.5 and +2.06 % in terms of
Fp=0.5 from the local feature model social links+local attributes to final feature model
social links + local attributes + external attributes. As given in Table 5, the improve-
ment rate from the local feature model to final feature model is about +1.55 % in
terms of B3Fα=0.5 and +2.33 % in terms of Fp=0.5 for WePS-2 test dataset. This im-
plies that the majority of information for name disambiguation is given in the web
pages being processed. However, incorporating the external attributes improves
performances.

Method B3P B3R B3Fα=0.5 Pr IPr Fp=0.5

Social links 67.3 73.7 68.1 71.5 87.1 80.4

+ Local attributes 74.4 80.5 75.2 78.6 89.3 82.2

+ external attributes 75.2 81.6 77.1 79.1 90.8 84.26

Table 4. Performances of our name disambiguation approaches on WePS-1 test datasets

Method B3P B3R B3Fα=0.5 Pr IPr Fp=0.5

Social links 66.3 74.5 68.7 68.2 87.4 72.0

+ Local attributes 84.7 80.1 82.5 83.6 89.24 86.3

+ external attributes 86.2 82.9 84.05 85.4 90.8 88.63

Table 5. Performances of our name disambiguation approaches on WePS-2 test datasets

Table 6 shows the best performance obtained from the baselines and our method
on WePS-1 test dataset. Table 7 shows the results for WePS-2 test dataset. As
shown in Table 6 and 7, our method clearly outperforms the baseline methods for
both datasets in terms of both B3Fα=0.5 and Fp=0.5. For WePS-1 dataset, on av-
erage our method outperforms BOW, SN, AV, ALL IN ONE, and ONE IN ONE
by +7.8 %, 8.5 %, 16.4 %, 21.1 %, and 45.1 %, respectively, in terms of B3Fα=0.5,
and +8.76 %, 5.76 %, 21.76 %, 12.86 % and 50.26 %, respectively, in terms of Fp=0.5.
The improvement is also evident for WePS-2 dataset, in which our method obtains
+11.55 %, 16.75 %, 22.65 %, 31.05 %, and 50.05 % improvement compared to BOW,
SN, AV, ALL IN ONE, and ONE IN ONE, respectively, in terms of B3Fα=0.5, and
with respect to Fp=0.5, the improvements are +11.83 %, 18.13 %, 21.33 %, 21.43 %
and 54.63 %, respectively. The ONE IN ONE baseline obtained the best result
in terms of B3P and Pr measure on both WePS-1 and WePS-2 dataset. The
ALL IN ONE baseline outperformed other algorithms in terms of B3R and IPr
measure. The higher B3P and Pr for ONE IN ONE baseline arises from the fact
that in WePS-1 and WePS-2 datasets documents are distributed among the clusters.
Since in average half of the documents in the dataset belong to one specific person,
the ALL IN ONE baseline gave better results in terms of IPr and B3R.

Table 8 summarizes the average performance obtained by our proposed method
and four state-of-the-art methods for the benchmark datasets. We compared the
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Method B3P B3R B3Fα=0.5 Pr IPr Fp=0.5

BOW 62.1 75.5 69.3 70.4 85.0 75.5

SN 65.0 73.5 68.6 69.7 89.2 78.5

AV 59.4 68.4 60.7 62.1 71.4 62.5

ALL IN ONE 44.0 100 56.0 59.0 100 71.4

ONE IN ONE 100 20.0 32.0 100 22.0 34.0

Our method 75.2 81.6 77.1 79.1 90.8 84.26

Table 6. Comparison of results obtained by baselines and our method on WePS-1 test
dataset

Method B3P B3R B3Fα=0.5 Pr IPr Fp=0.5

BOW 66.2 80.5 72.5 78.1 82.0 76.8

SN 64.2 81.1 67.3 64.2 90.7 70.5

AV 62.5 77.7 61.4 62.6 79.4 67.3

ALL IN ONE 43.0 100 53.0 56.0 100 67.2

ONE IN ONE 100 24.0 34.0 100 24.0 34.0

Our method 86.2 82.9 84.05 85.4 90.8 88.63

Table 7. Comparison of results obtained by baselines and our method on WePS-2 test
dataset

results obtained by our method with those reported in Han and Zhao [3] and Chen
et al. [4] on WePS-1 and WePS-2 test dataset; Dutta and Weikum [6] and Yerva
et al. [11] on WePS-2 test dataset. We notice that the comparison is not precise, be-
cause the mentioned algorithms were implemented and tested with different settings
on machines with different processing characteristics. In Table 8, Han and Zhao [3]
did not report obtained B-cubed scores. As shown in Table 8, our approach per-
forms well on datasets, exceeding or matching the best performance obtained by the
state-of-the-art methods in terms of B3Fα=0.5.

Han and Yerva Chen Dutta and Our
Zhao [3] et al. [11] et al. [4] Weikum [6] method

WePS-1 B3Fα=0.5 – – 76 – 77.1
Fp=0.5 84 – 90 – 84.26

WePS-2 B3Fα=0.5 – 74.7 82 83.48 84.05
Fp=0.5 86 78.8 89 – 88.63

Table 8. Comparison of results obtained by state-of-the-art methods and our method on
WePS-1 test and WePS-2 test dataset

In this research, we concerned to answer the question “what is the maximum per-
formance that a name disambiguation system can obtain if it uses information found
in the web documents (local information) and attributes from external knowledge
base (global information)?” The results indicate that integrating global information
with local information improves the performance.
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The results look promising but far from ideal. This justifies that name disam-
biguation in web is a demanding problem and more effort is needed in this respect.
We analysed the failed cases where the algorithm could not resolve ambiguity. Our
manual investigation over failed cases reveals that almost half of the failures were be-
cause of the inefficiency of pre-processing subtasks including named-entity tagging,
intra-document co-reference resolution, and the erroneous attributes in discourse
profiles extracted by profile extraction system, and not because of the inefficiency of
our name disambiguation approach. For example, the employed co-reference resolu-
tion system identifies incorrect co-reference chains of mentions, which propagate to
the later stages. Similarly, named-entity tagger could not correctly identify entities
in web documents, which leads to a significant degradation in performance of the
name disambiguation system. Pre-processing tools could not perform effectively on
web documents because

1. most of the pre-processing tools have trained on news corpora,

2. web documents are quite diverse, noisy and contain partial information about
entities.

These problems decrease the performance of name disambiguation system. There-
fore, it is needed to develop pre-processing components suitable for web documents.
Nonetheless, improving pre-processing tools is beyond the scope of this paper. We
have attempted to improve the results by exploiting the context-independent fea-
tures such as social links.

To summarize, our approach has several advantages. Using people profile at-
tributes for name disambiguation degrades the undesired effect of noisy data and
increases the efficiency of name disambiguation. It also decreases time complexity
because instead of raw web text, we only compare structured attributes to compute
similarities. Our approach could be considered as a language-neutral and domain-
independent approach, because instead of raw text, it works on abstract information
including entity attributes and social links. It could be extended to a more complex
setting and applied to many applications, for example, social network extraction
and information integration. In our implementations, we only consider the weighted
co-occurrence of entities as social relationships. We simulate implicit social relation-
ships and give meaningful semantics to meaningless co-occurrence relationships by
exploiting personal attributes. In general, both insufficient entity-centric attributes
and noisy social relations affect the robustness of name disambiguation. The results
show that our method is capable to integrate both local and global attributes and
social relationships, and provide more information for name disambiguation.

5 CONCLUSIONS

In this paper, we proposed a cross-document person name disambiguation approach
in web context. Our approach attempts to use both the local information about
persons available in the given web pages and the global information from external
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knowledge bases. The local information includes profile attributes and social links,
and the global information includes the attributes extracted from external knowl-
edge bases. We evaluated the effectiveness of our proposed approach on WePS-1
and WePS-2 datasets. It achieved 77.1 % B-cubed F-score on the WePS-1 test
dataset, and 84.05 % on WePS-2 test dataset. The results indicate that our ap-
proach is robust enough and outperformed the state-of-the-art name disambiguation
approaches. Although our results seem satisfactory, some points to improve our re-
search have remained. One of the most interesting directions is to consider other
clustering features and media such as images, and integrating them with a text for
name disambiguation, which can improve the results. As the final results show, our
system depends on the effectiveness of three main subtasks including profile extrac-
tion, profile enrichment and social link extraction. Therefore another interesting
future work is to develop more robust systems for these subtasks, which subse-
quently can improve the overall quality of the name disambiguation system. As
the information about entities on the web changes over time, an interesting future
work is to develop a dynamic name disambiguation system using dynamic clustering
algorithms. Finally, we plan to develop a generic name disambiguation system in
which entities are not limited to persons.
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Abstract. This paper deals with the practical application of a local flood warning
system. The system is built on the mathematical model of a selected area. The
rainfall-runoff processes are simulated in real-time. The warning system is designed
as an on-line, real-time data inputs-processing system so that it can provide a timely
warning. The warning system is based on a mathematical model and it uses modern
information and communication technology tools. For the system to work properly,
it is absolutely necessary to adhere to a real mathematical model, and therefore
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a calibration on real historical data and direct measurements is required. This
article describes the tasks of data collection, of building the mathematical model
of the rainfall-runoff process, and the monitoring system design. The composed
algorithm is able, based on the measured input data and the modeled situation, send
a notification message to the monitoring centre and warn respective civil protection
authorities via SMS messages.

Keywords: Flood warning system, mathematical modeling, hydro-informatics,
data mining, rainfall-runoff processes, MIKE 21, MIKE URBAN

Mathematics Subject Classification 2010: 65-C20

1 INTRODUCTION

Nowadays Information and Communication Technologies (ICT) permeate most do-
mains of science, research and technology, from the hydraulic domain [17] (which
is the target of this article), to meteorology [13], hydrology [16] and to the re-
lated field like crisis management [15], to such remote domains as psychology [14].
These technologies offer different approaches to computations, some based on the
knowledge of physical principles resulting in traditional sets of differential equa-
tions [11], others based on statistical approaches [20]. All are enabled by advances
in computer hardware power and affordability [12] and novel methods of its use and
sharing [10, 21].

Modern hydraulic modeling extensively uses ICT tools for data acquisition,
preparation, processing, presentation [18] and visualization [6]. The presented local
flood warning system is built on a mathematical model of the target area, where it
in real time simulates rainfall-runoff physical processes. Since rainfall-runoff mod-
eling is a complex scientific field, using several sophisticated modeling tools, it was
necessary to analyze, in cooperation with our academic partners [19], these tools
not only from the point of view of their scientific merits, but also from the point of
view of their usability in a warning system. Not-measured catchment areas are the
basic surface building blocks of the warning system. Their extent does not allow to
solve this task in a direct assignment to public authorities – SHMI1 or SWME2 –
as they usually represent one small catchment area containing one small stream.
The warning system has been designed as working on-line, that is on real-time data
inputs, so that the warning can be issued immediately or as soon as possible. The
warning system’s core is a computer model. For it to work correctly, it is necessary
that the model is as realistic as possible, so it must be calibrated on historical sets of

1 Slovak Hydrometeorological Institute, http://www.shmu.sk/en/?page=1
2 Slovak Water Management Enterprise, https://www.svp.sk/en/

uvodna-stranka-en/

http://www.shmu.sk/en/?page=1
https://www.svp.sk/en/uvodna-stranka-en/
https://www.svp.sk/en/uvodna-stranka-en/
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hydrological parameters coupled with direct measurements in the target catchment
areas.

As the target an area south of Trenč́ın and north of Trenčianska Turná has been
selected, shown in Figure 1. The area contains the shopping mall Laugaricio Trenč́ın
and is in the catchment area of the Lavičkový potok stream.

Figure 1. The target area of our model is marked as a green polygon

The area is influenced by the sewer system of Trenč́ın since the stream is the re-
cipient of a relieve drain of the sewer system (Figure 2), which significantly increases
its flow during intense rainfall [1].

2 FLOOD MODELING IN EUROPEAN UNION

To put the work described in this article in the context of other work regarding
flood management in the European Union, we will present several previous projects
done by DHI or in cooperation with DHI. They were effected mainly as part of the
effort envisaged by the so-called EU Flood Directive [23]. This directive, among
other things, requires also flood-mapping which means creation of flood risk maps
for several flow volume values for a mapped river or stream. These flood maps are
key inputs to planning flood protection, flood risk management, urban planning as
well as crisis management. In Slovakia, several flood mapping initiatives have al-
ready started, with various results depending on the requirements of their respective
customers. We will summarise them below.
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Figure 2. The extent of the model of sewer and drainage system of the city Trenč́ın

2.1 Banská Bystrica Flood Maps

• Modeled and mapped flow: Q5, Q10, Q20, Q50, Q100, Q1000

• Hydraulic modeling: 2D model with flexible computational mesh (MIKE 21 FM)

• Modeled detail: buildings and streets

• Outputs of hydrodynamical modeling: flood extents, water depth, flow velocity

• Map scale: 1:5 000

• Flood damage assessment: no

2.2 Levice Flood Maps

• Modeled and mapped flow: Q5, Q10, Q20, Q50, Q100, Q1000

• Hydraulic modeling: 2D model with flexible computational mesh (MIKE 21 FM)

• Modeled detail: buildings and streets
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• Outputs of hydrodynamical modeling: flood extents, water depth, flow velocity

• Map scale: 1:7 500

• Flood damage assessment: no

2.3 Košice and Prešov Flood Maps

• Modeled and mapped flow: Q1, Q5, Q10, Q20, Q50, Q100

• Hydraulic modeling: 2D model with flexible computational mesh (MIKE 21 FM)

• Modeled detail: buildings and streets

• Outputs of hydrodynamical modeling: flood extents, water depth, flow velocity
for grid 5× 5 m

• Map scale: 1:10 000

• Flood damage assessment: no

2.4 Morava and Vlára Flood Maps

• Created in the international project CEFRAME [22]

• Modeled and mapped flow: Q50, Q100, Q500

• Hydraulic modeling: 2D model with flexible computational mesh (MIKE 21 FM)

• Modeled detail: less detailed, however important topological features are pre-
sent: channels, dikes, road and railroad embankments

• Outputs of hydrodynamical modeling: flood extents, water depth, flow velocity
for grid 5× 5 m

• Map scale: Morava 1:50 000, Vlára 1:25 000

• Flood damage assessment: yes

3 DATA COLLECTION

A modern ICT system for transfer of measured data in water management uses
a telemetry system, with a passive collection point receiving data from active mea-
surement stations. The system of active measurement stations sends the measured
data to a central server at certain intervals. Between those intervals the measure-
ment station does not need to be connected to the telemetry system and may be in
a standby mode, saving its stored power and extending its availability. The passive
collection point is the database server. The data collected in the database from the
measurement stations is subsequently processed and used in the modeling of the
target area. Advances in measurement technology allow us to follow selected target
attributes online and in offline mode, to store them and use them in the operation,
maintenance, creation, reporting and also training of the mathematical prediction
model. The data are processed by hydro-informatics systems.
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The collection of data for our local flood warning system has been done on two
automated rain gauges (telemetric probe HYDRO LOGGER H1 and a SR03 rain
gauge), on one flow meter (M4016-G3 unit and a KDO probe) and on one water
stage indicator (M4016 unit and the ultrasound probe US3200). Testing the data
transfer has been executed using these modes:

• metallic symmetric mode,

• optical symmetric mode,

• wireless symmetric mode in a licenced frequency band 3.5 GHz,

• wireless symmetric mode in a free frequency band 5.8 GHz,

• GSM/GPRS/EDGE mode.

Testing proved GSM/GPRS/EDGE devices as the most successful because of
their excellent signal coverage, high mobility of the measurement devices, indepen-
dence on external power or on additional software and hardware.

Metallic Optical 3.5 GHz 5.8 GHz GSM

External power Yes Yes Yes Yes No

Additional sw Yes Yes Yes Yes No

Additional hw Yes Yes Yes Yes No

Connectivity Needs conn. line Needs direct visibility Yes

Mobility No No No No Yes

Mass deployment Unsuitable Suitable

Table 1. Comparison of different connection types of sensors

4 DEPLOYED INFORMATION INFRASTRUCTURE

A cloud composed of capable servers has been used for the data connection and
evaluation tasks. This infrastructure hosts also the server which receives data from
the deployed measurement stations. The data are first preprocessed and then stored
in a database for later processing and archiving.

Based on the demands of the local flood warning system following servers were
instantiated in the cloud:

• control and monitoring interface – used to monitor the cloud infrastructure,
deployed measurement stations and component services of the warning system,

• data server for data collection and preprocessing,

• web server for measured data presentation in the form of graphs and tables,

• user interface server including an artificial intelligence component evaluating the
probability of flood based on the measured data and underlying mathematical
model of the target area.
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A basic schema of the infrastructure used in the presented flood prediction sys-
tem is shown in Figure 3.

HYDRO LOGGER H1

SR03 rain gauge

M4016-G3

M4016 unit

KDO probe

ultrasound probe US3200

Data collection
and 

processing 
server

User interface

Web server
for

data presentation

Infrastructure
monitoring

server

Figure 3. Schema of the deployed information infrastructure used to capture data, store
them, present them and use them for flood modeling and prediction

5 MATHEMATICAL MODEL

To facilitate the creation of a mathematical model of the target area it was nec-
essary to acquire and verify the set of input data. It contains a relatively large
amount of information and their processing and verification is especially time-
consuming [7].

The hydraulic mathematical model had to be then calibrated using the data
from the measurement campaign, which had to be executed in advance. Missing
data points, not acquired during the campaign (for example certain precipitation
amounts) had to be added to the set by data mining.

Data mining is the process of non-trivial extraction of implicit, not known in
advance, and potentially useful information from large data sets. It is therefore
a process of discovery of hidden relations among the data and of patterns which can
be then used for modeling and prediction.

There are also data mining applications in hydrology and meteorology, for ex-
ample experiments realised during the FP7 project ADMIRE [2, 3], which for us
simplify the data mining process.
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6 CREATION OF THE HYDROLOGICAL SIMULATION MODEL

The hydrological model to simulate the rainfall-runoff process in the target water-
shed area has been created using the MIKE URBAN (MOUSE) level A module [9].
We have posited that there is 30 % of balast water in the sewage from Trenč́ın. The
sewage flow has been computed using data on water consumption in the city. The
balast water has been added to the computation for a total of 160 litres per person
a day, including the added balast water.

The hydrodynamic model has been created using the simulation tool MOUSE,
used to compute slow-changing, continuous flow in sewer systems and drainage
canals.

As the basis of the creation of the sewer system model, the following data were
used:

• sewer topology,

• geometrical data of the sewer pipes and other objects,

• pipe connections information,

• other data.

While creating the model a partial internal schematization was made, meaning the
model of the sewer system contains all drains, objects and sewer segments, but
smaller-dimension pipes do not include all drains.

For the composition of a two-dimensional hydrodynamical model and of the
simulation itself the tool MIKE 21 FM has been used. MIKE 21 FM is a 2D mathe-
matical model of continuous flow with a flexible computation mesh created by DHI.
It is a complex simulation environment for 2D modeling of flow with a free surface.
It is based on the solution of two-dimensional governing RANS (Reynolds averaged
Navier-Stokes) equations integrated along the depth dimension [8]. The numerical
solution is based in a discretization by division into non-overlapping components
(triangles or quadrangles). The dependent variables of the system are represented
as constant for the whole component and are tied to its center.

During the actualization and refinement of the model a computation mesh com-
posed of triangles and quadrangles has been created, covering the complete target
area. The mesh has been designed so as to sufficiently approximate the terrain de-
tails of the area. Mesh density is variable and chosen to allow for both sufficient
model accuracy and numerical stability of the simulation. The mesh is composed
of 211017 vertices and 309465 components. Part of it is shown for illustration in
Figure 4.

Each vertex of the mesh in the 2D model has been described by the corresponding
terrain height from a DTM model of the area. Based on geodetic measurements the
model topography has been updated. This has lead to a model topography which
we call bathymetry as it represents the bed of the potentially flooded area. It is
partially shown in Figure 5.
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Figure 4. Partial computation mesh of the created two-dimensional mathematical model

Each component of the computation mesh of the model has a defined value of
friction resistance in the form of Manning’s roughness coefficient based on the type
of terrain. The values have been selected based on the study of the ortophotomap,
fotodocumentation and on an on-site inspection.

7 CALIBRATION OF THE HYDRODYNAMIC MODEL

The composition and following calibration of simulation models are highly special-
ized tasks with the goal to prepare a simulation environment for the following ex-
periments with a variety of states of the model. Most of the tools for solving the
surface flow tasks are based on a more or less exact description of the physical-
chemical-biological processes in the rainfall-runoff action. This description is also
determined by selection of the initial and boundary conditions of the simulation –
the selection of parameters describing the initial state of the system (description of
the watershed area, abundance of impermeable surfaces, infiltration capacity of the
permeable surfaces and similar physical parameters). Some of these parameters are
very difficult to measure. To obtain the correct values of these various coeficients
and parameters of the governing equations or empirical equations a model calibration
is used.

To calibrate a model, it is necessary to obtain a set of input and output param-
eters for known initial conditions (for example measured rainfall and the matching
flow in the sewer system). Calibration assumes not only detailed knowledge of the
mathematical model and its governing equations, but also the correct selection of
a monitoring strategy, which will allow us to acquire sufficient empirical knowledge
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Figure 5. Partial bathymetry of the target area

of the parameters of the system in various meteorological conditions. It is the com-
parison of real, measured input parameters (causes) of the modeled system in various
representative conditions and real, measured output parameters of the system (ef-
fects), which allow us to evaluate and tune the initial and boundary conditions of
the model and the coefficients of the governing equations in situations when these
cannot be reliably measured. Verification of the model is comparable to the process
of calibration. The goal of verification is to evaluate the quality of the model on
an independent series of input and output parameters. The process of calibration
and verification of the simulation model is schematically shown in Figure 6 and in
more detail described in [5].

It is obvious that the calibration process, additionally to the mentioned inputs,
requires also extensive effort and resources from the user of the warning system.
Selection of optimal parameters, which will provide the model with sufficient inputs
for its calibration, while at the time will save as much time and resources as possible
is one of the most important steps while solving the problem of urban drainage using
modern simulation tools.

Despite being time-consuming and often costly, the process of calibration is an
unavoidable part of the application of simulation models to most physical phenom-
ena.

In order to simplify the calibration and subsequent verification of the mathemat-
ical model, a sensitivity analysis of the model may be an advantage. A sensitivity
analysis of the input parameters (the influence of fraction of impermeable soil in
the modeled area on the maximum flow, for example) can significantly speed up the
calibration and verification process, even without considering simplification of the
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Model selection, buildup, schematization

Calibration criteria definition

System definition

Data series A Parameter calibration

Does the
model fulfill 
the defined

criteria?

System verificationData series B

Does the
model fulfill 
the defined

criteria?

No

        Yes

No

Model application

        Yes

Figure 6. Schematic representation of the steps taken during the calibration and verifica-
tion of the model

decision making on the monitoring strategy for the purpose of the calibration and
verification of the model.

The schematization of the model is the initial step of the whole process, it defines
the simplification of the whole system so that it is solvable, while not omitting any
important element and allowing to achieve the stated goals for which the system
is being created. After schematization, two tasks are being executed in parallel –
physical measurements of the watershed and the composition and calibration of the
simulation tools, based on the chosen technology.

Regarding schematization it is important to mention that some watershed areas
have their parameters altered because of industrial drainage systems connecting into
them. These are not included in the model, but are considered as point inflows (the
Naza and Uni-Mier compounds in Trenč́ın, for example), or the drainage coeficient
of the watershed may be increased.
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8 MONITORING OF INFRASTRUCTURE AND SERVICES

Monitoring of the flood warning system can be divided into several groups:

• monitoring the availability of the measurement probes,

• monitoring the availability of network connectivity,

• monitoring the servers,

• monitoring the outputs being stored in the database,

• notification production and delivery.

Enter data from 
the rainfall-runoff model

Begin cycle

Read Z1

Read Z2

(Z1 > 0) OR (Z2 > 0)

            TRUE

Read Q1

Read Q2

Q1 <= 800 l/s
OR

Q2 <= 1200 l/s

            TRUE

Read H1

Create 2D model

Finish cycle

FALSE

FALSE

Figure 7. Algoritm for assessment of the flood possibility
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For the purpose of the monitoring and control of services and hardware during
the experimental work on the local flood warning system it was necessary to correctly
configure the Nagios monitoring system [4]. Nagios’ working principle is sufficiently
uncomplicated. It performs checks of the services and hardware of the system using
defined commands (plug-ins). If a check ends in a non-standard state, a predefined
person will be notified about this problem.

Data which have been collected during the experimental setup were acquired
in an actual stream, the Lavičkový potok in Trenč́ın. Data from the measurement
probes were sent in selected time intervals to two data servers, called sql1 and
sql2, processed and stored in a database. The measured data on the state of the
physical parameters of the stream were later used for monitoring measurement suites
and processed using a neural net, which serves as the mathematical and hydraulic
basis for the boundary conditions of the 2D model used to determine the flood
extent, based on the rainfall-runoff model. For this purpose the data model shown
in Figure 8 has been devised.

After receiving and processing data from the precipitation measurement suites
(TN Z1 and TN Z2 ), the flood possibility is determined using an algorithm based
in the 2D rainfall-runoff model, shown in Figure 7.

The algorithm for sending notifications (Figure 9) to responsible persons is ex-
ecuted every time after a map of flooding is created and the extent of the flooded
area is ascertained. This algorithm ensures that the respective persons are notified
either by e-mail or an SMS message.

Display and presentation of outputs and results from the local flood warning
system must be as simple as possible, so that the presentation is not time consuming
or overly complicated. To fulfill this condition, a single-purpose web portal has been
created (see Figure 10), which allows quick lookup of information about flooding by
defining just three parameters. The parameters are:

• Total precipitation

– less than 25 mm

– from 25 to 50 mm

– from 50 to 100 mm

– more than 100 mm

• Rainfall duration

– less than 2 hours

– from 2 to 6 hours

– more than 6 hours

• Watershed saturation

– dry watershed

– partially wet watershed

– fully saturated watershed
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After selecting the values of these three parameters, a flood extent map is shown,
available in two different modes of quality (middle and high).

Figure 8. Data model of the database storing data of the experimental flood warning
system

9 CONCLUSIONS

Results of our research show, that capabilities of current simulation models from the
point of view of the underlying equations are sufficient to allow us to steer the effort
to increase the effectivity and shorten the duration of the computation cycle – by
way of parallelisation of the software implementation of the mathematical model, or
by using modern high-performance ICT technologies in a combination with modeling
tools.
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Send notification message 
to the monitoring centre 

including all relevant data 
and warn Civil Defence 

using SMS text

Begin cycle

Read 2D model

Flooded are 
> 1800 m2

            TRUE

Finish cycle

FALSE

Figure 9. Notification decision algorithm of the local flood warning system

Figure 10. Portal for presentation of the flood extent, with the selection of parameters
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The main result of our research is well tested and explored methodology to com-
bine the state-of-the-art ICT technologies and mathematical models for hydraulics
and create a viable local flood warning system which can be used not only in the tar-
get area selected for our experiment, but as well in any other locality with available
terrain data.

Presenting the user with detailed results of the mathematical modeling is coun-
terproductive, as that does not give a clear view of possible threats he/she is facing
and thus unable to react quickly. It would diminish the effort put into creating
a fast-reacting, on-line flood warning system. Research of viable user interfaces and
their simplification show that it is important to present the results of the flood warn-
ing system as simply as possible, with the aim to streamline our decision making,
and classify the results into several categories (for example various threat levels the
modeled flood is presenting). Then the user can use the already prepared directly
applicable response scenarios.

Results of the simulation of the rainfall-runoff process and its transformation in
the target area for extreme rainfalls show, that the flood will be present in parts
of the inundation area. We have prepared visualizations created by the 2D hy-
draulic model showing water depth map (Figure 11) as well as the inundation area
without and with the flooded area (Figure 12). The results of the drainage system
simulation show that it is able to perform its function even in the case of extreme
rainfall transfering the runoff into the Lavičkový potok stream causing a downstream
flooding.

Figure 11. Presentation of the flood extent, with the selection of parameters
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Figure 12. Presentation of the flood extent
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informačno-komunikačné technológie vo vodnom hospodárstve, Conference Proceed-
ings, Bratislava, 2015 (in Slovak). ISBN: 978-80-89535-14-9.

https://doi.org/10.1109/FSKD.2011.6020018
https://doi.org/10.1002/9781118540343.ch15


Application of Advanced ICT in a Local Flood Warning System 1533

[6] Abbott, M. B.: Hydroinformatics: Information Technology and the Aquatic En-
vironment. The University of California, Avebury Technical, 1991. ISBN: 978-
1856288323.

[7] Johnson, L. E.: Geographic Information Systems in Water Resources Engineering.
CRC Press, 2008. ISBN: 978-1420069136, doi: 10.1201/9781420069143.

[8] MIKE 21 Flow Model FM, Hydrodynamic Module. User Manual. DHI, August 2014.

[9] MIKE URBAN, Collection System. Modelling of Storm Water Drainage Networks
and Sewer Collection System. User Manual. DHI, August 2014.
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