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Abstract. Acceleration of stencil computation can be effectively improved by uti-
lizing the memory resource. In this paper, in order to reduce the branch divergence
of traditional mapping method between the global memory and the shared memory,
we devise a new mapping mechanism in which the conditional statements loading
the boundary stencil computation points in every XY-tile are removed by aligning
ghost zone to reduce the synchronization overhead. In addition, we make full use
of single XY-tile loaded into registers in every stencil computation point, common
sub-expression elimination and software prefetching to reduce overhead. At last
detailed performance evaluation demonstrates our optimized policies are close to
optimal in terms of memory bandwidth utilization and achieve higher performance
of stencil computation.
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1 INTRODUCTION

Stencil computations mean repeated updating of values associated with points on
a multi-dimensional grid, using only values in a set of neighboring points. GPUs can
effectively accelerate this type of application such as computational electrodynam-
ics [1], the solution of partial differential equations (PDEs) which applies the finite
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difference [2], and image processing for CT or MRI imaging [3]. But for a highly
tuned implementation how to manage memory resources remains a critical problem.
The challenge is to design and implement optimized algorithms that make full use
of memory bandwidth and/or arithmetic units and to reduce inefficiencies due to
excessive memory traffic and unnecessary computations.

GPUs just like CPUs are subject to memory bandwidth bottleneck. For exam-
ple, on NVIDIA C2050, a peak double precision performance of 515 GFLOP/s and
a peak memory bandwidth of 144 GB/s can be achieved, that is to say, byte-per-flop
ratio indicating the balance of the memory bandwidth versus float-point operations
per second (FLOP/s) is 0.28. Similar performance can nowadays be achieved by the
CPU-based shared memory system, e.g., a 4-way system with a total of 482.2 GHz
Opteron cores can have a peak performance of 450 GFLOP/s and a peaked band-
width of 170 GB/s (byte-per-flop is 0.38). For all these systems the CPU delivers
more bandwidth relative to floating point computation than the GPU. What is more
important is the fact that the byte-per-flop is relatively low in both systems. This
implies that optimizing memory access and decreasing redundant memory opera-
tions is a must even for compute bound application.

In this paper, stencil computation algorithms running on NVIDIA GPUs are
optimized. Firstly, we design a novel memory mapping mechanism between global
memory and shared memory of XY-tiles which extends the classical XY-tile and
ghost zone to include the aligned data points of 32 bytes (8 words) of neighboring
XY-tile shown in Figure 2. In this way, control flow divergence due to the conditional
statement in Listing 2 can be eliminated. Secondly, in every iteration only one XY-
tile’s data are loaded into shared memory and further are copied into registers in
the next iteration. All stencil computations about this tile are made available for
these registers. Data and the partial sub-sum are stored in the temporary registers.
By this way, the saved shared memory can be used to launch more other threads.
Moreover, FLOPs have been further reduced by developing common sub-expression
elimination [4] policy for symmetric 27 points stencil computations. Finally, in our
implementation the software pre-fetching is used to overlap arithmetic and memory
instructions to the benefit of hiding memory latency.

Comparing with inter-tile communication mechanism, policy of local computa-
tion reduces the communicating overhead of stencil computation in the neighboring
tiles. Nevertheless, overlapped memory access named ghost zone overhead in the
neighboring tiles may be produced in this policy. This is because of the fact that
the data in the boundary points of XY-tile must be reloaded twice for the adjacent
XY-tiles. We analyze the efficiency of our stencil algorithms by utilizing a model
of memory traffic which takes into account the size of ghost zone due to minimum
data reloading from global memory to shared memory. From this model we conclude
that overhead due to ghost zone may be largely alleviated by correct reuse of data
onto ghost zone in global memory or texture caches. Our implementation of the
7-point stencil is bound by memory bandwidth for both single and double precision
and close to optimal on Tesla C2050, i.e., it runs only 13 % slower than a memory
loading routine without considering the ghost zone overheads.
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The rest of the paper is organized as follows. Section 2 deals with the CUDA
programming model and algorithms behind stencil computation. In Section 3 we
detail algorithm framework of stencil computation based on registers and shared
memory. Section 4 deals with new memory mapping mechanism in which ghost
zone overheads are adequately considered to reduce memory access traffic on the
GPU. In Section 5 software prefetching mechanism is analyzed. In Section 6 we
evaluate the performance of our new memory mapping mechanism. In the last
section all new ideas are concluded in this paper.

2 STENCIL COMPUTATIONS ON GPUS

A stencil computation is characterized by updating each point in a structured grid
by an expression depending on values on a fixed geometrical structure of neighboring
grid points. The simplest example is the 7-point stencil, approximation of the 3D
Laplacian operator, as shown in Figure 1 a). The update of a data point depends
on the current position and its neighbors on the left, right, front, back, above and
below. A more complex example is 27-point stencils shown in Figure 1 b), where
an update of point (i, j, k) depends on the weighted sum of point (i, j, k) and its
26 neighbors.

 

Figure 1. Stencil space structure

As an actual example, we may consider the 3D heat equation ∂u
∂t

= k∇2 where
∇2 is the Laplacian operator, and we assume a constant heat conduction coefficient
and no heat sources. The following explicit finite difference scheme can solve the
problem on a uniform mesh of points:
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The superscript n denotes the discrete time step number (an iteration), the triple-
subscript i, j, k denotes the spatial index. The quantity ∆t is the temporal dis-
cretization (the time step) and the mesh spacing is equal in all directions. Note that
in reality the formula in (1) is a 7-point computation stencil applicable only to inner
grid points on a tile, and for simplicity we have omitted treatment of the boundary
points.
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For parallel computations on GPUs there exist thousands of threads to execute
concurrently to hide memory and instruction latency: once active threads stall, warp
scheduler chooses the ready threads in round robin mode. On the fine-grained level
threads are arranged into completely synchronous groups of 32 threads named as
one warp. Different warps are scheduled for execution independently of each other
by the Streaming Multiprocessors (SM). Individual thread within the same warp is
allowed to take a different execution path if conditional statements happen. How-
ever, since threads in a warp execute common instructions at a time, one execution
path in one branch of that warp is disabled until different execution paths merge
again. Consequently, control flow divergence significantly increases the number of
the executing instructions to the sum of the instruction counts of all execution paths
taken. In this situation, it is more beneficial to take branch-free implementation into
consideration, especially when optimizing compute bound software.

Warps may be further grouped into 1D, 2D or 3D regular thread blocks. Warps
belonging to the same thread block are executed on the same SM. The order in
which different thread blocks are executed is random. Threads within a thread
block can quickly synchronize and exchange data through a common shared memory.
The position of a thread inside a block is described by a set of local threadIdx.x,
threadIdx.y and threadIdx.z indices. Each thread block has a similar set of indices
(blockIdx.x, blockIdx.y, blockIdx.z) locating the position of the block in the global
data grid. In one policy of 3D stencil computations the grid is processed using 3D
thread blocks [5]. Based on blockIdx and threadIdx coordinates threads compute
global indices (i, j, k) of the processed data points.

A great many stencil optimization techniques have been previously suggested.
Micikevicous [6] gave an implementation of 3D stencil (FDTD3d) in which the shared
memory is used to load XY-tiles and registers are made available to save shared mem-
ory space. Phillips and Fatica [7] utilized the removing logic to reduce the number
of conditional statements and made 4 texture caches available. So its memory access
latency overheads increased. Recently Zhang et al. [8] statically allocated ghost zone
data to threads during initialization of the thread blocks. In addition, the method
avoids conditional statements, but its ghost zone in the Y-dimension are loaded in
non-coalesced way. This might also lead to degraded performance.

In our memory mapping mechanism all updated stencil data in every computed
point must be written into global memory. But in some applications the intermediate
updated data require no writing into the global memory immediately in the defined
stencil (e.g. Wave propagation solver, Jacobi solver). In this case, the temporal
block optimization [5, 11, 13] could make time-dimension data available to speed up
stencil computations for less memory access.

Many researchers have proposed automatic stencil code generation and perfor-
mance tuning for modern multi-core heterogeneous architectures. The auto-tuning
method searches through the space of parameters which may degrade performance,
such as loop unrolling factor, types of memory and thread block size. This method
demonstrates a portable high performance across different architectures and stencil
types. Datta et al. [4] developed an auto-tuning framework for stencil computa-
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tions, targeting multi-core systems, NVIDIA GPUs or Cell SPUs. Zhang et al. [8]
and Christen [10] also developed the tuning framework to optimize performance
on the GPU. Tang et al. [14] projected the Pochoir stencil compiler which uses a
domain specific language embedded in C++ to produce high performance code for
stencil computations using cache-oblivious policy for parallelism. Unat et al. [15]
suggested a compiler framework named Mint using annotated C as the front-end
and converting stencil computation into C code by utilizing pragmas with several
levels of optimization.

In this paper a more efficient and widely used 2.5D blocking policy [6] is applied.
Two-dimensional data points are used to tile the grid in the XY-plane and provide
threads with the (i, j) indices of the grid points. A loop is then used to traverse
the grid in the Z-dimension, providing additional k index. In this way there are no
Z-dimension ghost zone in the 2.5D policy since data are processed by the thread
block plane by plane. This guarantees data reuse in the neighboring XY-tile along
Z-dimension and reduces plenty of memory bandwidth requirements. So this policy
is superior to using 3D thread blocks because of data reuse and reduced shared
memory requirements in 2.5D blocking policy. What is more, in 2.5D policy the
initialization cost of the thread blocks (computing thread and grid indices, setting
boundary conditions, etc.) is decreased over a larger number of grid points processed
by every thread.

3 MORE EXPLOITATION OF REGISTERS
IN STENCIL COMPUTATION

A novel pseudo-code implementation of stencil computation is presented in Listing 1.
In registers r1, r2, . . . , r9, values of stencil points of the same XY-plane are stored.
Sub-routine load block ghost loads the whole XY-plane tile including ghost zone
into shared memory space: sh m from global memory; in sub-routine sh m regs,
9 values around stencil computation point (i, j, k) in the same XY-tile plane are
copied to the registers from shared memory; in the function stencil compute1, only
the partial sub-sum is computed by adding the weighted values stored in current
registers r1, r2, . . . , r9, namely, the partial stencil result of the single XY-tile is
produced by making all coefficients of the stencil kernel available to the data in one
k-loop iteration.

The algorithm shown in Listing 1 runs a series of steps to finish all stencil
computations. In line 9 and line 12 the input data of the first XY-tile and the
second XY-tile are loaded into registers from shared memory, respectively. The
updated value of every computed point is the sum of the weighted value of its
neighboring points which belong to the three different planes being adjacent to
each other, likewise, this value is equal to the sum of 3 partial sub-sums which can
be computed by their corresponding stencil expressions in three different adjacent
planes. So in line 11 and line 14 two partial sub-sums are computed for the first
XY-tile plane and the second XY-tile plane, respectively. In line 15 the sum of
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these partial sub-sums for the present two planes is stored in the temporary variable
inter1 (the corresponding PTX code is the register). In line 18 the input data of the
third XY-tile of the current iteration are loaded into registers from shared memory.
In line 19 the input data of the third XY-tile of the next iteration are loaded into
shared memory from global memory or texture cache. In line 21 the loaded data of
the third XY-tile in line 18 are used to compute the partial sub-sum of the third
XY-tile and the first stencil computation result is obtained by further adding the
value of inter1. Lines 22 and 23 initialize the subsequent iterations. In lines 25
and 26 the updated stencil value of the last XY-tile is computed. In the loop code
beginning from line 17 only the data of the third XY-tile are loaded into the registers
and can be used to compute the updated stencil value of the current iteration while
the partial sub-sum of the other two XY-tiles comes from the temporary value inter1
of the last iteration. So the registers are fully utilized by our stencil computation
and the saved shared memory can be allocated to more threads.

1 g l o b a l void s t enc i l c ompute ( in , out , nx , ny , nz )
2{

// shared memory f o r data po int
3 extern sha r ed f l o a t sh m [ ] ;
4 const u int t i l e x=threadIdx . x ;
5 const u int t i l e y=threadIdx . y ;

// the temporary s to r ed data in r e g i s t e r s f o r XY−t i l e
6 f l o a t r1 ˜ r9 ;

// r e g i s t e r s f o r p a r t i a l s t e n c i l sub−sum
7 f l o a t in t e r1 , i n t e r 2 ;

// load data in to the shared memory f o r the f i r s t XY−plane
8 l o a d b l o c k g h o s t ( in , f i r s t , t i l e x , t i l e y , sh m ) ;
9 sh m regs ( sh m , t i l e x , t i l e y ) ;

// load data in to the shared
10 l o a d b l o c k g h o s t ( in , second , t i l e x , t i l e y , sh m ) ;

// memory f o r the second XY−plane
// p a r t i a l s t e n c i l sub−sum f o r the f i r s t XY−plane

11 i n t e r 1=stenc i l compute1 ( r1 ˜ r9 ) ;
12 sh m regs ( sh m , t i l e x , t i l e y ) ;

// load data in to shared memory f o r the t h i rd XY−plane
13 l o a d b l o c k g h o s t ( in , th i rd , t i l e x , t i l e y , sh m ) ;

// p a r t i a l s t e n c i l sub−sum f o r second XY−plane
14 i n t e r 2=stenc i l compute1 ( r1 ˜ r9 ) ;

// p a r t i a l s t e n c i l r e s u l t obta ined by the sum of
// the v a r i a b l e s i n t e r 1 and i n t e r 2

15 i n t e r 1+=i n t e r 2 ;
16 out+=ix+iy ∗nx ;
17 f o r ( u int k=3;k<nz−1;k++){

// load data in to r e g i s t e r s from the shared
// memory f o r the t h i r d XY−plane

18 sh m regs ( sh m , t i l e x , t i l e y ) ;
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// i n i t i a l i z e the next i t e r a t i o n
19 l o a d b l o c k g h o s t ( in , k , t i l e x , t i l e y , sh m ) ;
20 out+=nx∗ny ;

// update cur rent XY−t i l e
21 out [0 ]= i n t e r 1+stenc i l compute1 ( r1 ˜ r9 ) ;

// i n i t i a l i z e the next i t e r a t i o n
22 i n t e r 1=i n t e r 2+stenc i l compute1 ( r1 ˜ r9 ) ;
23 i n t e r 2=stenc i l compute1 ( r1 ˜ r9 )
24 }
25 sh m regs ( sh m , t i l e x , t i l e y ) ;

// update the l a s t XY−t i l e
26 out [0 ]= i n t e r 1+stenc i l compute1 ( r1 ˜ r9 ) ;
27 }

Listing 1. Algorithm framework of stencil computations

The popular implementation of stencil solution is made by a holistic stencil
computation, that is to say, for every stencil computation tile k, all adjacent stencil
data in k − 1, k and k + 1 tiles are loaded into shared memory or registers of the
thread block and are computed by stencil expression. Reusing the k and k − 1
input tiles in the production of the next k + 1 tile relies on circular queue [7]. In
contrast, our implementation of stencil solution is achieved by the accumulation of
multiple partial stencil results. In every partial stencil calculation in a sub-routine
stencil compute1 only one XY-tile data are loaded into registers. The acquired
partial stencil results are accumulated in registers inter1 and inter2. Once stencil
result accumulated from the adjacent three XY-tiles has finished this result is stored
in the output array.

4 MEMORY MAPPING MECHANISM AND OPTIMIZATION

4.1 The Classical Memory Mapping Mechanism

The classical memory mapping algorithm from global memory to shared memory is
illustrated with Listing 2, in which one XY-tile data are loaded into shared memory.
The homogeneous implementation can be found in [6, 7]. In Listing 2 the adjacent
indices of the computed stencil point are shown here only for comprehensibility.
Actually, all indices are pre-computed before the k-loop at the beginning of the
routine stencil compute. Since the single thread computes all stencils points along
the Z-axis, only the k-index changes and needs to be updated in the k-loop.

In line 6 data in a stencil point corresponding to one thread’s ID is loaded into
shared memory. The ghost zone is loaded into shared memory by boundary threads,
which are shown from line 7 till line 11. From this figure we can find that there
are many lines of conditional statements which can effectively aggregate control
flow divergence of threads in one warp and increase the total number of executed
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instructions. By utilizing texture cache as shown in [7] the conditional statements
have been removed and redundant loads of global memory have been prevented.
But the texture cache is not designed to reduce latency, thus texture loads have
similar cost of global loads regardless of whether or not there is a cache hit. In order
to shun the conditional statements Zhang and Mueller [8] statically allocated ghost
zone points to the individual threads at the start of the stencil routine. The threads
first load the interior data points of XY-tile into shared memory then load ghost
zone. Depending on the thread block size, some threads are loading the allocated
ghost points while many other threads may be idle until all branches in one warp
converge. On the other hand, the X-dimension ghost zone points are not loaded into
the shared memory in a coalesced way.

1 l o a d b l o c k g h o s t ( in , k , t i l e x , t i l e y , sh m )
2 {
3 u int bx=blockDim . x+2;
4 u int mx = blockIdx . x∗blockDim . x + threadIdx . x ;
5 u int my = blockIdx . y∗blockDim . y + threadIdx . y ;
6 sh m [ t i l e x+t i l e y ∗bx]= in [mx+my∗nx+k∗nx∗ny ] ;

// top and bottom ghost zones
7 i f ( t i l e y ==1) sh m [ t i l e x +( t i l e y −1)∗bx]= in [mx+

(my−1)∗nx+k∗nx∗ny ] ;
8 i f ( t i l e y==blockDim . y ) sh m [ t i l e x +( t i l e y +1)∗bx ]

=in [mx+(my+1)∗nx+k∗nx∗ny ] ;
// l e f t and r i g h t ghost zones

9 i f ( t i l e x ==1) sh m [ ( t i l e x −1)+ t i l e y ∗bx]=
in [mx−1+my∗nx+k∗nx∗ny ] ;

10 i f ( t i l e x==blockdim . x ) sh m [ t i l e x+1+t i l e y ∗bx]=
in [mx+1+my∗nx+k∗nx∗ny ] ;

// corner ghost zones
11 i f ( t i l e x==1&&t i l e y ==1)
{sh m [ t i l e x −1+( t i l e y −1)∗bx ] = in [mx−1 + (my−1)∗nx

+ k∗nx∗ny ] ;
sh m [ t i l e x −1+( t i l e y +1)∗bx ] = in [mx−1 + (my+1)∗nx

+ k∗nx∗ny ] ;
sh m [ t i l e x +1+( t i l e y −1)∗bx ] = in [mx+1 + (my−1)∗nx

+ k∗nx∗ny ] ;
sh m [ t i l e x +1+( t i l e y +1)∗bx ] = in [mx+1 + (my+1)∗nx

+ k∗nx∗ny ] ;
}

12 syncthreads ( ) ;
}

Listing 2. Ordinary memory mapping algorithm
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4.2 Modeling Memory Mapping Mechanism

The purpose of modeling the memory mapping mechanism is to evaluate the ef-
ficiency of our stencil implementation in terms of memory bandwidth usage and
memory overhead due to redundant data access to ghost zone. We will calculate the
theoretical minimum and the algorithm constrained minimum amount of memory
traffic in a single stencil computation, respectively.

Theoretically, for the global stencil memory access operations, the value of data
points is loaded into shared memory once and computed, and then the result is
written back to global memory once. If 4 bytes of data points are assumed for single
precision floating point (SPFP) the number of bytes of memory traffic per data point
is 8 bytes (4 bytes for loading and 4 bytes for writing).

For GPUs, different thread blocks executed on the stream multi-processors run
independently and cannot access each other. Therefore, in stencil computation every
thread block has to load the interior data of XY-tile and a layer of adjacent values
targeting to calculate stencil value of peripheral points of XY-tile. The values of
this peripheral layer of every XY-tile are often referred to as the ghost zone or halo
which simultaneously are interior values of adjacent thread blocks. Thus, all in all,
(blockDim.x + 2) ∗ (blockDim.y + 2) values of every XY-tile must be loaded into
shared memory. Consequently, memory access is increased since some of the data
are loaded more than once: first as interior data of XY-tile, again as the ghost zone
of adjacent XY-tile. Of course, this repetitive access overhead can be lessened by
enlarging the XY-tile perimeter, which produces a smaller ratio between the number
of data points of ghost zone and that of interior data points in one XY-tile. Since
the threads in different thread blocks cannot access each other, overhead of loading
ghost zone cannot be explicitly eliminated and should be added to memory traffic
of per data point.

Memory access must be aligned by 32, 64 or 128 bytes on GPUs. So loading data
from global memory and writing data into global memory should be performed in
a coalesced manner, in other words, threads in a warp should access the consecutive
addresses within the aligned data segments. If the size of the thread block and the
most frequently changing dimension of the tile is a multiple of the warp size full
memory coalescence can be reached [9]. Generally, loading and writing of interior
data of block can be fully coalesced so long as the tiles are properly partitioned.
Since the values of the top and below Y-dimension ghost zone can also be correctly
aligned in the memory accesses they are also loaded in a coalesced manner. But
loading left or right X-dimension ghost zone becomes more challenging from the
point of view of performance because of their non-consecutive memory access. If
one tile has a thread block size of bx*by and ghost zone width of 1 the minimum
number of the loading data values from the global memory is bx∗by+2bx+2(by+2)∗
32/sizeof(float point number), where sizeof(float point number) is size of the data
value in bytes: 4 and 8 bytes for single and double precision number, respectively.
The number of points respectively in the interior tile and the top and bottom ghost
zone is bx∗by and 2 bx in a tile. Since the number of the minimum transaction bytes is
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the aligned 32 bytes, the minimum number of the loading data values for loading left
and right ghost zone is 2(by + 2) ∗ 32/sizeof(float point number). Further for single
precision floating point numbers the loading number of one tile can be simplified as

bx ∗ by + 2bx + 2(by + 2) ∗ 8 = bx ∗ by + 2bx + 16by + 32. (2)

The expression (2) accounts for the minimum loading number of SPFP values in-
cluding the ghost zone overhead produced by loading all data of XY-tile. One way
to lessen the memory overhead is to enlarge the thread block. On the contrary, for
some GPUs we can make use of the global memory caches to lessen the memory
overhead, which can guarantee that a fewer number of data points in one XY-tile
are directly loaded from global memory than the expression (2). In our tests on the
Fermi-based Tesla C2050 with L1 and L2 global memory caches the global memory
overhead brought by ghost zone can be partly or entirely cleared up if the data
among different XY-tiles are reused appropriately. But for this maximized reuse
the scheduling order of warps must be controlled and cannot be implemented in the
current GPUs.

4.3 New Memory Mapping Mechanism

For expression (2) it must be divisible by 32 for more coalesced memory accesses in
32 threads of one warp, that is to say, the value of expression (bx ∗ by + 2 ∗ bx +
16 ∗ by + 32) mod 32 is zero. So bx and by must be equal to a multiple of 16 and 2,
respectively. Further, in our test on Tesla C2050 with CUDA toolkit Visual Profiler
if the size of XY-tile is 32× 6, all warps show higher occupancy (defined as Active
Warps/Maximum Active Warps). Then the picked XY-tile size is 32 × 6. On the
other hand, for the ghost zone in every XY-tile Y-dimension width is 2 lines (top
and bottom) and X-dimension aligned overhead is 16 words or 64 bytes (for SPFPs
8 words or 32 bytes on left and right side, respectively). So the size of loaded tile
is 48 × 8, as shown in Figure 2. In order to eliminate threads divergence brought
by conditional statements in Listing 2 all threads may be mapped onto two threads
blocks of size 48×4. The detailed pseudo-code implementation is shown in Listing 3.
In this way, the number of bytes of memory traffic per data point is 12 bytes (4 bytes
in writing and 8 bytes in loading which consists of 4 bytes data and 4 bytes ghost
zone overhead).

 

Figure 2. New-mapped XY-tile
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1 load b lock ghos t new ( in , k , sh m )
2 { // change in to one dimension index
3 u int index= ( threadIdx . y ∗ blockDim . x ) + threadIdx . x ;
4 u int t i l e y 1=index /48 ;
5 u int t i l e y 2=t i l e y 1 +4;
6 u int t i l e x=index %48;
7 i n t i x = blockIdx . x∗blockDim . x + t i l e x − 8 ;
8 i n t iy1 = blockIdx . y∗blockDim . y + t i l e y 1 − 1 ;
9 i n t iy2 = blockIdx . y∗blockDim . y + t i l e y 2 − 1 ;
10 // load ing the data in to the shared memory
11 sh m [ t i l e x + t i l e y 1 ∗48 ] = in [ i x + iy1 ∗nx + k∗nx∗ny ] ;
12 sh m [ t i l e x + t i l e y 2 ∗48 ] = in [ i x + iy2 ∗nx + k∗nx∗ny ] ;
13 syncthreads ( ) ;
}

Listing 3. New memory mapping algorithm

In global memory writing full coalescence can be achieved for the proper block
size. If all interior data points of tile have an appropriate alignment in the mem-
ory, that is to say, for every thread block, every interior data value always starts
a 128-byte aligned global memory address, writes of every warp can be coalesced
into one 128-byte access on the GPU Compute Capability 2.0 architecture or into
two 64-byte accesses on the GPU Compute Capability 1.x architecture. On the con-
trary, loading data in one warp may demand two shared memory accesses for some
warps. The mapping to a thread block size of 48× 4 produces misalignment, since
48 is not divisible by 32, namely, some warps have to access non-contiguous memory
areas. Further the accessed data on the left ghost zone starts with a 32-byte offset
from the 128-byte aligned interior data. In this way, one loading operation may be
performed by the hardware as a combination of a separate 32-byte access and at
least one other access. But it does not reveal significant penalty by our performance
tests if the data is accessed by textures.

5 SOFTWARE PREFETCHING

Software prefetching is a well-known technique to overlap memory access latency
with computation. In our prefeching mechanism the prefetched data in a k-iteration
is used for stencil computation in (k + 1)-iteration. Concretely, this prefetching
mechanism is implemented in the following sequence of Listing 1.

1. load block ghost – initialize the stencil computation by loading the first two XY-
tiles from the global memory or texture cache to the shared memory (in line 10
and line 13).

2. sh m regs – copy the data loaded from the shared memory in the previous itera-
tion to register for the current partial stencil computation sub-sum (in line 18).
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3. load block ghost – load data for the next iteration from global memory or texture
cache to the shared memory (in line 19).

4. stencil compute1 – compute the weighted sub-sum value for one XY-tile in the
current iteration by utilizing data in registers (in line 21–23)

5. go to step 2 (iteration of the k-loop).

The data loaded from the global memory in step 3 is not promptly used in the
current iteration. But the computations in step 4 are dependent on the data of
being copied into registers in step 2, namely in the current iteration, which is loaded
into the shared memory in the previous k-loop iteration. Therefore, operations of
steps 3 and 4 can be overlapped by the hardware as they have no common operands.
In this way, the global memory access latency can be hidden by performing the
arithmetic instructions in step 4. While the warp scheduling mechanism can overlap
arithmetic operations and memory access operations our prefetching method has
more opportunity for the scheduled warps and leads to a higher occupancy.

6 PERFORMANCE EVALUATION

In our performance evaluation performance constraints of the available memory
bandwidth are evaluated by memory bandwidth benchmarks and the memory map-
ping mechanism above. The computation constraints are evaluated by counting the
number of instructions in the assembly PTX code produced by the compiler.

Architecture Clock Cycle Peak Memory SPFP DPFP
Bandwidth Performance Performance

GHz GB/s GFLOP/s GFLOP/s

Tesla c2050 1.115 144 1 030 515

Table 1. Performance characteristics of Tesla C2050

First, we run a memory transit routine with zero-overhead shown in Listing 4
for 3D cube grids of single precision data whose memory access traffic per data
point is 8 bytes (4 bytes for loading and writing respectively). Since there is no
communication among different XY-tile threads and no ghost zone overhead for this
transit routine, we can get the theoretical lower bound memory access throughput
and an absolutely idealized constraint on stencil performance. Secondly, we run the
routine transmitting all the data which has a thread block size of 32×6, Y-dimension
bottom and top ghost zone width of 1, respectively, and aligned X-dimension left and
right ghost zone size of 8 words, respectively. Then we can evaluate the efficiency
and memory overhead of our new memory mapping mechanism by comparing the
results of two benchmarks. Thirdly, we estimate how close the single precision float
stencil computation by our novel memory mapping mechanism is to the theoretical
lower value of 8 bytes per data point in memory access without the overhead of
ghost zone. Finally, we compare the performance among different implementations
of stencil computation.
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We measure the performance on Tesla C2050 with error correction turned off
whose main hardware performance parameters are enumerated in Table 1. During
the tests we guarantee the grid size nx and ny is multiples of the thread block
size. All the codes were compiled by utilizing NVIDIA CUDA 5.0 for the 2.0 GPU
architecture.

1 g l o b a l void c u b e t r a n s i t ( source , target , nx , ny , nz )
2 {
3 const i n t ix=blockIdx . x∗blockDim . x +threadIdx . x ;
4 const i n t iy=blockIdx . y∗blockDim . y+threadIdx . y ;
5 For ( i n t k=0;k<nz ; k++)
6 t a r g e t [ i x+iy ∗nx+k∗nx∗ny]= source [ i x+iy ∗nx+k∗nx∗ny ] ;
7 }

Listing 4. Zero-overhead memory transit routine

6.1 Measure Memory Bandwidth of Traffic Without Ghost Zone Over-
head

The global memory bandwidth is estimated by running the benchmark in Listing 4.
The k-loop structure in cube transit routine represents the loading and writing of
2.5D-blocking implementation. We measure the latency of transmitting a 3D data
cube of SPFP values inside the global memory. The effective memory bandwidth
can be calculated by the expression

nx · ny · nz · (bytes per point)

t · 230
(GB/s) (3)

where t is the latency in seconds of one cube transit call and can be obtained by n
executions of cube transit and the bytes per point is 8 bytes. In Table 2 we give the
calculated bandwidth bytes per point (BPP), iteration time t and the throughput
in data points per second gained by cube size of 256 × 256 × 256. Similarly, the
throughput in the selected two other cube sizes of 192 × 192 × 192 and 512 ×
512 × 512 can also be calculated easily. So in the last column of Table 2, the
average throughput is produced by the three different cube sizes. The average
memory bandwidth of cube transit is approximately 75 % of the theoretical memory
bandwidth on Tesla C2050 (comparing with Table 1).

Architecture cube transit
256× 256× 256 Avg. Throughput

BPP [GB/s] [GP/s] t [s] [GP/s]

Tesla C2050 112.7 14.1 1.20E−03 1.35E+01

Table 2. Memory bandwidth tests using benchmark cube transit
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6.2 Measure Memory Bandwidth of New Memory Mapping Mechanism

The efficiency of our new memory mapping mechanism can be analyzed by the
routine cube ghost transit shown in Listing 5. What is more, by simply configuring
data type and parameters of texture cache, this mapping policy shows increasing
performance improvements in texture cache. Table 3 accounts for this result for
cube 256 × 256 × 256, where the memory bandwidth BPP is calculated by the
expression (3) but the value of bytes per point is 12 bytes.

In comparison with the peak memory bandwidth (144 GB/s) given in Table 1
the throughput (12.8 × 12 = 153.6 GB/s) of our texture access implementation
given in Table 3 shows much advantage on Tesla C2050. It means there is much
reuse of data in the ghost zone in the texture caches. In fact, we have proved
it by using tools of Visual Profiler. On the other hand, It is significantly slower
(8.7 × 12 = 104.4 GB/s) to have access to the global memory for reduced data
reuse. All these results demonstrate the texture caches can effectively eliminate the
performance downside of the misalignment brought by ghost zone.

1 g l o b a l void c u b e g h o s t t r a n s i t ( in , out ,nx , ny , nz )
2 {
3 const i n t ix=blockIdx . x∗blockDim . x+threadIdx . x ;
4 const i n t iy=blockIdx . y∗blockDim . y+threadIdx . y ;
5 const u int t i l e x=threadIdx . x ;
6 const u int t i l e y=threadIdx . y ;

// c a l c u l a t e the g l o b a l and shared memory i n d i c e s t1 ,
// t1 , t2 , i 1 and i 2 ac t s l i k e L i s t i n g ˜3

7 out+=ix+iy ∗nx ;
8 f o r ( i n t k=0;k<nz ; k++) {
9 sh m [ t1 ]= in [ i 1 ] ;
10 sh m [ t2 ]= in [ i 2 ] ;
11 i 1+=nx∗ny ;
12 i 2+=nx∗ny ;
13 syncthreads ( ) ;
14 out [0 ]= sh m [ t i l e x +8+( t i l e y +1)∗48 ] ;
15 out += nx∗ny ;
16 syncthreads ( ) ;
17 }
18 }

Listing 5. Bandwidth measure routine with ghost zones

The average transferred number of points of cube in our new global memory
mapping routine cube ghost transit is computed as 12.8 GP/s in Table 3 in contrast
to 13.5 GP/s in routine cube transit shown in Table 2. Explicitly there is no ghost
zone overhead in the running of the former. But ghost zone overhead (only reading
the ghost zone and no writing the ghost zone) exists in the running of the latter.
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So the average throughput of the latter is less than the former, that is to say, the
latter needs more bytes of memory accesses traffic than the former in processing
a data point of XY-tile. Further since the memory access traffic of the former is 8
bytes/point (4 bytes in reading and writing respectively) the effective memory access
traffic of the latter can be computed as 13.5/12.8× 8 = 8.4 bytes per data point in
every XY-tile which is approximately 5 % more than the idealized memory access
traffic lower bound value of 8 bytes per data point (without the ghost zone overhead).
From Table 3 evidently the average performance is inferior to that achieved by
256× 256× 256 cube, which is due to a lower cache reuse as can be revealed by the
Visual Profiler of NVIDIA performance tools.

Architecture Memory Type cube ghost transit
256× 256× 256 Avg. Throughput

BPP [GB/s] [GP/s] t [s] [GP/s]

Tesla C2050 Global 126 10.5 1.61E−03 8.7
texture 161 13.4 1.26E−03 12.8

Table 3. Memory bandwidth tests using benchmark cube ghost transit

6.3 Performance of Single Precision Floating Point Stencil Computation

There are 53 FLOPs (27 multiply and 26 add operations in all) in the PTX as-
sembly code of the general 27-point stencil. By utilizing Common Sub-expression
Elimination the number of FLOPs can be reduced to 18. On Tesla C2050 suc-
cessive multiplication and addition operations are combined into a single hardware
instruction: Fused Multiply Add (FMA). We summed up the assembly of the stencil
routines compiled for Tesla C2050 GPU by using cuobjdump. There are 53 instruc-
tions in an iteration of the k-loop, including 27 floating point instructions (26 FMA
and 1 FMUL) and other auxiliary instructions for loop branch, memory access, data
copying and thread synchronization. If all instructions are executed with the peak
floating point instruction number of 515 billion instructions per second, the com-
puted maximized throughput for the general 27-point stencil is 515/53 = 9.7 GP/s.

Listing 2 reveals the throughput of general 27-point stencil computation on
Tesla C2050, along with memory bandwidth by the cube ghost transit routine and
the computed constraint (9.7 GP/s) above. For the general 27-point stencil the con-
straint of the maximized instruction throughput is lower than the streaming memory
bandwidth of cube ghost transit routine, therefore the 27-point stencil implementa-
tion is compute bound. In Figure 3, the 27-point stencil performance verges on
the computed constraint above. This demonstrates that the time to access memory
largely overlaps with the time to execute the instructions through GPU hardware.
There are two reasons for it. Firstly, the implementation has a high occupancy,
namely, there is a large number of resident warps per stream multi-processor. Con-
sequently, when stencil data is transited there is a high likelihood that the stream
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multi-processors schedule instruction to execute for some warps. Secondly, the soft-
ware prefetching leads to an explicit overlap between the memory transit and com-
putations.
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Figure 3. Bandwidth comparison among 27-point stencil, cube ghost transit routine and
the computed constraint

In Table 4 the average performance of our stencil computation is given. The per-
cent fraction of the peak Instruction per Cycle (IPC) is acquired by Visual Profiler.
On average, the stencil routine is executed at 93 % of peak IPC and acquires ap-
proximately 46 % of the peak FLOP/s performance. In the last column, the percent
fraction of the cube ghost transit routine throughput is listed as 71 % and achieves
relatively lower fraction of the streaming memory bandwidth. This indicates that
27-point stencil is compute bound for Tesla C2050.

Architecture 27-Point Stencil
IPC [GP/s] GFLOP/s cube ghost transit
[%] [%]

Tesla C2050 93 9.1 472 71

Table 4. Average performance of single precision 27-point stencil

We ran the tests ourselves in the best thread block size of FDTD3d 7-point
stencil [6] and listed the result in Table 5. From this table our new mapping im-
plementation is almost twice faster than FDTD3d on Tesla C2050. It demonstrates
that the loading policy of the shared memory has a great impact on performance.
From the generated PTX code in the FDTD3d implementation 100 instructions
are approximately generated in one iteration of the k-loop like Listing 1. In this
NVIDIA’s implementation, traditional loading policy is made available. However,
the control flow divergence in traditional policy leads to non-synchronization of
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32 threads in one warp, namely, two different groups’ sequential execution. In this
way, NVIDIA’s implementation brings more instructions. The performance of the
tuning framework devised by Zhang et al. [8] and Christen [10] listed in Table 5 is
inferior to ours. It is because of the fact that the control flow divergence of warps
brought by conditional statement is removed and higher occupancy holds due to
our problem-specific hand-tuned optimization. But for another problem domain in
which the intermediately processed data requires no writing into the global memory
immediately in a stencil computation, a higher performance demonstrates with tem-
poral blocking pipeline on the GTX 285 in Table 5 by Nguyen et al. [11], which is
approximately 1.4 higher than ours. Recently in Naoya et al. [16] their stencil orig-
inal data in ghost zone are approximately replaced by the data of nearby boundary
points in the same computed XY-tile. So the communication overheads among dif-
ferent thread blocks require no consideration. Its optimized performance can reach
131.4 GFLOP/s shown in Table 5.

6.4 Performance of Double Precision Floating Point Stencil Computation

Table 5 also summarizes the performance of different kinds of stencil implementa-
tions. In the last two columns results of some double precision stencils are listed.
Since processed data of double precision computation are twice as large as those of
single precision memory bandwidth bound double precision implementation should
perform roughly at 50 % of the single precision throughput. This case can be re-
vealed by our implementation of 7-point stencil shown in Table 5. However, for
the compute-bound 27-point stencil performance of double precision is only 32 %
performance of single precision. Further by Nvidia’s cuobjdump tool the total num-
ber of instructions of double precision implementation is about 91 more than that
of single precision implementation. It is because of the fact that the coefficients
of the stencil kernel are stored in the constant memory of Tesla C2050. For the
single precision case the instructions get stencil coefficients directly from the con-
stant memory, but for the double precision case the compiler remarkably produces
additional instructions which load the coefficients from the constant memory to the
registers. In this way, the occupancy decreases due to a relatively larger register
usage. In reverse, the double precision implementation of 7-point stencil stores the
coefficients in registers and achieves a relative 50 % more float point than its single
precision version.

7 CONCLUSIONS

In this paper, we have devised a new memory mapping mechanism between shared
memory and global memory to remove the conditional statement of the surrounding
XY-tile stencil computation points by combining coalesced memory accesses of the
GPU with aligned ghost zone overhead. In addition, in our stencil computation
only one XY-tile is loaded into registers and the other two XY-tiles utilize the last
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Policy Type Single Precision Double Precision
GP/s GFLOP/s GP/s GFLOP/s

Our implementation 7 points 12.3 97 6.5 51
27 points 8.9 472 3.1 153

FDTD3d (Nvidia) 7 points 6.7 54
Holewinski et al. [13] 7 points 5.9 48 3.2 26
Kamil et al. [12] GTX280 7 points 1.6 13
Nguyen et al. [11] 7 points 9.2 74 4.6 37

7-p time steps 17 136
Christen et al. [10] 7 points 3 24
Zhang and Mueller [8] 7 points 10.9 87 5.7 46
Naoya et al. [16] 7 points 16.4 131

Table 5. Performance of many kinds of different stencil computation implementation

results in the temporary registers. In this way a great deal of shared memory is
saved for storing more values of XY-tiles and reduce shared memory clashes. We
make full use of a thread block size of 32×6 to guarantee only two coalesced memory
loading operations and no conditional statements. So it is significantly important
for many-threaded GPUs to alleviate control flow divergence of a warp. On Tesla
C2050 the acquired memory traffic for single precision data is 8.9 bytes per stencil
computation point, only 11 % worse than the idealized value of 8 bytes about which
only reading from and writing into global memory is considered and ghost zone
overhead may be omitted. In comparison with previous implementation execution
of our code has greater bandwidth than all other stencil executions in which the
intermediate results must be written into global memory. At last our Common
Sub-expression Elimination decreases the number of FLOPs in the 27-point stencil
from 53 to 18.

As illustrated in the above sections, the previous optimization of stencil compu-
tation places stress on use of registers, more locality of texture cache, less control
flow divergence and more effective coalesced accesses method. In our implementa-
tion, the new mapping mechanism guarantees more coalesced memory accesses and
completely eliminates control flow divergence of loading boundary data points which
constitutes ghost zone overhead in tiles. On the other hand, control flow divergence
is weakness and bottleneck in GPU. Once it happens, two different thread groups
of 32 threads in warps have to execute in sequence rather than in parallel mode.
In this way, despite some other overhead, such as calculation in mapping addresses,
the performance of stencil computation is improved.
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Abstract. The concept of service in Service-Oriented Architecture (SOA) makes
possible to introduce other ideas like service composition, governance and virtual-
ization. Each of these ideas, when exercised to an enterprise level, provides benefits
in terms of cost and performance. These ideas bring many new opportunities for
the project managers in making the estimates of effort required to produce SOA
systems. This is because the SOA systems are different from traditional software
projects and there is a lack of efficient metrics and models for providing a high
level of confidence in effort estimation. Thus, in this paper, an efficient estimation
methodology has been presented based on analyzing the development phases of past
SOA based software systems. The objective of this paper is twofold: first, to study
and analyze the development phases of some past SOA based systems; second, to
propose estimation metrics based on these analyzed parameters. The proposed
methodology is facilitated from the use of four regression(s) based estimation mod-
els. The validation of the proposed methodology is cross checked by comparing the
predictive accuracy, using some commonly used performance measurement indica-
tors and box-plots evaluation. The evaluation results of the study (using industrial
data collected from 10 SOA based software systems) show that the effort estimates
obtained using the multiple linear regression model are more accurate and indicate
an improvement in performance than the other used regression models.
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1 INTRODUCTION

Prevalent business and industrial organizations around the globe adheres SOA style
for building business, commercial and financial software applications. This is be-
cause SOA provides a promising way for addressing many problems related to the
integration of heterogeneous applications in a distributed environment [1]. SOA
is an architectural approach for developing enterprise level business systems using
loosely coupled interoperable services. Services – the core component of SOA is de-
fined as a logical encapsulation of self-contained business functionality. Technically,
the term self-contained functionality suggests that any changes to the available ser-
vices could be incorporated without affecting other services of the system. Moreover,
the use of services in SOA increases the overall flexibility and adds improved flow
of functionality. Due to this implicit advantage, in the last decades, SOA emerged
up quite rapidly and has numerous applications in the field of biotechnology, health
care systems, communication networks, irrigation, mass-customizations and e-health
support services [38, 39, 40, 41, 42, 43, 44, 45, 46].

From these broad applications and advantages of SOA, it is clear that the de-
sign and development activities are different from that of traditional programming
paradigms [2, 3]. Further, the development of SOA systems introduces many new
concepts, technological factors and architectural issues for building complex business
applications. These new concepts include services, messages, property of orchestra-
tion, loose coupling and many more [3, 4]. Also, developing SOA systems for busi-
ness, financial and banking sectors are much more complex and expensive specifically
in terms of resources and schedules. In the context of SOA project management,
these new concepts and principles add many complex issues that are different from
traditional software development paradigms [6]. In this way, the development of
SOA systems is different from traditional software development. Moreover, from
having an efficient effort estimate, a valid conclusion about the SOA system imple-
mentation phase are drawn for some measurement dimensions.

Estimation of effort1 is an essential component of software project management.
It is also a prerequisite feature of any software process, whether it is the design,
testing, development, usability or the application as a whole. Generally, estimation
depicts the way things will happen in the future based on the present conditions.
In fact, it is an approximation for which some outcome is expected instead covering
the set of possible outcomes. Having an efficient effort estimation technique is
widely perceived by the business analysts and project managers. This is because an
efficient estimation methodology helps in utilizing the project resources conveniently
and thus helpful in avoiding project overestimation and late delivery [15]. As above
mentioned, the development activities of SOA systems are different from traditional
softwares. Thus, the existing software size and effort estimation techniques are not

1 In the field of Software Engineering, “effort” estimation is also known as “cost” es-
timation. In this section and throughout the paper, both the terms have been used
interchangeably.
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adequate to capture specific development features for influencing the development
effort parameters in building of the SOA based software applications.

For this objective and the aforementioned issues, we adopt a similar classification
framework proposed by Lowe et al. [7] and Mendes et al. [8] for predicting the design
and authoring effort of web hypermedia and software applications. However, our
contribution includes the following additional research, i.e., the usage of metrics is
designed and proposed considering various SOA related artifacts like orchestration,
services, principle of loose-coupling and messages on different scales for estimating
the development effort. In general, the service design phase covers the modeling
of total number of processes – that is tasks and other constituent elements (like
looping, parallel flow and synchronization) required for building SOA systems. This
suggests by analyzing the service design phase, different measures could have been
obtained for the SOA systems and that is considered as a suitable predictor of effort.

In our work, we measured some interesting theories relevant to service design
phase and proposed some associated cost drivers necessary for predicting the SOA
systems development effort. The proposed metrics highlights the design related
issues of SOA systems mainly supported from the environment configuration and
total size. Besides, following are the highlights of this work:

• The proposed approach geared up from an initial study with a motivation of
identifying some design measures related to SOA systems.

• Introduction of novel metrics for facilitating the estimation methodology for the
identified parameters of the initial study.

• For evaluating the accuracy (in terms of predictive power) for the obtained
results, rigorous experiments were carried out using some statistical significance
tests, performance measurement indicators and box-plots evaluation.

The rest of the paper is organized as follows: Section 2 discusses related works.
Section 3 presents the principles of methodology relevant to our work. The proposed
work has been introduced in Section 4. Section 5 reports and analyzes the empirical
results and discussions. Section 6 concludes the paper.

2 RELATED WORK

So far in the literature, adequate attempts have been made to solve the problem
of effort estimation for traditional softwares [15, 16, 17, 18, 19, 20, 21, 22]. These
techniques2 are classified mainly into probabilistic and statistical, expert judgement,
analogy, algorithmic and machine-learning based estimation techniques [16, 48].

Generally, probabilistic models use the Baye’s theory and probabilistic method
for predicting the development effort. The statistical models use the method of
regression for estimating the software development effort for some past data. The

2 In this section and throughout the paper, the term techniques and models have been
used interchangeably.
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expert judgement models [18] involve consultation with one or more local experts,
having knowledge about the core design and development environment or application
domain in context to software project management. Analogy models estimate the
development effort of a target project as a function of known efforts from a set of
similar historical projects [19, 20]. In algorithmic models, the development costs
are analyzed using some mathematical formula linking the costs with metrics to
produce an estimated output. Next, the formula is applied to a formal model arising
from the analysis of historical data. The machine learning techniques use both
supervised and unsupervised learning techniques, for the training purpose and the
development effort are calculated using a set of historical datasets. Each and every
above mentioned estimation techniques are used based on some certain conditions
and requirements. Research has still been in progress for investigating the best
prediction technique.

In the last decades, SOA approaches are used for developing software applica-
tions sourced as virtual hardware resources, including on-demand and utility com-
puting [49]. SOA uses both services and messages to support the development
of low-cost distributed applications [50]. Moreover, recently the service-oriented
technologies gained the mainstream attention quite remarkably, as SOA addresses
a promising way for creating the basis of agility using which the software indus-
tries deliver more flexible business processes [49]. Despite the wide practice of using
SOA, plethora amount of research has already been devoted to service-orientation
research road-maps, challenges, fundamental perspectives, evolution, re-usability,
governance and composition [50, 51, 53, 54, 55]. However, we believe that the re-
search on effort estimation of SOA systems is definitely a novice option with many
interesting challenges and new opportunities in terms of future research. Also, the
research on effort estimation of SOA systems are very scarce in the literature. In
the literature of traditional software development effort estimation, most of the work
focused on algorithmic techniques, whereas in SOA system effort estimation, the al-
gorithmic along with probabilistic techniques covers more than half of the reported
work. To the best of our knowledge, no analogy, statistical and machine learning
based estimation techniques has been reported in literature. Nevertheless, some
approaches [10, 11, 12, 13, 14, 23, 47] are worth mentioning facilitating an effi-
cient estimation, without any consideration of predictive accuracy for the set of past
project data.

For example, Liu et al. [13] proposed a probabilistic approach using the Bayesian
net model. This technique focuses only on different service governance processes.
This method [13] highlights the Bayesian approach for predicting the development
effort and more improvement needs to be incorporated for providing a systematic and
accurate prediction, as suggested for their future work. However, we believe that this
objective may be fulfilled using some detailed indicators and mathematical models
in the analysis procedure. O’Brien [12] from NICTA, Australia also introduced
a probabilistic based framework [SMAT-AUS] for capturing various aspects of SOA
projects. Furthermore, the proposed framework used for determining the scope and
development effort by considering the technical, social-cultural, maturity models and
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other organizational aspects. The SMAT-AUS framework is in its development stage
and not yet fully developed. The complete framework may provide an efficient way
for determining the scope and effort of SOA systems. The limitations of the above
mentioned probabilistic approaches [12, 13], besides not being fully developed, are
that it does not consider adequate cost drivers for balancing the trade-off between
the estimation methodology and SOA systems.

The authors [11] introduced an algorithmic framework based on Divide and
Conquer (D & C) technique for estimating the cost of building SOA softwares. The
novelty of this approach is that the estimation mechanism is employed by focusing
only the different types of services. However, this approach besides being incorpo-
rated as an efficient framework is also limited for not providing proper validation for
the set of past project data. Additionally, Gomes [14] – A SOA architect of Unimix,
introduced an algorithmic approach for estimating and counting SOA projects us-
ing service candidate descriptions, Web Services Description Language (WSDL) and
XML Schema Definition (XSD). The proposed method is presumed as an algorithmic
approach because of the use of function points. The proposed technique is suitable
only for small sized projects and fails for large size and complex SOA systems. In
addition, authors in [10] proposed a qualitative expert judgement based approach to
judge the effort of different SOA styled project proposals before implementing the
Web Services Compositions (WSCs). The authors borrowed D & C approach [11]
to narrow down the problem of effort judgement of an entire SOA implementation
rather individual Web Services. Moreover, the authors introduced a novel approach
for determining the effort factors of WSCs, using classification matrix and hypoth-
esis. This approach neither considers any case study evaluation nor provides any
proper validation for the past project data.

Therefore, owing to the above reasons, some new metrics relevant to the de-
sign phase of SOA system are introduced in this paper. The estimation methodol-
ogy comprises proposed metrics and statistic based regression techniques has been
found as a suitable candidate for solving the problem of SOA system effort estima-
tion. Furthermore, proper validation (predictive accuracy) has been incorporated
into the calculated predicted values using some commonly used performance mea-
surement indicators and box-plots evaluation for the data collected from multiple
sources Indian software organization.

3 PRINCIPLES OF METHODOLOGY

In this section, we provide an overview about the principles of methodology and
some essential background relevant to our work. We have used four statistic based
regression techniques for calculating the predicted values. From the generated mod-
els, the development effort is computed based on some contextualized design related
issues of SOA systems.

We have used regression techniques for predicting the development effort of
SOA systems. “Regression” is one of the most popular statistical technique used
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Figure 1. Flow diagram of our proposed work

commonly in the field of estimation. Typically, regression models represent the rela-
tionship between independent and dependent variables of a used dataset. Moreover,
the most important identified parameters from the design phase of SOA systems are
initial heads, configuration environment, definition and length. From these identi-
fied parameters, a set of metrics for the SOA system is proposed with the notion
that these metrics conceived to have some significant impact on the total size of the
application3.

Figure 1 shows the basic flow diagram of our proposed approach. The different
stages of the flow diagram are described below.

• The objective of the first stage is to study and analyze the design and devel-
opment related issues of SOA systems. The output of this phase classifies the
identified contextualized design related issues relevant to SOA systems.

• The second stage focuses on grasping some basic theories and principles relevant
to design phase of SOA systems. Here, the main objective is to design some
key metrics, cost drivers and other theories relevant to service design phase.
One more aim of this phase is to collect data for these identified issues. The
output of this stage provides data that are to be used for generating regression
models. This stage also facilitates some key design related issues based upon
which metrics are designed and proposed.

• The third stage emphasizes the generation of different regression models for some
past project data. The stage wraps up soon after the generation of prediction
models. This stage gets final completion of two defined objectives :

3 An application is a process or a task implemented as a web service or a scripting
language like Java Script or an orchestrated task or a fully integrated application.
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– Validation of data values for the used dataset : The objective of this sub-stage
is to identify the missing and influential data-points for the used dataset and
normalize the collected data values.

– Selection of appropriate variables and regression model : This sub-stage as-
sists in selecting some appropriate dependent and independent variables from
the used dataset and choosing an appropriate regression model.

• The final stage illustrates performance assessment (predictive accuracy) of the
generated estimation models. This is achieved with the help of some commonly
used performance measurement indicators and statistical significance tests. The
objective of this stage is to ensure the accuracy level of the calculated values.

The data of the used dataset constitute 10 different SOA styled applications. The
dataset aimed at the following objectives.

1. Design and development of processes.

2. Implementing tasks as loosely coupled web services for the processes.

3. Development of service-oriented orchestrations using X-Path queries.

4. Development of parallel loops (〈while〉, 〈repeatUntil〉 and 〈forEach〉), concur-
rency elements (〈scope〉) and synchronization mechanism associated with the
processes.

All the analytical and empirical results presented in this paper have been car-
ried out using the data collected from the design related issues of past SOA styled
software applications. The data corresponding to the used dataset are provided
by an Indian software organization. The projects of the used dataset were devel-
oped between the years 2009 to 2013. Moreover, the projects corresponding to the
used dataset include integrated SOA applications for universal banking, public retail
and health care solution systems. The used dataset constitutes 10 different SOA
applications with 30 data points.

Variable Name Variable Description N Missing Mean Median Std. Dev. Min Max
Actual Effort
(in PH)

Total development effort (PH) 10 0 7 014.91 3 363.47 7 931.52 377.8 22 479.3

No. of Processes Total number of processes for
an application

10 0 2.9 2.5 1.96 1 7

No. of Tasks Total number of tasks for pro-
cesses

10 0 6.9 5.5 4.58 2 15

TCC Total size based on the defini-
tion of processes and tasks of
an application

10 0 975.7 539 1 027.62 74 2 890

No of partnerLinks Total number of partnerLink
Elements

10 0 11.9 10.5 7.56 3 23

Task Variables Total number of used input and
output variables

10 0 72.6 71.5 38.25 22 130

Event Variables Total number of receive and re-
ply start events

10 0 6.2 5.5 4.10 2 13

Elements Total number of variables and
message definitions

10 0 14.9 13.5 7.15 7 28

XScript Total number of X-path queries 10 0 7.4 4.5 6.65 1 20

Table 1. Descriptive statistics of some numerical variables of the used dataset

The analysis of our proposed methodology is aimed at measuring the metrics
used as arguments for the generation of regression models. More concise form of
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the proposed metrics is described in Section 4. We have presented the descriptive
statistics of the used dataset in Table 1. The statistical summary is presented only
considering some numerical variables of the dataset. In Table 1, the variable “TCC”
denotes the total code size and “N” signifies total number of projects in the used
dataset. The variable Actual Effort (in PH) denotes the actual effort needed for
developing the final application. The descriptive statistics are essential for carrying
out the empirical study because it presents the data in more meaningful way and
facilitates simpler interpretation of data.

4 PROPOSED WORK

This section illustrates the proposed methodology. After rigorous in-depth study and
analysis, the metrics are proposed and presented in the first subsection. The process
of generation of regression based estimation models using the proposed metrics is
highlighted in the next subsection.

Items Type Description

Output

Integrated Application Developed SOA styled integrated ap-
plication

Process and Element Definition Process, abstract process and flow ele-
ments

Tasks Processes tasks implemented as web
services

SOA-Orchestration X-path Queries
Scripting Languages Java Script or VB Script
Message Start Events Receive or reply events

Software GUI tools IBM Web Sphere or BPMN Modeler

People
Designers Involved in design of processes
Developers Persons engaged in development of the

application

Technique

Application Design Exercise carried out in the design of ap-
plication

Integration Exercise carried out for integrating the
web application

Task Exercise carried out for developing the
tasks of processes

Table 2. Initial items for the case study

4.1 Proposed Metrics

The proposed metrics are aimed to measure the different types of items listed in
Table 2. For each category of items, there exists set of measuring metrics, that
we classified into 4 different categories. They are: environment configuration and
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re-usability, length and size, effort, and perplexing factors. Each category of items
defined in Table 2 plays a vital role in the estimation process. The last categorical
variables consisting the perplexing factors also play an influential role in the overall
estimation process.

Before moving to the metrics some essential concepts, parameters and cost
drivers are recalled in this section. Let us consider the item type “Process and
Element Definition” defined in Table 2. In the context of service design phase, for
the associated processes, all the composite links to the services using which the
process interact are known as the partnerLink elements. These elements serve as
a reference to the actual implementation, using which the processes interacts with
external services. Moreover, the tasks of processes are implemented as a loosely
coupled web service which defines the participant of web services, and the prop-
erties of the participant are linked to the partnerLink elements. Furthermore, the
partnerLink elements are defined “how two individual service partner interact with
each other and what each of the partner has to offer”. As the partnerLink element
is defined and included in each and every service involved in the process design
phase, it is considered as an important parameter (cost driver) in context of SOA
system development. Similarly, the XML Path Expression (XPath Expression) is
used to check the data constraint of the service offered by the client. Generally,
XPath queries are available to access the Domain Value Maps (DVMs) which are
responsible for SOA orchestration. The SOA orchestration allows the work-flow def-
inition between two different services. This is the reason to use X-Path queries as a
critical parameter, as it facilitates the SOA system orchestration using the mapping
process. Therefore, the partnerLink elements and XPath queries are included in the
SOA system effort estimation as an essential cost driver.

Items Metrics Description

Re-used Process Count Total number of re-used
processes

Process and Elements Re-used Task Count Total number of re-used
tasks

Definition Re-used Participant Count Total number of re-used
participants of web ser-
vices corresponding to
the tasks

Re-used Space allotment
Count

Total space (in Kilo
Bytes) of the re-used
application

Re-used partnerLink Ele-
ment

Total number of re-used
invoked and client part-
nerLink elements

Integrated Application Re-used Code Count Total lines of code for
all the re-used processes

Table 3. Environment configuration and re-usability metrics
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Items Metrics Description

Process and Elements
Definition

Total Process Number of processes
Total Abstract Process Number of abstract processes
Total partnerLink Elements Number of invoked and client partnerLink elements
Total Process Mapping Number of variables and message definitions
Total Parallel Flow Number of links for a process
Total Code Length Total lines of code of a process
Total Participants Number of participants subjected to type of configuration
Total Interfaces Number of interfaces
Total Scripts Number of lines of the scripting languages and number of fault

handlers

Tasks
Total Tasks Number of tasks implemented as web services
Total Operations Number of designed operations
Total Variables Number of used input and output variables

SOA-Orchestration Orchestration Count Total number of X-path queries

Message Start Events
Total Receive Events Count Number of receive start events
Total Reply Events Count Number of reply start events
Total Confirmed and Submit Count Total number of submit and confirmed events

Integrated Applica-
tion

Total Code Count Total lines of code for an application

Comment Count* Number of comment lines
Space Count Size of application (in Kilo Bytes)

* In our empirical study, the Comment Count metric is not used. This is because the dataset used
does not match these requirements.

Table 4. Length and size metrics

Items Metrics Description
Process and Elements Definition Process Effort Estimated time for designing all the processes, interfaces and ab-

stract processes of an application
Tasks Task Effort Estimated time for developing all the implemented tasks (partner-

Link elements and parallel activities) of processes
SOA-Orchestration Orchestration Count Estimated time for building SOA Orchestration
Message Start Events Event Effort Estimated time for designing all types of events of an application
Integrated Application Total Effort (Process + Task + Orchestration + Event) Effort

Table 5. Effort metrics

Items Metrics Description

People Skill Design experience of subject on a scale of 0 to 5

Tool Type* Types of tool (GUIs) used in the design process of the application
* In our empirical study, the Type metric is not used. This is because the dataset used does not match
these requirements.

Table 6. Perplexing factors

Similarly, the perplexing factors presented in Table 6 are the parameters con-
ceived to have an effect on the estimated (dependent) variable, but were considered
in the experimental (independent) variables unlike the confounding factors used in
statistics [5]. Additionally, Tables 3 to 6 exemplifies metrics for different categories
of items based on the environment configuration, size and effort related constraints.
Furthermore, Table 3 presents some re-usable aspect of the packaged solution of
SOA systems. The primary focus is on the interaction and dependency among the
service groups like composite services which enables the middle-ware and platform
technologies [6]. The re-usable metrics focuses only on the parameters that are be-
ing re-used4. Table 4 imitates the analyzed size and length related metrics. Table 5

4 The dataset used in this empirical study does not constitute any re-used artifacts.
Thus, we have not used the Environment Configuration and Re-usability Metrics, while
generating the regression models.
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presents different types of effort related metrics. The total effort of an application
is calculated by adding all the calculated effort for the classified items.

4.2 Estimation Methodology

The main aim of any regression model is to analyze the relationship between dif-
ferent variables. This analysis is carried out with the implication of some general
purpose regression models through the estimation of the relationship. These re-
gression models are constructed with the help of some appropriate variables. The
selection of variables from the proposed metrics is a preliminary activity for carrying
out the further process. The general form of the statistic based regression model is
defined in Equation (1).

y = f(x1, x2, . . . , xk) (1)

where y is the dependent variable and x1, x2, . . . , xk are the independent variables.
The empirical and simulation results calculated using the regression models serve

the following two purposes:

1. How is the predictor or dependent variables (y) affected with some changes in
each of the response variables of x (x1, x2, . . . , xk), and

2. to predict the value of y using the values of x.

The data collected from multiple sources of an Indian software organization are
used to generate statistic based regression models on the set of proposed metrics.
The various techniques included in our proposed work are: simple linear, multiple
linear, stepwise and ordinary least square regression models. We generate the esti-
mation models for each category of items defined in Table 2. The estimated variables
namely (Total Effort) is computed and summed with respect to each classified item.

Figure 2. 3D scatter plot for the numerical variables of used dataset

Figure 2 shows the 3D scatter plot plotted for some numerical variables, that
are used for generating the regression based estimation models. These numerical
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variables are: the actual development effort (Actual Effort (in PH)), the total size
(Total Code Size) and the total number of processes (Number of Processes) imple-
mented as services for an individual application. A Scatter plot is a mathematical
diagram used to represent the displayed data as a collection of points using the
value and position of used variables. A scatter plot also depicts a different kind of
correlation that exists between certain variables with a confidence interval of the
dataset. For a scatter plot, if the pattern of dots slopes from lower left corner to the
upper right corner, it suggests that a positive correlation exists between the set of
pair variables. A 3D scatter plot allows better visualization of multivariate data for
multiple scalar variables and displays them on the different axes in space. Figure 2
is also useful for discovering the relationship between three variables simultaneously.
The plot of Figure 2 suggests that the three variables are positively correlated and
associated, since the variable (Actual Effort (in PH)) increases linearly.

For generating regression models, we need some dependent and independent
variables. The response (dependent) and predictor (independent) variables used for
the generation of regression models are listed in Table 7. The variable (Total Effort)
corresponding to the item “Integrated Application” is responsible for generating the
prediction models. Further, it helps in computing the predicted results through
summing all the calculated effort values for different classified items. (See Section 4
for more details).

5 RESULTS AND DISCUSSIONS

The predicted values have been calculated from the generated (simple linear, mul-
tiple linear, stepwise and ordinary least square regression) models using R 3.0.2 for
Windows. Furthermore, this section discusses the following.

• Calculation of the predicted values using the proposed metrics and from gener-
ating 4 regression based estimation models.

• The obtained predicted values are further examined for investigating some sta-
tistical properties. These properties included (the linearity, normality and sym-
metry) and were tested on some commonly used statistical significance tests
such as Shapiro-Wilk test, Kolmogorov-Smirnov test, Box-Cox transformation,
correlation coefficient (r) and skewness distribution values.

• A comparative analysis of the generated regression models in terms of predictive
accuracy is discussed and presented using some commonly used performance
measurement indicators and box-plots evaluation.

• Some research threats to validity relevant to our work are also identified and
discussed in this section.

For each generated regression model, a set of different plots are presented for
assessing the statistical properties of the data variables of the used dataset. These
different plots are constructed using some essential statistical artifacts like residuals,
fitted values, standardized residuals, theoretical quantiles, leverages, scale-location,
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Type Items Variables

Response Process and Elements Definition Process Effort
(Dependent) Tasks Task Effort
Variables SOA-Orchestration Orchestration Count

Message Start Events Event Effort
Integrated Application Total Effort

Process and Elements Definition

Total Process
Total Abstract Process
Total partnerLink Elements
Total Process Mapping
Total Parallel Flow
Total Code length
Total Participants
Total Interfaces
Total Scripts

Predictor Re-used Process Count*

(Independent) Re-used Task Count*

Variables Re-used Participant Count*

Re-used Space allotment Count*

Re-used partnerLink Element*

Tasks
Total Tasks
Total Operations
Total Variables

SOA-Orchestration Orchestration Count

Message Start Events
Total Receive Events Count
Total Reply Events Count
Total confirmed and submit Count

Integrated Application
Re-used Code Count*

Total Code Count
Space Count

* Note: These predictor variables are useful only for the re-used artifacts.

Table 7. Selection of the variables

standard deviance residuals and correlation. Figure 3 flourishes box-plot consider-
ing some important numerical variables of the used dataset. The variables used
in the box-plot are: the total number of processes, tasks, code size and the ac-
tual development effort versus the total number of projects (transformed into log-
arithmic scale) for the used dataset. The variables Code Size and Actual Effort
correspond to the total length and effort for all the items and are listed in Ta-
ble 2. Typically, box-plot is a graphical tool used to check the existence of outliers.
Figure 3 depicts that there exist no outliers for the used data points of the used
dataset.

Thus, there is no need of creating any new variables for the set of data variables,
as it satisfies the property of normality and linearity. Additionally, some statistical
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Figure 3. Box-plots for the numerical variables of the used dataset
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Figure 4. Residual Plot of different generated Regression Models. a) Simple Linear Re-
gression. b) Multiple Linear Regression. c) Step-wise Regression. d) Ordinary Least
Square Regression.
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tests are performed for scrutinizing the linearity, normality and symmetry property
of the used dataset. Figure 4 shows the graphical comparison between residuals
(actual effort − estimated effort) in the Y-axis and fitted values (estimated effort)
treated same as the predicted values in X-axis for the generated regression models.
The different plots of Figures 4 a), b), c) and d) are known as Residual plot5.
Figure 4 also indicates that the residuals and predicted values calculated from the
generated regression models are not correlated and equally spread. Also, there exist
no non-linear and non-constant variances for the used data points.

Additionally, Figure 5 reinforces the normal Quantile-Quantile (Q-Q plot)6 com-
paring the randomly generated independent standard normal quantiles data (sam-
ple standardized residuals) on the vertical axis and the standard normal population
(theoretical quantiles) on the horizontal axis for the generated regression models.
Almost, all the points of Q-Q plot lie approximately on a straight line, but not
necessarily on the line y = x. This is also marked as the condition of linear-
ity, in-spite of some points do not lie on the line y = x. Moreover, the differ-
ent plots of Figures 5 a), b), c) and d) are commonly used for scrutinizing the
property of skewness and normality. The simple and multiple linear regression
models generated using the proposed metrics for the used dataset yields an ad-
justed R2 value as 0.997 and 0.999 respectively. Thus, it indicates 99 % of variation
to the used dependent variables (proposed effort metrics). Moreover, none of the
projects corresponding to the dataset denotes distance greater than the cook’s dis-
tance [3 ∗ (4/10)].

After the implication of simple linear and multiple linear regression models, the
stepwise regression model has been generated. We have generated the stepwise re-
gression model using both forward and backward procedures as the mode of variable
selection. The evaluation criterion for this model is characterized by Akaike Informa-
tion Criterion (AIC)7. Allegedly, AIC provides an efficient mean of model selection
because AIC deals with the association between goodness of fit and the complexity
of model [33]. The output values induced by this criterion offer a relative estimate
of data loss, when a regression model is used to represent the dependent variables
of the used dataset.

Let us consider, a set of regression based candidate models having AIC values
as: AIC1, AIC2, AIC3, . . ., AICn, respectively. The AIC value for the generated
regression model is always chosen from the candidate models having the minimum
AIC value. In this way, the AIC value provides the relative estimate of the data loss.
Let AICmin denote minimum AIC values and AICi depict other values for the set
of candidate models. The expression is interpreted as the relative probability and

5 The Residual plot is a graphical plot commonly used in statistics for showing the
relationship between the fitted (estimated) values and residuals.

6 Q-Q plot is basically a probability plot used for comparing two different probability
distributions by plotting the quantiles with each other.

7 The AIC measures the relative quality of the generated regression model for a given
set of data values corresponding to the dataset.
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a) b)

c) d)

Figure 5. Normal Q-Q plot of different generated Regression Models. a) Simple Linear
Regression. b) Multiple Linear Regression. c) Step-wise Regression. d) Ordinary Least
Square Regression.

the ith model minimizes the estimated data loss. Equation (2) specifies the relative
likelihood of the ith model.

e(AICmin−AICi)/2. (2)

While generating the stepwise regression model, a set of four candidate models
are generated having AIC values as 180.52, 121.39, 118.75 and 118.27, respectively.
The chosen AIC value for the stepwise regression model is 118.27. The candidate
model having AIC value 118.27 omits all other generated candidate models for min-
imizing the overall data loss. The generated stepwise regression model using the
proposed metrics for the used dataset induces adjusted R2 value as 0.998. It indi-
cates 99 % of variation to the used dependent variables. Again, none of the projects
corresponding to the dataset denotes distances greater than the cook’s distance for
both forward and backward variable selection procedure modes.

Lastly, the Ordinary Least Square (OLS) regression technique have been gener-
ated using the proposed metrics. It is a linear approach to the multiple regression
technique which results in eliminating the error terms. The OLS regression model
is a linear approach but many times it works efficiently for the non-linear data. In
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our work, this regression model have been generated considering the family type as
“Gaussian”. The density function of the Gaussian family is defined in Equation (3).

p(y) =
1

σ
√

2π
exp

[
(y − µ)2

2σ2

]
(3)

where µ is the mean, σ2 is the variance and y is the response variable. The deduced
AIC value for the OLS regression model is computed as 151.

Table 8 shows the values of Multiple R2, Adjusted R2 and AIC values, which are
calculated using four regression models for all the items defined in Table 2. Typically,
R2 is a statistical value used for determining the goodness of fit of a regression model.
R2 is mostly used for determining the coefficient of the regression model. The AIC
value helps to choose the minimum value from a set of candidate models generated
for the stepwise and OLS regression techniques. Table 8 illustrates the coefficient
values based upon the best criteria8 for the used regression models. In the OLS
regression model, the dispersion parameter of Gaussian family, using the density
function is computed as 135 740.4.

Regression Models Multiple R2 Adjusted R2 AIC Value

Simple Linear Regression 0.9978 0.9975 –

Multiple Linear Regression 0.9995 0.9999 –

Stepwise Regression 0.9989 0.9984 118.27

Ordinary Least Square (OLS) Regression – – 151

Table 8. Coefficient of determination for different generated regression models

5.1 Examining the Statistical Properties

In our work, an effort was made for examining the property of normality, linearity
and symmetry. Although the property of normality and linearity could have been
reviewed from the stability, normal Q-Q and residual plot. But for the sake of
completeness, a few tests are required to investigate the statistical properties of
the computed prediction results. Moreover, we have generated the regression based
estimation models following the existing practices and rules [31].

The Shapiro-Wilk test has been introduced to the obtained absolute residual
values using the simple and multiple linear regression models, for investigating the
property of normality and linearity. Similarly, box-cox transformation have been
employed in the stepwise regression model. In general, the most popular and widely
used test for scrutinizing the property of normality is Shapiro-Wilk test. Some re-
searchers also used Kolmogorov-Smirnov test as an alternative test for investigating
the property of normality [35]. The Kolmogorov-Smirnov test is used to compare

8 The criterion (AIC) is applicable only for those regression models, which can enable
to generate multiple candidate models.
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an observed cumulative distribution function (cdf) to an estimated cumulative dis-
tribution function. Moreover, the Kolmogorov-Smirnov test is an effective method
for comparing the shape of two different cumulative distribution function samples
for a small size dataset. For large real-time dataset, the calculated values comprised
biases because the sample mean and standard deviation are used to estimate the
population mean and standard deviation. Thus, Shapiro-Wilk test is presumed to be
a better approach for testing the property of normality over Kolmogorov-Smirnov
test. For the generated regression models, the probability-value (p-value) of the
absolute residuals are calculated as follows: 0.16, 0.50, 0.33 and 0.92, respectively.
Generally, lower the p-value, the lesser is the chance of normality. Furthermore,
many statisticians used p-value 0.05 as the cut-off, the p-value lower than 0.05 de-
picts that the sample deviates from normality. For the generated regression models,
the absolute residual values are normally distributed and satisfy the property of
normality, as p-value is greater than the defined cutoff (> 0.05) value. The absolute
residuals represent the difference between the actual effort and predicted effort val-
ues, and the variable actual effort is used as the dependent variable for generating
the regression models. So, based upon this criterion (choosing absolute residual
values), it is double checked that the used data and the predicted values obtained
using the regression models are normally distributed [34].

We have also investigated the property of symmetry for the absolute residual
values calculated for the generated regression models. The property of symmetry is
validated from calculating the skewness distribution values. Thus, for the absolute
residual values (x) corresponding to the generated regression models, the skewness
distribution values are calculated as: 0.62, −0.22, 0.35 and 0.13, respectively. The
computed skewness distribution values are skewed both towards right and left. This
is because as a rule the negative skewness indicates that the mean of absolute resid-
uals for different regression models is less than the median and data distribution is
therefore left-skewed. Similarly, positive skewness indicates that the mean of abso-
lute residuals is larger than the median and data distribution is right-skewed. So, for
the multiple linear regression model, the data distribution values for the absolute
residuals are left-skewed.

Some important guidelines for generating the regression models are “the residual
values have not been correlated” and the “used independent variables should not be
linearly dependent [31]”. For validating the property of linearity, we have calculated
the correlation coefficient (r) between the dependent variables (Actual Effort (in
PH)) and the independent variables (predicted effort values) for each of the gener-
ated regression models. If the value of “r” for the two variables is close to 1, then the
variables are linearly positively related [34]. The calculated correlation coefficient (r)
for the different generated regression models are computed as 0.998, 0.999, 0.999,
0.999, respectively. Since the calculated “r” value for all the generated regression
models are close to 1. It is concluded that both actual and predicted effort values
are linearly positively related.

Similarly, for the stepwise regression model the Box-Cox transformation is used
for examining the statistical properties. The Box-Cox transformation is best suited
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Figure 6. 2D Box-Cox transformation plot for the step-wise regression model

for examining the statistical properties of step-wise regression models and it com-
putes and optimally plots a 2-Dimensional (2D) curve comprising log-likelihood
value versus lambda (λ). Typically, lambda is the vector values for the chosen pa-
rameters. By default, the range of lambda varies within −2 to 2. Figure 6 shows
2D Box-Cox transformation plot for the generated step-wise regression model. In
Figure 6, X-axis denotes the vector series (lambda) and the Y-axis represents the
log-likelihood values of a particular variable or the parameter for the step-wise re-
gression model. The Box-Cox linearity plot provides an efficient way for finding the
suitable transformation mechanism without engaging in a lot of hits and trial fitted
models [9]. After generating the step-wise regression model, the Box-Cox transfor-
mation have been employed for scrutinizing the statistical properties of the model.
The value of lambda (λ) for the generated step-wise regression model is calculated
as 0.86. This is an essential data transformation technique used to stabilize the
variance and make the data normally distributed, for improving the validity of the
associated measures. Table 9 presents the summary of the statistical significant
results for the four generated regression based estimation models.

Property Techniques Simple
Linear
Regression

Multiple
Linear
Regression

Step-Wise
Regression

Ordinary
Least
Square
Regression

Normality Shapiro-Wilk test (p-Value) 0.16 0.50 0.33 0.92

Linearity Correlation Coefficient (r) 0.998 0.999 0.999 0.999

Symmetry Skewness Value (s) 0.62 −0.22 0.35 0.13

Table 9. Results of statistical significance tests
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5.2 Measuring the Results in Terms of Predictive Accuracy

Each and every used regression model has been iterated for 10 iteration and the
average results are computed and presented for calculating the generalization error.
Firstly, the used dataset is partitioned into two sets, i.e. the training and testing set.
We have used this validation method because the training set of the used dataset
have been partitioned randomly (a variant of k-fold cross validation). The training
set is defined by k − 1 samples, and the testing set is defined by kth subset. The
process is performed k times and for each iteration and it uses a different project of
the used dataset as the testing set9.

Moreover, we have evaluated the predictive power of the generated regression
models using some commonly used performance measurement indicators like Mean
Magnitude of Relative Error (MMRE) and Root Mean Square Error (RMSE) [24,
25, 26]. In our work, we have calculated the performance measurement indicator
values in terms of percentage. This is because for any regression based empirical
measurement, there is always a need for combining both the response and predic-
tor variables, for measuring the accuracy. In general, the values of measurement
indicators are not exact, thus calculating the percentage value allows comparing the
predicted (estimated) values to an exact (actual) values. The percentage value for
any measurement indicator like (MMRE, RMSE) gives the difference between the
estimated and exact values in terms of the percentage of exact values. It is help-
ful in concluding how close the estimated values are with the actual values. The
lower values of measurement indicators assure better prediction model. The used
performance measurement indicators are described below.

1. MMRE: In the era of software effort estimation, MMRE is the most commonly
used performance measurement indicators and is used in all types of estimation
techniques [25, 26]. The basic metric of MMRE is the Magnitude of Relative
Error (MRE) and is defined inside the braces of Equation (4). After calculating
MRE, MMRE is obtained from the mean value of MRE.

MMRE =

∑n
i=1

(
|Eacti−Eesti|

Eacti

)
n

× 100 (4)

where:

• Eesti: is the total estimated effort for i number of projects of a dataset.

• Eacti: is the actual effort for i number of projects of a dataset.

• n: is the total number of applications or projects of a dataset.

2. RMSE: RMSE measures the difference between the estimated value (Eesti) and
the actual value (Eacti), for i number of projects of the dataset. In RMSE, the

9 For conducting the experiment, the value of k is 10, same as the size of the used
dataset.
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basic metric for computing the error is Mean Square Error (MSE). Taking the
square root of MSE yields root mean square error having the same units as the
quantity estimated for an unbiased estimator [32]. The RMSE metric is defined
in Equation (5).

RMSE =

√√√√ 1

n

n∑
i=1

(Eacti − Eesti)2 × 100. (5)

Generated Models MMRE (in %) RMSE (in %)

Simple Linear Regression 15.07 3.54
Multiple Linear Regression 10.80 1.75
Stepwise Regression 14.10 2.47
Ordinary Least Square (OLS) Regression 19.30 3.08

Table 10. Comparison of the generated regression models in terms of predictive accuracy

Table 10 illustrates the comparative results of the four generated regression
models in terms of predictive accuracy. The major observation from Table 10 is
that the technique of multiple linear regression is treated as the best estimation
model, as it induces lower MMRE and RMSE percentage values, compared to other
generated models.

5.3 Comparison of Results Using Boxplots

For any statistical techniques, it is important to investigate the values of absolute
residuals. An accurate measure is relatively dependent on how much the values of
residuals are. Lower values of absolute residuals denote the predicted and actual
effort to be similar. Figure 7 shows the box-plot evaluation of the four generated
regression models for the values of absolute residual. The box-plot evaluation verifies
the results obtained from the performance measurement indicators.

The computed absolute residuals for the generated regression models are shown
in the vertical side of each box-plot in Figure 7. Moreover, Figure 7 suggests that the
generated multiple linear regression model is having the minimum values, of absolute
residuals when compared against other generated regression models. Intuitively, the
box-plots signifies the spread distribution much wider when the absolute residuals
are compared with each other for the different generated regression models.

Thus, from the box-plot evaluation and from the implication of performance
measurement indicators, it is double-checked that the predicted values obtained
using the multiple linear regression model furnishes best results in terms of inducing
lower residual values for the used dataset. Furthermore, the results (effort values)
computed using the multiple linear regression model outperforms all other employed
regression models in terms of predictive accuracy.
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Figure 7. Box-plots of the absolute residuals for different generated regression models

5.4 Threats to the Validity

When conducting an experiment or empirical study, there are always threats to the
validity of results. This subsection discusses the validity threats associated with our
empirical results on the basis of list of threats by Cook and Campbell [56]. This is
conceived as an effective step for concluding the results procured using the statistical
methods.

The major factor that may act as an internal threat to our simulated results is the
ability to draw conclusions about the connections between the chosen independent
and dependent variables in the model generation process [56]. This part might also
subject to errors and bias. To reduce this threat, manual cross verification of the
obtained results was undertaken between two researchers.

Threats to external validity associated with the calculated results may be the
size and structure of the used dataset. However, we conceive that this does not
affect the validity of the results, since statistical significant results have been cal-
culated and obtained. Moreover, in the literature of traditional software and web
development effort estimation, the prediction results have been calculated using
smaller size dataset of 12 and 15 projects respectively [27, 36, 37]. Furthermore,
in regard to the external validity, the used dataset overcomes this threat, as the
dataset used in our experimental study has been collected from multiple sources
Indian software organization. On the other hand, we believe that for enhancing
more accurate validation, it is essential to collect data from the multiple industrial
organization.

Threats to conclusion validity refers to the degree of which the conclusions
reached and their relationships using our data are reasonable [56]. To address this
threat, the obtained results are examined using some commonly used statistical sig-
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nificance tests. Moreover, the violated assumptions of statistical tests were reduced
from the advent of some important test measures for the data variables.

6 CONCLUDING REMARKS

The main aim of this paper was to accord an efficient technique for estimating
the SOA systems development effort along with a proper validation. For this, we
presented a methodology based on analyzing some initial items associated with
the service development life cycle. The measuring metrics are proposed for these
identified items. To the best of our knowledge, this was the first time that someone
tried to create mapping rules between the service design phase and regression models
for generating effort estimation models for SOA systems with their support. More
explicitly, none of the previous works used statistics based approach to solve the
aforesaid problem along with proper validation for some past project data.

We believe that this approach would definitely add an ease for the readers, ana-
lysts and project managers practicing SOA system effort estimation. Our approach
of estimating the development effort, builds from the generation of four regression
models using the proposed metrics listed in Tables 3, 4, 5, 6. These metrics are pro-
posed based on the different classified parameters like environment configuration,
length, size, reused services, effort and perplexing factors for a set of initial items
defined in Table 3. Considering the interest of practitioners, our proposed tech-
nique serves as helpful in dealing with many new complex challenges that project
managers encounter with the large size business process SOA systems. In this re-
gard, our proposed metrics goes well beyond the typical capabilities offered by the
traditional software estimation techniques.

The use of SOA in developing business process solutions provides better cus-
tomer services through increased transparency and better consolidation of data and
functionality. Some important statistical properties have been scrutinized for en-
hancing the accuracy of the calculated predicted results. The predictive accuracy
of the generated regression models has also been demonstrated for some past indus-
trial data using some commonly used performance measurement indicators and box-
plots evaluation. The predicted values computed using the multiple linear regression
model outperforms every other generated (simple linear, stepwise and ordinary least
squares) regression models.

In addition, there is a persuasive need of an efficient effort estimation technique
for SOA systems, as the implication of some new features increases the overall
complexity of the system. Thus, having an efficient effort estimation technique
could contribute in reduction of cost and time implied for developing future SOA
systems. As a future work, there is some interesting challenge to perform a replicated
study by judging the use of micro services in SOA systems. It will also intrigue to
analyze the use of analogy and machine learning approaches in SOA system effort
estimation.
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Abstract. Concept similarity measure aims at identifying a degree of commonal-
ity of two given concepts and is often regarded as a generalization of the classical
reasoning problem of equivalence. That is, any two concepts are equivalent if and
only if their similarity degree is one. However, existing measures are often devised
based on objective factors, e.g. structural-based measures and interpretation-based
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measures. When these measures are employed to characterize similar concepts in
an ontology, they may lead to unintuitive results. In this work, we introduce a new
notion called concept similarity measure under preference profile with a set of for-
mally defined properties in Description Logics. This new notion may be interpreted
as measuring the similarity of two concepts under subjective factors (e.g. the agent’s
preferences and domain-dependent knowledge). We also develop a measure of the
proposed notion and show that our measure satisfies all desirable properties. Two
algorithmic procedures are introduced for top-down and bottom-up implementation,
respectively, and their computational complexities are intensively studied. Finally,
the paper discusses the usefulness of the approach to potential use cases.

Keywords: Concept similarity measure, semantic web ontology, preference profile,
description logics

Mathematics Subject Classification 2010: 68-T30

1 INTRODUCTION

Most Description Logics (DLs) [1] are decidable fragments of First Order Logic
(FOL) with clearly defined computational properties. DLs are the logical underpin-
ning of the DL flavor of the ontology languages OWL and OWL 2. The advantage
of this close connection is that the extensive DLs literature and implementation ex-
periences can be directly exploited by OWL tools. More specifically, DLs provide
unambiguous semantics to the modeling constructs available in OWL DL and OWL 2
DL. These semantics make it possible to formalize and design algorithms for a num-
ber of reasoning services, which enable the development of ontology applications
to become prominent. For instance, ontology classification (or ontology alignment)
organizes concepts in an ontology into a subsumption hierarchy and assists in de-
tecting potential errors of a modeling ontology. Though this subsumption hierarchy
inevitably benefits ontology modeling, it merely gives two-valued responses, i.e., in-
ferring a concept is subsumed by another concept or not. However, certain pairs
of concepts may share commonality even though they are not subsumed. Thus,
a considerable amount of research effort has been devoted on measuring similarity
of two given concepts, i.e. concept similarity measure.

Basically, a concept similarity measure (abbreviated as CSM) is a function map-
ping from a concept pair to a unit interval (i.e. 0 ≤ x ≤ 1 for any real number x).
The higher the value is mapped to, the more likely similarity of them may hold.
Intuitively, the value 0 can be interpreted as total dissimilarity whereas the value 1
can be interpreted as total similarity or equivalence. Hence, one may regard CSM as
a generalization of the classical reasoning problem of equivalence. It plays a major
role in the discovery of similar concepts in an ontology. For example, it is employed in
bio-medical ontology-based applications to discover functional similarities of gene [2],
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it is often used by ontology alignment algorithms [3]. There is currently a significant
number of measures in DLs. Prominent examples are [4, 5, 6, 7, 8, 9]. However,
these measures are devised based on objective factors. For example, they use the
structure (or the interpretation) of concept descriptions to measure. When these
measures are employed to characterize similar concepts in an ontology, they may lead
to unintuitive results. The following example illustrates that using objective-based
measures may not suffice to answer the agent’s request.

Example 1. An agent A wants to visit a place for doing some active activities. At
that moment, he would like to enjoy walking. Suppose that a place ontology has
been modeled as follows:

ActivePlace v Place u ∃canWalk.Trekking u ∃canSail.Kayaking

Mangrove v Place u ∃canWalk.Trekking

Beach v Place u ∃canSail.Kayaking

canWalk v canMoveWithLegs

canSail v canTravelWithSails

Suppose that a measure used by that Agent A considers merely the objective
aspects, it is reasonable to conclude that both Mangrove and Beach are equally
similar to the concept ActivePlace. However, by taking into account also the agent’s
preferences, Mangrove appears more suitable to his perception of ActivePlace at that
moment. In other words, he will not be happy if an intelligent system happens to
recommend him to go for a Beach.

The example shows that preferences of the agent play a decisive role in the choice
of alternatives. In essence, when the choices of an answer are not totally similar to
a concept in question, a measure may need to be tuned by subjective factors, e.g.
the agent’s preferences. Another example is shown in [10] on the experiment of
the measure sim against Snomed ct1, which is one of the largest and the most
widely used medical ontologies currently available. It reports that roleGroup and
the Snomed ct top concept SCT-Top can unintentionally increase the degree of
similarity. By augmenting that knowledge, the experiment could produce more
accurate outputs. The main purpose of this paper is to investigate the use of concept
similarity measure under the agent’s preferences. As a result, the advantages of our
approach are fourfold (cf. Section 4 and Section 5). Firstly, it formalizes the notion of
concept similarity measure under the agent’s preferences and identifies its desirable
properties. Secondly, inspired by the skeptical and credulous measures in [5], when
used under different agent’s preferences, our theory corresponds to different types
of a rational agent, i.e., it has ordering when used by different agents. Thirdly, it
presents the similarity measure simπ with mathematical proofs on the satisfaction

1 http://bioportal.bioontology.org/ontologies/SNOMEDCT

http://bioportal.bioontology.org/ontologies/SNOMEDCT
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of those properties. Lastly, it presents two algorithmic procedures for implementing
the measure, viz. a top-down and a bottom-up versions of the proposed measure.

Our developed measure simπ is driven by the structural subsumption charac-
terization by means of tree homomorphism. It is worth to mention that Baader
proposes this idea in [11, 12] for ELH w.r.t. an unfoldable TBox, i.e., the subsump-
tion is characterized by means of an existence of a homomorphism in the reverse
direction. The notion of homomorphism degree is originally introduced in [13] and
employed at the heart of similarity measure for EL. This idea is extended at the
heart of concept similarity measure under the agent’s preferences for ELH. Prelim-
inary studies of this applicability are reported in our proceeding papers [14, 15]. It
should be noted that our measure we introduced, i.e. simπ, may look similar to the
measure proposed in [16] in a sense that both are recursive definitions for the same
DL ELH; however, they are radically different. These are caused by the distinction
of their inspirations and we discuss those points in Section 7. Preliminary, empirical
evaluation, and the conclusion are discussed in Section 2, Section 6, and Section 8,
respectively.

2 PRELIMINARIES

In this section, we review the basics of the Description Logic ELH and the problem
of concept similarity measure including the measure sim, which is extended to the
development of simπ (originally introduced in [15]).

2.1 Description Logic ELH

We assume countably infinite sets CN of concept names and RN of role names that
are fixed and disjoint. The set of concept descriptions, or simply concepts, for
a specific DL L is denoted by Con(L). The set Con(ELH) of all ELH concepts can
be inductively defined by the following grammar:

Con(ELH) ::= A | > | C uD | ∃r.C

where > denotes the top concept, A ∈ CN, r ∈ RN, and C,D ∈ Con(ELH). Conven-
tionally, concept names are denoted by A and B, concept descriptions are denoted
by C and D, and role names are denoted by r and s, all possibly with subscripts.

A terminology or TBox T is a finite set of (possibly primitive) concept definitions
and role hierarchy axioms, whose syntax is an expression of the form (A v D) A ≡ D
and r v s, respectively. The set CNdef of defined concept names are concept names
which appear on the left-hand side of a concept definition. Other concepts are
called primitive concept names, denoted by CNpri. A TBox T is called unfoldable if
all concept definitions are unique and acyclic definitions. A concept definition A is
unique if T contains at most one concept definition for A ∈ CNdef and is acyclic if A
is not referred directly or indirectly (via other concept definitions) to itself. For every
primitive concept definition A v D in T , each can be transformed into an equivalent
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one by introducing a fresh concept name A′ via the rule A v D −→ A ≡ A′ u D.
When a TBox T is unfoldable, concept names can be expanded by exhaustively
replacing all defined concept names by their definitions until only primitive concept
names remain. Such concept names are called fully expanded concept names.2

Like primitive definitions, a role hierarchy axiom r v s can be transformed into
a semantically equivalent role definition, by introducing a fresh role name r′ via the
similar rule r v s −→ r ≡ r′ u s. Role names occurring on the left-hand side of
a role definition are called defined role names, collectively denoted by RNdef . All
others are called primitive role names, collectively denoted by RNpri. A set of all r’s
super roles, denoted by Rr, is defined as Rr = {s ∈ RN|r v∗ s} and, r v∗ s if r = s
or ri v ri+1 ∈ T where 1 ≤ i ≤ n, r1 = r, rn = s, and ∗ is a transitive closure.

An interpretation I is a pair I = 〈∆I , ·I〉 where ∆I is a non-empty set repre-
senting the domain of the interpretation and ·I is an interpretation function which
assigns to every concept name A a set AI ⊆ ∆I and to every role name r a binary
relation rI ⊆ ∆I × ∆I . The interpretation function ·I is inductively extended to
ELH concepts in the usual manner:

>I = ∆I ; (C uD)I = CI ∩DI ;

(∃r.C)I =
{
a ∈ ∆I | ∃b ∈ ∆I : (a, b) ∈ rI ∧ b ∈ CI

}
.

An interpretation I is said to be a model of a TBox T (in symbols, I |= T ) if it
satisfies all axioms in T . I satisfies axioms A v C, A ≡ C, and r v s, respectively,
if AI ⊆ CI , AI = CI , and rI ⊆ sI . The main inference problem for ELH is
the subsumption problem. That is, given C,D ∈ Con(ELH) and a TBox T , C is
subsumed by D w.r.t. T (in symbols, C vT D) if CI ⊆ DI for every model I of T .
Furthermore, C and D are equivalent w.r.t. T (in symbols, C ≡T D) if C vT D
and D vT C. When a TBox T is empty or is clear from the context, we omit to
denote T , i.e. C v D or C ≡ D.

Let C ∈ Con(ELH) be a fully expanded concept to the form: P1 u · · · u
Pm u ∃r1.C1 u · · · u ∃rn.Cn, where Pi ∈ CNpri, rj ∈ RN, Cj ∈ Con(ELH) in the
same format, 1 ≤ i ≤ m, and 1 ≤ j ≤ n. The set P1, . . . , Pm and the set
∃r1.C1, . . . ,∃rn.Cn are denoted by PC and EC , respectively, i.e. PC = {P1, . . . , Pm}
and EC = {∃r1.C1, . . . ,∃rn.Cn}. An ELH concept description can be structurally
transformed into the corresponding ELH description tree. The root v0 of the ELH
description tree TC has {P1, . . . , Pm} as its label and has n outgoing edges, each
labeled with Rrj to a vertex vj for 1 ≤ j ≤ n. Then, a subtree with the root vj
is defined recursively relative to the concept Cj. In [11, 12], a characterization of
subsumption for the DL ELH w.r.t. an unfoldable TBox is proposed. Instead of
considering concept descriptions, the so-called ELH description trees corresponding
to those concept descriptions are considered. The subsumption is then characterized
by an existence of a homomorphism in the reverse direction (cf. Theorem 1).

2 In this work, we assume that concept names are fully expanded and the TBox can be
omitted.
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Definition 1 (Homomorphism [11, 12]). An ELH description tree T is a quintuple
(V,E, rt, l, p) where V is a set of vertices, E ⊆ V ×V is a set of edges, rt is the root,

l : V → 2CNpri
is a vertex labeling function, and ρ : E → 2RN is an edge labeling

function. Let T1 and T2 be two ELH description trees, v1 ∈ V1 and v2 ∈ V2, there
exists a homomorphism h from T1 to T2 (written as h : T1 → T2) iff the following
conditions are satisfied:

• h(rt1) = rt2 and l1(v1) ⊆ l2(h(v1)); and

• for each successor w1 of v1 in T1, h(w1) is a successor of h(v1) with ρ1(v1, w1) ⊆
ρ2(h(v1), h(w1)).

Example 2. (Continuation of Example 1) Each primitive definition can be trans-
formed to a corresponding equivalent full definition as follows.

ActivePlace ≡ X u Place u ∃canWalk.Trekking u ∃canSail.Kayaking

Mangrove ≡ Y u Place u ∃canWalk.Trekking

Beach ≡ Z u Place u ∃canSail.Kayaking

where X, Y , and Z are fresh primitive concept names. Similarly, canWalk ≡ t u
canMoveWithLegs and canSail ≡ uucanTravelWithSails, where t and u are fresh prim-
itive role names. In other words, RcanWalk = {t, canMoveWithLegs} and RcanSail =
{u, canTravelWithSails}. Figure 1 depicts TActivePlace, as an illustration.

v0: {X, Place}

v1: {Trekking}

{t, canMoveWithLegs}

v2: {Kayaking}

{u, canTravelWithSails}

Figure 1. The description tree of concept ActivePlace

Theorem 1 ([11, 12]). Let C,D ∈ Con(ELH) and TC and TD be the corresponding
description trees. Then, C v D iff there exists a homomorphism h : TD → TC that
maps the root of TD to the root of TC .

From Example 2, it is also not difficult to find a failed attempt of identifying
a homomorphism mapping the root of TActivePlace to the root of TMangrove, i.e. h :
TActivePlace 6→ TMangrove. Hence, this infers Mangrove 6v ActivePlace by Theorem 1.

2.2 Concept Similarity Measure in DLs

Concept similarity measure (abbreviated as CSM) is a function mapping from a con-
cept pair to a unit interval (0 ≤ x ≤ 1 where x is a real number). The higher the
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value is mapped to, the more likely similarity of that concept pair may hold. In the
following, we have formally defined the notion of CSM in DLs.

Definition 2. Given two concept descriptions C,D ∈ Con(L), a concept similarity
measure w.r.t. a TBox T is a function ∼T : Con(L) × Con(L) → [0, 1] such that
C ∼T D = 1 iff C ≡T D (total similarity) and C ∼T D = 0 indicates total
dissimilarity between C and D.

When a TBox T is clear from the context, we simply write ∼. Furthermore, to
avoid confusion on the symbols, ∼T is used when referring to arbitrary measures.

The measure sim [13, 10] extends Theorem 1 to the case where no such homomor-
phism exists but there is some commonality. Since an extension to sim is presented
in Subsection 4.1 for taking into account the agent’s preferences, the original defi-
nitions of homomorphism degree hd and sim are included here for self-containment.

Definition 3 (Homomorphism Degree [10]). Let TELH be a set of all ELH descrip-
tion trees and TC , TD ∈ TELH correspond to two ELH concept names C and D,
respectively. The homomorphism degree function hd: TELH × TELH → [0, 1] is
inductively defined as follows:

hd(TD, TC) = µ · p-hd(PD,PC) + (1− µ) · e-set-hd(ED, EC) (1)

where µ = |PD|
|PD∪ED|

and | · | represents the set cardinality;

p-hd(PD,PC) =

1, if PD = ∅,
|PD∩PC |
|PD|

, otherwise,
(2)

e-set-hd(ED, EC) =


1, if ED = ∅,

0, if ED 6= ∅ and EC = ∅,∑
εi∈ED

maxεj∈EC {e-hd(εi,εj)}
|ED|

, otherwise

(3)

with εi, εj existential restrictions; and

e-hd(∃r.X,∃s.Y ) = γ(ν + (1− ν) · hd(TX , TY )) (4)

where γ = |Rr∩Rs|
|Rr| and 0 ≤ ν < 1.

The value of ν in Equation (4) determines how important the roles are to be con-
sidered for similarity between two existential restriction information. For instance,
∃canWalk.Trekking and ∃canWalk.Parading for dissimilar nested concepts Trekking
and Parading should not be regarded as entirely dissimilar themselves. If ν is as-
signed the values 0.3, 0.4, 0.5, then e-hd(∃canWalk.Trekking,∃canWalk.Parading) is
0.3, 0.4, 0.5, respectively. This value might vary among applications. In this work,
ν is set to 0.4 for exemplifying the calculation of hd.
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Theorem 2 ([10]). Let C,D ∈ Con(ELH) and TC , TD be their corresponding de-
scription tree, respectively. Then, the following are equivalent:

1. C v D; and

2. hd(TD, TC) = 1.

Using a proof by induction, together with Theorem 1, it is not difficult to ob-
serve the correspondence between the homomorphism degree hd and subsumption.
Intuitively, Theorem 2 describes a property of concept subsumption, i.e. C is a sub-
concept of D if the homomorphism degree of the corresponding description tree TD
to TC is equal to 1, and vice versa.

Definition 4 (ELH Similarity Degree [10]). Let C and D be ELH concept names
and TC , TD be the corresponding description trees. Then, the ELH similarity degree
between C and D (in symbols, sim(C,D)) is defined as follows:

sim(C,D) =
hd(TC , TD) + hd(TD, TC)

2
. (5)

Example 3. (Continuation of Example 2)
For brevity, let ActivePlace, Mangrove, Beach, Place, Trekking, Kayaking, canWalk,
and canSail be abbreviated as AP, M, B, P, T, K, cW, and cS, respectively. Using
Definition 3, the homomorphism degree from TAP to TM, or

hd(TAP, TM) =

(
2

4

)(
1

2

)
+

(
2

4

)(
max{e-hd(∃cW.T,∃cW.T)}

2
+

max{e-hd(∃cS.K,∃cW.T)}
2

)
=

(
2

4

)(
1

2

)
+

(
2

4

)(
1 + 0

2

)
= 0.5.

Similarly, hd(TM, TAP) = 0.67, hd(TAP, TB) = 0.5, and hd(TB, TAP) = 0.67. Thus,
sim(M,AP) = 0.59 and sim(B,AP) = 0.59

3 PREFERENCE PROFILE

We first introduced preference profile (denoted by π) in [14] as a collection of pref-
erential elements in which the development of CSM should be considered. Its first
intuition is to model different forms of preferences (of an agent) based on concept
names and role names. Measures adopted this notion are flexible to be tuned by
an agent and can determine the similarity conformable to that agent’s perception.

The syntax and semantics of each form are given in term of partial functions
because agents may not have preferences over all concept names and role names. We
recommend to devise similarity measures with considerations on preference profile
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if we aim at developing concept similarity measure for general purposes – a measure
based on both subjective and objective factors. Mathematical definitions for each
form of preferences are formally defined as follows.

Definition 5 (Primitive Concept Importance). Let CNpri(T ) be a set of primitive
concept names occurring in T . Then, a primitive concept importance is a partial
function ic : CN→ [0, 2]3, where CN ⊆ CNpri(T ).

For any A ∈ CNpri(T ), ic(A) = 1 captures an expression of normal importance
for A, ic(A) > 1 (and ic(A) < 1) indicates that A has higher (and lower, respectively)
importance, and ic(A) = 0 indicates that A is of no importance to the agent.

Example 4. (Continuation of Example 2) Suppose that an agent A is using a sim-
ilarity measure for querying some names similar to ActivePlace. He concerns that
those names will be similar to ActivePlace if they are places. Thus, the agent can
express this preference as ic(Place) = 2, i.e., values should be higher than 1.

On the other hand, suppose he does not care if those are places or not, he may
express this preference as ic(Place) = 0, i.e., values must be equal to 0.

Definition 6 (Role Importance). Let RN(T ) be a set of role names occurring in T .
Then, a role importance is a partial function ir : RN→ [0, 2], where RN ⊆ RN(T ).

For any r ∈ RN(T ), ir(r) = 1 captures an expression of normal importance
for r, ir(r) > 1 (and ir(r) < 1) indicates that r has higher (and lower, respectively)
importance, and ir(r) = 0 indicates that r is of no importance to the agent.

Example 5 (Continuation of Example 2). Suppose that the agent A wants to enjoy
walking. He may express this preference as ir(canWalk) = 2, i.e., values should be
higher than 1.

Definition 7 (Primitive Concepts Similarity). Let CNpri(T ) be a set of primitive
concept names occurring in T . For A,B ∈ CNpri(T ), a primitive concepts similarity
is a partial function sc : CN×CN→ [0, 1], where CN ⊆ CNpri(T ), such that sc(A,B) =
sc(B,A) and sc(A,A) = 1.

For A,B ∈ CNpri(T ), sc(A,B) = 1 captures an expression of total similarity
between A and B and sc(A,B) = 0 captures an expression of their total dissimilarity.

Example 6 (Continuation of Example 2). Suppose that the agent A believes that
trekking and kayaking invoke similar feeling. Thus, he can express sc(Trekking,
Kayaking) = 0.1, i.e., values should be higher than 0.

3 In the original definition of preference profile, elements in the domains of both ic and
ir are mapped to R≥0, which is a minor error.
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Another example is the similarity of concepts Pet1 and Pet2, in which both are
defined as follows: Pet1 v Dogu∃hasOwned.Human; Pet2 v Catu∃hasOwned.Human.
Here, Dog and Cat are both primitive concept names. Intuitively, Dog and Cat are
similar, then we may attach this knowledge in form of sc in order to yield more
accuracy on the measure.

Definition 8 (Primitive Roles Similarity). Let RNpri(T ) be a set of primitive role
names occurring in T . For r, s ∈ RNpri(T ), a primitive roles similarity is a partial
function sr : RN × RN → [0, 1], where RN ⊆ RNpri(T ), such that sr(r, s) = sr(s, r)
and sr(r, r) = 1.

For r, s ∈ RN(T ), sr(r, s) = 1 captures an expression of total similarity between
r and s and sr(r, s) = 0 captures an expression of their total dissimilarity.

Example 7 (Continuation of Example 2). Suppose that the agent A believes that
moving with legs and traveling with sails invoke similar feeling. He may express
sr(canMoveWithLegs, canTravelWithSails) = 0.1, i.e., values should be higher than 0.

Basically, our motivations of both functions sc and sr are the same, i.e., we aim
at attaching subjective feeling of proximity (about primitive concept names and
primitive role names) into a measure. In DLs, different primitive concept names
(and also primitive role names) are considered to be total dissimilarity even though
they may be recognized as being similar in real-world domains.

Definition 9 (Role Discount Factor). Let RN(T ) be a set of role names occurring
in T . Then, a role discount factor is a partial function d : RN → [0, 1], where
RN ⊆ RN(T ).

For any r ∈ RN(T ), d(r) = 1 captures an expression of total importance on the
role (beyond a corresponding nested concept) and d(r) = 0 captures an expression
of total importance on a nested concept (beyond the correspondent role r).

Example 8 (Continuation of Example 2). Suppose that the agent A does not con-
cern much if places permit to either walk or to sail. He would rather consider on
actual activities which he can perform. Thus, he may express d(canWalk) = 0.3 and
d(canSail) = 0.3, i.e., values should be close to 0.

Definition 10 (Preference Profile). A preference profile, in symbol π, is a quintuple
〈ic, ir, sc, sr, d〉 where ic, ir, sc, sr, and d are as defined above and the default preference
profile, in symbol π0, is the quintuple 〈ic0, ir0, sc0, sr0, d0〉 where
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ic0(A) = 1 for all A ∈ CNpri(T ),

ir0(r) = 1 for all r ∈ RN(T ),

sc0(A,B) = 0 for all (A,B) ∈ CNpri(T )× CNpri(T ),

sr0(r, s) = 0 for all (r, s) ∈ RNpri(T )× RNpri(T ), and

d0(r) = 0.4 for all r ∈ RN(T ).

Intuitively, the default preference profile π0 represents the agent’s preference in
the default manner, i.e., when preferences are not given. That is, every A ∈ CNpri

has normal importance and so does every r ∈ RN. Also, every (A,B) ∈ CNpri ×
CNpri is totally different and so does every (r, s) ∈ RNpri × RNpri. Lastly, every
r ∈ RN is considered 0.4 importance for the similarity of two existential restriction
information. It is interesting to note that changes in the definition of the default
preference profile yield different interpretations of the default preference and thereby
may produce a different degree of similarity under the default manner. As for its
exemplification, the value 0.4 is used by d0 to conform with the value of ν used in
this work.

In this work, a preference profile of an agent is denoted by subscribing that agent
below π, e.g., πA represents a preference profile of the agent A.

4 SIMILARITY MEASURE UNDER PREFERENCE PROFILE

A numerical value determined by CSM indicates a degree of similarity of two concept
descriptions w.r.t. the sole objective aspects. That is, either their structures or their
interpretations are similar (cf. Section 7). For example, sim(ActivePlace,Mangrove)
= 0.59 and sim(ActivePlace,Beach) = 0.59 indicates that the similarity of ActivePlace
and Mangrove, and that of ActivePlace and Beach are equivalently 59 %. However,
this information may not be useful for the agent to make decisions.

In this section, we present a conceptual notion for concept similarity measure
under the agent’s preferences (originally introduced in [15]) and its desirable prop-
erties. We also present the measure simπ by adopting preference profile onto the
measure sim. Our first intuition is to exemplify the applicability of preference pro-
file onto an arbitrary existing measure. This shows that our proposed notion of
preference profile can be considered as a collection of noteworthy aspects for the
development of concept similarity measure under the agent’s preferences.

Definition 11. Given a preference profile π, two concepts C,D ∈ Con(L), and
a TBox T , a concept similarity measure under preference profile w.r.t. a TBox T is
a function

π∼T : Con(L)× Con(L)→ [0, 1].

When a TBox T is clear from the context, we simply write
π∼. Furthermore, to

avoid confusion on the symbols,
π∼T is used when referring to arbitrary measures.
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The notion
π∼ may be informally read as the computation of ∼ is influenced by π.

That informal interpretation shapes our intuition to consider this kind as a gener-
alization of CSM in DLs. With adopting of this viewpoint of the interpretation, we
can agree that simπ (Subsection 4.1) is informally interpreted as we compute sim
(Definition 4) under an existence of a given π.

Basically, the notion
π∼ is a function mapping a pair of two concept descriptions

w.r.t. a particular π to a unit interval. We identify a property called preference in-
variance w.r.t. equivalence in our preliminary study [15]. Now, we aim at identifying

more important properties of
π∼. We start by investigating important properties of

CSM existing in the literature (e.g. [16, 9]). Our primary motivation is to identify

CSM’s properties which are also reasonable for
π∼. The following collects funda-

mental properties for the introduced concept similarity measure under preference
profile. They can be used to answer the question What could be good preference-
based similarity measures? In other words, any preference-based measures satisfying
the fundamental properties are considered to be good ones.

Formally, let C,D,E ∈ Con(L) and Π be a countably infinite set of preference

profile. Then, we call a concept similarity measure under preference profile
π∼ is:

1. symmetric iff ∀π′ ∈ Π : (C
π′
∼ D = D

π′
∼ C);

2. equivalence invariant iff C ≡ D =⇒ ∀π′ ∈ Π : (C
π′
∼ E = D

π′
∼ E);

3. structurally dependent iff for any finite sets of concepts C1 and C2 with the
following conditions:

• C1 ⊆ C2,

• concepts A,B 6∈ C2,

• ic(Φ) > 0 if Φ is primitive and Φ ∈ C2, and

• ir(ϕ) > 0 if Φ is existential, i.e. Φ := ∃ϕ.Ψ, and Φ ∈ C2,

the concepts C :=
d

(C1 ∪ {A}), D :=
d

(C1 ∪ {B}), E :=
d

(C2 ∪ {A}) and

F :=
d

(C2 ∪ {B}) fulfill the condition ∀π′ ∈ Π : (C
π′
∼ D ≤ E

π′
∼ F ); and

4. preference invariant w.r.t. equivalence iff C ≡ D ⇐⇒ ∀π′ ∈ Π : C
π′
∼ D = 1.

Next, we discuss the underlying intuitions of each property subsequently. We
note that the properties 1 to 3 are adopted from [16, 9]. However, to the best of
our knowledge, the property 4 is first time introduced for concept similarity measure
under preference profile in this work (originally introduced in [15]).

Let Π be a countably infinite set of preference profile. In the following, we
discuss the intuitive interpretation of each property. Firstly, symmetry states that
an order of concepts in question does not influence the notion

π∼ for any π ∈ Π. For
instance, Mangrove

π∼ Beach = Beach
π∼ Mangrove. This property is controversial

as cognitive sciences believes that similarity is asymmetric. However, substantial
work in DLs [16, 10, 17, 6, 8, 9, 7, 15, 5] prefers symmetry (merely [4, 18] prefer
asymmetry). Here, we also agree on the symmetry because axiomatic information
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in TBox is not dynamically changed. Furthermore, the notion of preference profile
studied in this work is also static, i.e., it can be changed merely by tuning.

Secondly, equivalence invariance (alternatively called equivalence soundness [9]
in the context of dissimilarity measure) states that if two concepts C and D are
logically equivalent, then measuring the similarity of each toward the third concept E
w.r.t. any π ∈ Π must be the same. For instance, let C ≡ ∃canWalk.Trekking and
D ≡ ∃canWalk.Trekking. It is clear that C and D are logically equivalent. Therefore,
let E ∈ Con(L), C

π∼ E = D
π∼ E for any π ∈ Π.

Thirdly, the notion of structural dependence is originally introduced by Tversky
in [19]. Later, the authors of [16] collect it as another important properties for
CSM in their work. Basically, in Tversky’s model, an object is considered as a set of
features. Then, the similarity of two objects is measured by the relationship between
a number of common features and a number of different features. Extending this
idea to

π∼ gives the meaning that the similarity of two concepts C,D increases if
a more number of equivalent concepts is shared and each is considered important.

Lastly, preference invariance w.r.t. equivalence states that if two concepts are
logically equivalent, then the similarity degree of two concepts under preference
profile π is always one for every π ∈ Π, and vice versa. Taking the negation both
sides, this means C 6≡ D ⇐⇒ ∃π ∈ Π : C

π∼ D 6= 1. For instance, let C ≡
∃canWalk.Trekking and D ≡ ∃canWalk.Parading. It is clear that C and D are not
logically equivalent, then taking π = π0 obtains C

π0∼ D 6= 1; though, taking π = π1
where sc(Trekking,Parading) = 1 is defined in π1 yields C

π1∼ D = 1.
There are several properties which are not considered as fundamental properties

of concept similarity measure under preference profile because the behaviors may not
obey their properties when used under non-default preference profiles, e.g. reverse
subsumption preserving. In [16], a measure ∼ satisfies the reverse subsumption
preserving iff, for any concepts C,D, and E, C v D v E =⇒ C ∼ E ≤ D ∼ E.
The property states that the similarity of D and E is higher than the one of C
and E because E is closer to D than C. To refute it, we need only one preference
profile π such that the implication does not hold (cf. Example 9), i.e., to show that

(C v D v E) and ∃π ∈ Π : (C
π∼ E > D

π∼ E).

Example 9. Suppose concepts A1,A2,A3, and A4 are primitive. Query describes
features of an item that an agent is searching for. Item1 and Item2 are items, which
compose of features A1,A2,A3 and A1,A2,A3,A4, respectively.

Query v A1 u A2

Item1 v A1 u A2 u A3

Item2 v A1 u A2 u A3 u A4

The ontology shows the hierarchy: Item2 v Item1 v Query. By taking sc(A2,A4)

= 1, it is reasonable to conclude that Item2
π∼ Query > Item1

π∼ Query due to an
increased number of totally similar concepts.
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Our proceeding paper [5] studies CSM for the DL FL0. In this paper, we
suggest two measures, viz. the skeptical measure ∼s and the credulous measure ∼c,
which are derived from the known structural characterization subsumption through
inclusion of regular languages. This fact exhibits that there is not a unique CSM
for similarity-based applications. Which CSMs should be used depends on concrete
applications, especially the type of a rational agent. For example, when employing
the notion ∼ to a query answering system, a credulous agent may want to see
answers as much as possible; hence, the measure ∼c is employed. On the other
hand, a skeptical agent would like to see sufficient relevant answers; hence, the
measure ∼s is employed. This idea is generalized and is extended toward the notion
π∼ to be used under different agent’s profiles. In essence, if an arbitrary concept
similarity measure under preference profile

π∼ is fixed, measuring the similarity of
two concepts under different preference profiles may yield different values.

Definition 12. Let Π be a countably infinite set of preference profile and π1, π2 ∈ Π.
For any fixed measure

π∼, the concept similarity measure under π1 is more skeptical
than π2 (denoted by

π1∼ � π2∼) if C
π1∼ D ≤ C

π2∼ D for all C,D ∈ Con(L).

4.1 The Measure simπ

To develop an instance of
π∼, we generalize sim for all aspects of preference profile.

As a result, the new measure simπ is also driven by the structural subsumption
characterization by means of tree homomorphism for the DL ELH.

We start by presenting each aspect of preference profile in term of total functions
in order to avoid computing on null values. A total importance function is firstly
introduced as î : CNpri ∪RN→ [0, 2] based on the primitive concept importance and
the role importance.

î(x) =


ic(x), if x ∈ CNpriand ic is defined on x,

ir(x), if x ∈ RN and ir is defined on x,

1, otherwise.

(6)

A total similarity function is also presented as ŝ : (CNpri × CNpri) ∪ (RNpri ×
RNpri) → [0, 1] using the primitive concepts similarity and the primitive roles simi-
larity.

ŝ(x, y) =



1, if x = y,

sc(x, y), if (x, y) ∈ CNpri × CNpri and sc is defined on (x, y),

sr(x, y), if (x, y) ∈ RNpri × RNpri and sr is defined on (x, y),

0, otherwise.

(7)
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Similarly, a total role discount factor function4 is presented in the following in
term of a function d̂ : RN→ [0, 1] based on the role discount factor.

d̂(x) =

d(x), if d is defined on x,

0.4, otherwise.
(8)

The next step is to generalize the notion of homomorphism degree hd (Defini-
tion 3). Let C,D ∈ Con(ELH) and r, s ∈ RN. Also, let TC , TD,PC , PD, EC , ED, Rr,
andRs be as defined in Subsection 2.2. The homomorphism degree under preference
profile π from TD to TC can be formally defined in Definition 13.

Definition 13. Let TELH be a set of all ELH description trees, and π = 〈ic, ir, sc, sr,
d〉 be a preference profile. The homomorphism degree under preference profile π is
a function hdπ : TELH ×TELH → [0, 1] defined inductively as follows:

hdπ(TD, TC) = µπ(PD, ED) ·p-hdπ(PD,PC)+(1−µπ(PD, ED)) ·e-set-hdπ(ED, EC) (9)

where

µπ(PD, ED) =


1, if

∑
A∈PD î(A) +

∑
∃r.X∈ED î(r) = 0,∑

A∈PD
î(A)∑

A∈PD
î(A)+

∑
∃r.X∈ED

î(r)
, otherwise;

(10)

p-hdπ(PD,PC) =



1, if
∑

A∈PD î(A) = 0,

0, if
∑

A∈PD î(A) 6= 0,

and
∑

B∈PC î(B) = 0,∑
A∈PD

î(A)·maxB∈PC {ŝ(A,B)}∑
A∈PD

î(A)
, otherwise;

(11)

e-set-hdπ(ED, EC) =



1, if
∑
∃r.X∈ED î(r) = 0,

0, if
∑
∃r.X∈ED î(r) 6= 0

and
∑
∃s.Y ∈EC î(s) = 0,

∑
∃r.X∈ED

î(r)·maxεj∈EC {e-hd
π(∃r.X,εj)}∑

∃r.X∈ED
î(r)

, otherwise;

(12)

where εj is an existential restriction; and

e-hdπ(∃r.X,∃s.Y ) = γπ(r, s) · (d̂(r) + (1− d̂(r)) · hdπ(TX , TY )) (13)

4 We set the default value to 0.4 to comply with the default value of π0.
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where

γπ(r, s) =

1, if
∑

r′∈Rr î(r
′) = 0,∑

r′∈Rr î(r
′)·maxs′∈Rs{ŝ(r

′,s′)}∑
r′∈Rr î(r

′)
, otherwise.

(14)

Intuitively, the function hdπ (Equation (9)) is defined as the weighted sum of
the degree under preferences of the vertex set commonalities (p-hdπ) and the degree
under preferences of edge condition matching (e-set-hdπ). Equation (11) calculates
the average of the best matching under preferences of primitive concepts in PD.
Equation (13) calculates the degree under preferences of a potential homomorphism
of a matching edge. If edge labels share some commonalities under preferences
(Equation (14)), i.e. 0 < γπ ≤ 1, then part of the edge matching is satisfied; but the
successors’ labels and structures have yet to be checked. This is defined recursively
as hdπ(TX , TY ) in Equation (13). Equation (12) calculates the best possible edge
matching under preferences of each edge in ED and returns the average thereof.

The weight µπ in Equation (9) determines how important the primitive concept
names are to be considered for preference-based similarity. For the special case where
D = >, i.e. PD = ED = ∅, µπ is irrelevant as T> is the smallest ELH description
tree and hdπ(T>, TC) = 1 for all concepts C.

It is to be mentioned that the function hdπ may look similar to simid as both are
recursive definitions for the same DL ELH. However, they are obviously different
caused by the distinction of their inspirations and their viewpoints of the develop-
ment. While hdπ is inspired by the homomorphism-based structural subsumption
characterization, simid is inspired by the Jaccard Index [20]. Technically speaking,
simid employs t-conorm instead of fixing an operator. However, unlike simid, the
use of µπ for determining how primitive concepts are weighted and the use of γπ for
determining the proportion of shared super roles are employed. Furthermore, simid
is originated from the viewpoint of CSM, thus some aspects of preference profile are
missed; though some may exist. We continue the discussion in Section 7.

The function hdπ yields a numerical value that represents structural similarity
w.r.t. a particular profile π of a concept against another concept. As both directions
constitute the degree of two concepts being equivalent, the measure simπ is also
defined by means of these two directional computations.

Definition 14. Let C,D ∈ Con(ELH), TC and TD be the corresponding description
trees, and π = 〈ic, ir, sc, sr, d〉 be a preference profile. Then, the ELH similarity
measure under preference profile π between C and D (denoted by simπ(C,D)) is
defined as follows:

simπ(C,D) =
hdπ(TC , TD) + hdπ(TD, TC)

2
. (15)

Intuitively, the degree of similarity under a certain π is the average of the de-
gree of having homomorphism under the same π in both directions. Note that
ones may also argue to calculate the value by using alternative binary operators
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accepting unit intervals, e.g. based on the multiplication (in symbols, mul-simπ) on
both directions of hdπ or the root mean square (in symbols, rms-simπ) on values of
both directions [13]. Unfortunately, those give unsatisfactory values for the extreme

cases. For example, mul-simπ(A,>) = 0 × 1 = 0 and rms-simπ(A,>) =
√

02+12

2
=

0.707, whereas simπ(A,>) = 0+1
2

= 0.5. Since mul-simπ(C,D) ≤ simπ(C,D) ≤
rms-simπ(C,D) for any concepts C and D, we believe that the average-based def-
inition given above is the most appropriate method. Based on this form, simπ is
basically considered as a generalization of sim which determines similarity under
preference profile, i.e., behavioral expectation of the measure will conform to the
agent’s perception.

We present an example about the calculation of simπ in the following.

Example 10. (Continuation of Example 1) Let enrich the example. Assume the
agent A’s preference profile is defined as follows: (i) ic(Place) = 2; (ii) ir(canWalk) =
2; (iii) sc(Trekking,Kayaking) = 0.1; (iv) sr(canMoveWithLegs, canTravelWithSails) =
0.1; (v) d(canWalk) = 0.3 and d(canSail) = 0.3. Let ActivePlace, Mangrove, Beach,
Place, Trekking, Kayaking, canWalk, and canSail be rewritten shortly as AP, M, B, P,
T, K, cW, and cS, respectively. Using Definition 13,

hdπ(TAP, TM) =

(
3

6

)
· p-hdπ(PAP,PM) +

(
3

6

)
· e-set-hdπ(EAP, EM)

=

(
3

6

)
·
(
i(X) ·max{s(X, Y ), s(X,P)}+ i(P) ·max{s(P, Y ), s(P,P)}

i(X) + i(P)

)
+

(
3

6

)
· e-set-hdπ(EAP, EM)

=

(
3

6

)(
1 ·max{0, 0}+ 2 ·max{0, 1}

1 + 2

)
+

(
3

6

)
· e-set-hdπ(EAP, EM)

=

(
3

6

)(
2

3

)
+

(
3

6

)[
i(cW) ·max{e-hdπ(∃cW.T, ∃cW.T)}+ 1 ·max{0.019}

i(cW) + i(cS)

]
=

(
3

6

)(
2

3

)
+

(
3

6

)[
2 ·max{(1)(0.3 + 0.7(1))}+ 1 ·max{0.019}

i(cW) + i(cS)

]
=

(
3

6

)(
2

3

)
+

(
3

6

)[
(2)(1) + (1)(0.019)

2 + 1

]
≈ 0.67

Similarly, we obtain hdπ(TM, TAP) = 0.80. Hence, simπ(M,AP) ≈ 0.74 by Defini-
tion 14. Furthermore, using Definition 13, hdπ(TAP, TB) ≈ 0.51 and hdπ(TB, TAP) =
0.75. Hence, simπ(B,AP) ≈ 0.63 by Definition 14.
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The fact that simπ(M,AP) > simπ(B,AP) corresponds with the agent A’s needs
and preferences.

4.2 Properties of simπ

Previously, we theorize a set of desirable properties that a concept similarity measure
under preference profile should satisfy and formally introduce the measure simπ. In
this subsection, we provide mathematical proofs for the properties of simπ. This gives
many benefits to the users of simπ since they can predict its expected behaviors.

Lemma 1. For TD, TC ∈ TELH, hdπ0(TD, TC) = hd(TD, TC).

Proof. (Sketch) Recall by Definition 10 that the default preference profile π0 is
the quintuple 〈ic0, ir0, sc0, sr0, d0〉. Also, suppose a concept name D is of the form:
P1 u · · · u Pm u ∃r1.D1 u · · · u ∃rn.Dn, where Pi ∈ CNpri, rj ∈ CN, Dj ∈ Con(ELH),
1 ≤ i ≤ m, 1 ≤ j ≤ n, P1 u · · · u Pm is denoted by PD, and ∃r1.D1 u · · · u ∃rn.Dn

is denoted by ED. Let d be the depth of TD. We prove that, for any d ∈ N,
hdπ0(TD, TC) = hd(TD, TC) by induction on d.

When d = 0, we know that D = P1 u · · · u Pm. To show that hdπ0(TD, TC) =
hd(TD, TC), we need to show that µπ0 = µ and p-hdπ0(PD,PC) = p-hd(PD,PC). Let
us derive as follows:

µπ0 =

∑
A∈PD î(A)∑

A∈PD î(A) +
∑
∃r.X∈ED î(r)

=

∑m
i=1 1∑m

i=1 1 + 0
=

m

m+ 0
= µ.

Furthermore, we only need to show
∑

A∈PD max{ŝ(A,B) : B ∈ PC} = |PD ∩ PC |
in order to show p-hdπ0(PD,PC) = p-hd(PD,PC). We know that sc0 maps name
identity to 1 and otherwise to 0. Thus,

∑
A∈PD max{ŝ(A,B) : B ∈ PC} = |{x : x ∈

PD and x ∈ PC}| = |PD ∩ PC |.
We must now prove that if hdπ0(TD, TC) = hd(TD, TC) holds for d = h − 1

where h > 1 and D = P1 u · · · u Pm u ∃r1.D1 u · · · u ∃rn.Dn then hdπ0(TD, TC) =
hd(TD, TC) also holds for d = h. To do that, we have to show e-set-hdπ0(ED, EC) =
e-set-hd(ED, EC). This can be done by showing in the similar manner that γπ0 = γ
and hdπ0(TX , TY ) = hd(TX , TY ) from e-hdπ0(∃r.X,∃s.Y ) = e-hd(∃r.X,∃s.Y ), where
∃r.X ∈ ED and ∃s.Y ∈ EC . Consequently, it follows by induction that, for TD, TC ∈
TELH, hdπ0(TD, TC) = hd(TD, TC). �

Theorem 3. Let C,D ∈ Con(ELH), simπ0(C,D) = sim(C,D).

Proof. It immediately follows from Lemma 1, Definition 4, and Definition 14. �

Theorem 3 tells us that simπ is backward compatible in the sense that using
simπ with π = π0, i.e. simπ0 , coincides with sim. Technically speaking, simπ0 can be
used to handle the case of similar concepts regardless of the agent’s preferences.

Theorem 4. simπ is symmetric.
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Proof. Let Π be a countably infinite set of preference profile. Fix any π ∈ Π and
C,D ∈ Con(ELH), we have simπ(C,D) = simπ(D,C) by Definition 14. �

Theorem 5. simπ is equivalence invariant.

Proof. Let Π be a countably infinite set of preference profile. Fix any π ∈ Π and
C,D,E ∈ Con(ELH), we show C ≡ D =⇒ simπ(C,E) = simπ(D,E).

Suppose C ≡ D, i.e. C v D and D v C, then we know there exists a homomor-
phism h1 : TD → TC which maps the root of TD to the root of TC and h2 : TC → TD
which maps the root of TC to the root of TD, respectively, by Theorem 1. This
means TC = TD. Thus, simπ(C,E) = simπ(D,E). �

Theorem 6. simπ is structurally dependent.

Proof. (Sketch) Let Π be a countably infinite set of preference profile. Fix any
π ∈ Π and any finite sets of concepts C1 and C2 with the following conditions:

1. C1 ⊆ C2;

2. concepts A,B 6∈ C2;

3. ic(Φ) > 0 if primitive Φ ∈ C2;

4. ir(ϕ) > 0 if existential ∃ϕ.Ψ ∈ C2.

Suppose C :=
d

(C1 ∪{A}), D :=
d

(C1 ∪{B}), E :=
d

(C2 ∪{A}) and F :=
d

(C2 ∪
{B}) where C1 = {P1, . . . , Pm, ∃r1.P ′1, . . . ,∃rn.P ′n} and C2 = {P1, . . . , Pi,∃r1.P ′1, . . . ,
∃rj.P ′j}, w.l.o.g. we show simπ(C,D) ≤ simπ(E,F ) by following two cases.

Suppose m ≤ i, n = j, and A, B be primitives, we have p-hdπ(PC ,PD) =∑
P∈PC

ic(P )∑
P∈PC

ic(P )+ic(A)
, p-hdπ(PD,PC) =

∑
P∈PD

ic(P )∑
P∈PD

ic(P )+ic(B)
, p-hdπ(PE,PF ) =

∑
P∈PE

ic(P )∑
P∈PE

ic(P )+ic(A)
,

and p-hdπ(PF ,PE) =
∑
P∈PF

ic(P )∑
P∈PF

ic(P )+ic(B)
.

Since m ≤ i, we know p-hdπ(PC , PD) ≤ p-hdπ(PE,PF ) and p-hdπ(PD,PC) ≤
p-hdπ(PF ,PE). This infers simπ(C,D) ≤ simπ(E,F ).

Suppose m = i, n ≤ j, and A,B be existentials, then with the similar man-
ner, we can show e-set-hdπ(EC , ED) ≤ e-set-hdπ(EE, EF ) and e-set-hdπ(ED, EC) ≤
e-set-hdπ(EF , EE). This also infers simπ(C,D) ≤ simπ(E,F ).

Therefore, we have shown simπ(C,D) ≤ simπ(E,F ). �

Lemma 2. Let TD, TC ∈ TELH and Π be a countably infinite set of preference
profile. Then, hd(TD, TC) = 1⇐⇒ ∀π ∈ Π : hdπ(TD, TC) = 1.

Proof. Let Π be a countably infinite set of preference profile and π0 be the default
preference profile. Fix any π ∈ Π, we show hd(TD, TC) = 1⇐⇒ hdπ(TD, TC) = 1.

(⇒) hd(TD, TC) = 1 implies that there exists a homomorphism h : TD → TC which
maps the root of TD to the root of TC . Consequently, any setting on π does not
influence the calculation on hdπ(TD, TC).
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(⇐) In particular, it suffices to show hdπ0(TD, TC) = 1 =⇒ hd(TD, TC) = 1. By
Lemma 1, it is the case that hd(TD, TC) = 1.

�

Theorem 7. simπ is preference invariant w.r.t. equivalence.

Proof. (Sketch) Let C,D ∈ Con(ELH) and Π be a countably infinite set of prefer-
ence profile. Fix any π ∈ Π, we show C ≡ D ⇐⇒ simπ(C,D) = 1.

(⇒) Assume C ≡ D, we need to show simπ(C,D) = 1. By Theorem 2, we know
C ≡ D ⇐⇒ sim(C,D) = 1. With the usage of Lemma 2, Definition 4, and
Definition 14, we can derive simπ(C,D) = 1.

(⇐) This can be shown similarly as in the forward direction.

�

Theorem 4 to 7 spells out that simπ satisfies all fundamental properties of concept
similarity measure under preference profile.

Another important property of simπ is that there exists an algorithmic procedure
whose execution time is upper bounded by a polynomial expression in the size of
the description trees (Theorem 8).

Theorem 8. Assume that a value from any preference functions is retrieved in
O(1). Given C,D ∈ Con(ELH), simπ(C,D) ∈ O(|VC | · |VD|) where VC and VD are
set of vertices of the description trees TC and TD, respectively.

Proof. (Sketch) Let C,D ∈ Con(ELH), π be any preference profile, and TC , TD be
corresponding description trees. By Definition 14, we show hdπ(TC , TD) ∈ O(|VC | ·
|VD|) and hdπ(TD, TC) ∈ O(|VD| · |VC |). W.l.o.g. it suffices to show merely hdπ

(TC , TD) ∈ O(|VC | · |VD|), i.e., we show the computation of each composing part is
upper bounded by |VC | · |VD|. �

Definition 12 suggests that different preference profile settings represent different
types of a rational agent. An easy characterization is observed from the aspect of
role discount factor (d). Intuitively, when the settings ic, ir, sc, and sr defined by
two rational agents A, B are the same, the agent which defines the lower d on
every r ∈ RN is always more skeptical. For instance, if dA(canWalk) = 0.3 and
dB(canWalk) = 0.4, then simπA(∃canWalk.Trekking,∃canWalk.Parading) = 0.3 and
simπB(∃canWalk.Trekking,∃canWalk.Parading) = 0.4. This is clear that the agent A
is more skeptical than the agent B.

Proposition 1. Let Π be a countably infinite set of preference profile and π1, π2 ∈ Π
such that π1 = 〈ic1, ir1, sc1, sr1, d1〉, π2 = 〈ic2, ir2, sc2, sr2, d2〉, and RN be a set of role names.
The following holds:

∀r ∈ RN : (d1(r) ≤ d2(r)) =⇒≡ � simπ1 � simπ2

for fixed functions ic1 = ic2, i
r
1 = ir2, s

c
1 = sc2, and sr1 = sr2.
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5 IMPLEMENTATION METHODS OF SIMπ

Theorem 8 tells us that simπ can be computed in the polynomial time. This section
exhibits two algorithmic procedures of simπ belonging to that class.

5.1 Top-Down Implementation of simπ

Algorithm 1 Pseudo code for hdπ using top-down fashion

1: function hdπ(TD, TC , π)
2: return (µπ(TD, π) × p-hdπ(PD,PC , π)) + ((1 − µπ(TD, π)) ×

e-set-hdπ(ED, EC , π))
3: end function
4:

5: function e-set-hdπ(ED, EC , π)
6: if

∑
ir(ED, π) = 0 then

7: return 1
8: else if

∑
ir(EC , π) = 0 then

9: return 0
10: else
11: w ← 0
12: for ∃r.X ∈ ED do
13: m← 0
14: for ∃s.Y ∈ EC do
15: e← e-hdπ(∃r.X,∃s.Y, π)
16: if e > m then
17: m← e
18: end if
19: end for
20: w ← w + (m× î(r))
21: end for
22: return w/

∑
ir(PD, π)

23: end if
24: end function
25:

26: function e-hdπ(∃r.X,∃s.Y, π)
27: return γπ(r, s, π)× (d̂(r) + ((1− d̂(r))× hdπ(TX , TY , π)))
28: end function

Algorithm 1 presents the top-down approach for simπ implementation. Due to
the limited space, we omit to show Algorithm 1 in details. The reader may easily
observe that the time efficiency of Algorithm 1 is quintic because the computation
of p-hdπ is quadratic and e-set-hdπ contains double nested loops which indirectly
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make recursive calls to hdπ. It is also not difficult to observe that the number of
recursive calls is upper bounded by the height of the description trees.

It is worth to mention that using hdπ requires concept descriptions to be trans-
formed into ELH description trees. Taking this as an advantage, the next subsection
introduces an alternative way to compute hdπ from bottom to up, which is approxi-
mately three times faster than the counterpart top-down approach in the worst case
(cf. Subsection 6.1 for useful discussion).

5.2 Bottom-Up Implementation of simπ

Rather than computing (possibly duplicated) value of hdπ again and again, Algo-
rithm 2 employs the classical bottom-up version of dynamic programming technique
to compute hdπ of the smaller subtrees and records the results in a table (see the
variable result[·][·] in Algorithm 2) from which a solution to the original compu-
tation of hdπ can be then obtained (cf. at line No. 20, the function returns value
result[0][0]).

To compute hdπ from bottom to up, we need to know the height of the trees
in advance. For Algorithm 2, we employ breath-first search algorithm (denoted by
BFS) to determine the height of each description tree (cf. line No. 4 and 5 of the
algorithm). Algorithm 2 reuses the methods µπ, p-hdπ, e-set-hdπ, γπ,

∑
ic, and

∑
ir

from Algorithm 1 and provides pseudo code for e-hdπ since it is merely overridden.
What is the time complexity of Algorithm 2? It should be quintic because the

algorithm considers the similarity of all the different pairs of two concept names
for h times (cf. line No. 6). More formally, we know result[Tγ][Tλ] ∈ O(v2) where
v denotes the set cardinality of Px (and Ex) for any description tree x. Let m(i) and
n(i) be the number of nodes on level i of description trees D and C, respectively.
Then, the number of times operation result[·][·] is executed (say C) is equal to:

C =
h−1∑
i=0

m(i)∑
j=0

n(i)∑
k=0

v2

= v2
h−1∑
i=0

m(i)∑
j=0

n(i)∑
k=0

1

= v2
h−1∑
i=0

m(i)∑
j=0

(n(i) + 1)

= v2
h−1∑
i=0

(n(i) + 1)(m(i) + 1)

= v2
[
[(n(0) + 1)(m(0) + 1)] + [(n(1) + 1)(m(1) + 1)]

+ . . .+ [(n(h− 1) + 1)(m(h− 1) + 1)]
]
.
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Algorithm 2 Pseudo code for hdπ using bottom-up fashion

1: Initialize a global result[·][·] to store the degree of similarity between 2 concepts.
2:

3: function hdπ(TD, TC , π)
4: Map < Z,List < T >> mapD ← BFS(TD) . mapD stores nodes on each

level of TD
5: Map < Z,List < T >> mapC ← BFS(TC) . mapC stores nodes on each

level of TC
6: h← mapD.size()
7: for i = h− 1 to 0 do
8: List < T > listTΓ ← mapD.get(i)
9: List < T > listTΛ ← mapC .get(i)

10: for Tγ ∈ listTΓ do
11: for listTΛ 6= null and Tλ ∈ listTΛ do
12: if i = h− 1 then
13: result[Tγ][Tλ]← p-hdπ(Pγ,Pλ, π)
14: else
15: result[Tγ][Tλ]← (µπ(Tγ, π)× p-hdπ(Pγ,Pλ, π))

+ ((1− µπ(Tγ, π))× e-set-hdπ(Eγ, Eλ, π))
16: end if
17: end for
18: end for
19: end for
20: return result[0][0]
21: end function
22:

23: function e-hdπ(∃r.X,∃s.Y, π)
24: hd′ ← result[TX ][TY ]
25: if hd′ = null then
26: hd′ ← 0
27: end if
28: return γπ(r, s, π)× (d̂(r) + ((1− d̂(r))× hd′))
29: end function

Thus, the algorithm makes the similar number of operations as Algorithm 1, plus
an additional amount of extra space. On the positive side, the algorithm has never
recursively invoked itself to determine the similarity of different pairs of nested
concepts, i.e., it directly uses values stored in the table. The algorithm also shows
that computing the similarity of nodes from level i, where i is greater than the
minimum height of description trees (cf. the condition listTΛ ! = null at line No. 11),
is irrelevant to the computation.

Algorithm 2 does work productively in an environment where recursion is fairly
expensive. For example, imperative languages, such as Java, C, and Python, are
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typically faster if using a loop and slower if doing a recursion. On the other hand,
for some implementations of functional programming languages, iterations may be
very expensive and recursion may be very cheap. In many implementations of them,
recursion is transformed into a simple jump but changing the loop variables (which
are mutable) requires heavy operations. Subsection 6.1 reports that the practical
performance agrees to this theoretical analysis that the bottom-up approach is more
efficient when implemented by imperative languages, such as Java.

6 EMPIRICAL EVALUATION

This section evaluates the practical performance of both algorithms against sim5,
reassures pragmatically the backward compatibility of simπ under π0 (Theorem 3
already proves this), and discusses the applicability of simπ in potential use cases.

6.1 Performance Analysis and Backward Compatibility of simπ

Both versions of simπ (cf. Subsection 5.1 and Subsection 5.2) are implemented in
Java version 1.8 with the usage of Spring Boot version 1.3.3.RELEASE. All the
dependencies are managed by Apache Maven version 3.2.5. We also implement unit
test cases along with the development of both versions to verify the correctness
of their behaviors. In the current state (when we are writing this paper), there
are 111 unit test cases. All of them are written to cover important parts of both
implementations.

To perform benchmarking, we have selected Snomed ct as a test ontology.
As mentioned in the introduction, it is one of the largest and the most widely
used medical ontologies currently available, and also, is expressible in ELH. In
our experiments, we employ a Snomed ct ontology version from January 2005
(hitherto referred as OSnomed) which contains 379 691 concept names and 62 role
names. Moreover, each defined concept is categorized into the 18 mutually exclusive
top-level concepts. In the sense of subsumption relation, concepts belonging to the
same category should be more similar than those belonging to different categories.

For our experiments, we used a 2.4 GHz Intel Core i5 with 8 GB RAM under
OS X El Capitan. Unfortunately, the overall number of concept pairs in OSnomed is
approximately 1011. Suppose an execution of simπ takes around a millisecond, we
still need around 1 158 days in order to complete the entire ontology. According to
this reason, we consider 2 out of 18 categories, viz. Clinical Finding and Procedure,
although there are more category pairs. Then, we randomly select 0.5 % of Clinical
Finding, i.e. 206 concepts, denoted by C′1. After that, we randomly select the same
number of concepts from Procedure, i.e. 206 concepts, denoted by C′2. This sampled
set is denoted by O′Snomed, i.e. O′Snomed = C′1 ∪ C′2. Then, we create three test
datasets from this sampled set, viz. C′1 ×C′1, C′1 ×C′2, and C′2 ×C′2.

5 We have re-implemented sim (proposed in [10]) based on the same technologies and
techniques as simπ.
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Firstly, we estimate the practical performance of the top-down fashion. For each
concept pair in each set, we

1. employ the default preference profile π0 on (top-down) simπ;

2. measure the similarity of concepts in O′Snomed by peeking on OSnomed to help
unfolding;

3. repeat the previous step with (top-down) sim;

4. repeat steps 2.–3. three times and calculate the statistical results (in millisec-
onds).

Results are gathered in Table 1. We note that avg, max, and min represent the
execution time for measuring similarity of a concept pair in the average case, in the
worst case, and in the best case, respectively.

Pairs Number of Pairs
sim

(avg/max/min)
simπ0

(avg/max/min)

C′1 ×C′1 25 2.280/7.000/0.000 1.800/10.000/0.000
C′1 ×C′2 215 2.291/97.000/0.000 2.278/84.000/0.000
C′2 ×C′2 1 849 3.395/45.000/0.000 3.931/128.000/0.000

Table 1. Execution time of top-down sim and top-down simπ0 on O′Snomed

Secondly, we estimate the practical performance of the bottom-up fashion by
following the same steps as we did previously. Indeed, we exclude the time used to
determine the height of each description tree, i.e., our benchmark begins from line
No. 7 to 21 of Algorithm 2. Table 2 gathers up the results.

Pairs Number of Pairs
sim

(avg/max/min)
simπ0

(avg/max/min)

C′1 ×C′1 25 2.200/6.000/0.000 1.693/5.000/0.000
C′1 ×C′2 215 2.040/32.000/0.000 1.946/10.000/0.000
C′2 ×C′2 1 849 3.368/55.000/0.000 3.435/45.000/0.000

Table 2. Execution time of bottom-up sim and bottom-up simπ0 on O′Snomed

The experiment shows that the practical performance of simπ is likely equal to
the performance obtained by sim – as ones may not expect. The results show that
the bottom-up simπ performs approximately three times faster than the counterpart
top-down simπ (in the worst case) when implemented by imperative languages (e.g.
Java as in our case). This conforms to our analysis discussed in Subsection 5.2.

Lastly, we evaluate the backward compatibility of simπ with sim. Our goal is to
ascertain that simπ can be used interchangeably as the original sim by setting pref-
erence profile to the default one (Theorem 3 already proves this). To this point, we
have performed an experiment on concept pairs defined in O′Snomed. The experiment
evaluates results from sim and simπ0 and found that both coincide, as desired.
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6.2 Applicability of simπ

6.2.1 Tuning via ic and d

We show the applicability of ic and d through similarity measuring on Snomed ct.
Figure 2 depicts an example unfoldable terminology extracted from OSnomed.

NeonatalAspirationOfAmnioticFluid ≡ NeonatalAspirationSyndromes

u ∃roleGroup.(∃causativeAgent.AmnioticFluid)

NeonatalAspirationOfMucus ≡ NeonatalAspirationSyndromes

u ∃roleGroup.(∃causativeAgent.Mucus)

Hypoxemia ≡ DisorderOfRespiratorySystem u DisorderOfBloodGas

u ∃roleGroup.(∃interprets.OxygenDelivery)

u ∃roleGroup.(∃findingSite.ArterialSystemStructure)

BodySecretion v BodySubstance

BodySubstance v Substance

BodyFluid v BodySubstance u LiquidSubstance

AmnioticFluid v BodyFluid

Mucus v BodySecretion

causativeAgent v associatedWith

Figure 2. Example of ELH concept definitions defined in OSnomed

Considering merely objective factors regardless of the agent’s preferences, it
yields that simπ0(NAOAF,NAOM) ≈ 0.96 and simπ0(NAOAF,H) = 0.2. The results
yield the quite similar concepts NAOAF and NAOM, which reflect the fact that both
are resided in the same cluster of Snomed ct. However, the result yielding that
the concepts NAOAF and H share a little similarity controverts the fact that both
carry neither implicit nor explicit relationship. This is indeed caused by the usage
of the special-purpose role called roleGroup – informally read as relation group.

In Snomed ct, the use of relation group is widely accepted to nestedly represent
a group of existential information [21]. As a consequence, it increases unintentionally
the degree of similarity due to role commonality (i.e. γπ). Since roleGroup precedes
every existential restriction, it is useless to regard an occurrence of this as being
similar. The importance contribution of roleGroup inOSnomed should be none. Hence,
the agent S who measures similarity on Snomed ct should set dS(roleGroup) = 0.

Furthermore, the Snomed ct top concept SCT-TOP subsumes every defined
concept of each category. This means this special concept is shared by every ex-
panded concept description. Intuitively, this special top concept is of no importance

6 Obvious abbreviations are used here for the sake of succinctness.
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for measuring similarity on Snomed ct and we can treat the top-level concepts as
directly subsumed by >. As a result, the agent S should also set icS(SCT-TOP) = 0.

Tuning the measure with this expertise knowledge yields more realistic result.
That is, the similarity of concepts under the same category which uses roleGroup in
their definitions is slightly reduced. Also, the similarity of concepts under different
categories is totally dissimilar. Continuing the case, simπS(NAOAF,NAOM) ≈ 0.84
and simπS(NAOAF,H) = 0.0, as desired.

6.2.2 Tuning via sr

Let us use the ontology given below to query for places similar to ActivePlace.

ActivePlace v Place u ∃canSail.Kayaking

Mangrove v Place u ∃canWalk.Trekking

Supermarket v Place u ∃canBuy.FreshFood

Suppose the agent feels walking and sailing are similar and are still satisfied much on
both actions. Taking sr(canWalk, canSail) = 0.6 yields simπ(M,AP) > simπ(S,AP),
which conforms to the agent’s preferences and needs.

6.2.3 Tuning via sc

Let us use the ontology given below to query for a product which offers features the
agent is satisfied with most.

WantedFeatures v F0 u F1 u F2

Item1 v F0 u F3

Item2 v F0 u F4

According to the ontology, WantedFeatures represents a collection of desired features
and Fi (where i ∈ N) represents a feature. A purchase decision is sometimes affected
by satisfied alternations, which are varied by different people. Assume that the agent
feels satisfaction to have F3 if the agent cannot have F1. Taking sc(F1,F3) = 0.8 yields
simπ(WF, I1) > simπ(WF, I2), which conforms to the agent’s perceptions.

6.2.4 Tuning via ir

Let us use the ontology given in Example 1 to query for places which are most similar
to ActivePlace. Typically, a human decision is affected by a priority of concerns,
which are varied by different people. Suppose that the agent weights more on places
which permit to walk more than other activities. Taking ir(canWalk) = 2 yields
simπ(M,AP) > simπ(B,AP), which conforms to the agent’s preferences.
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7 RELATED WORK

As we develop the notion
π∼T as a generalization of ∼T , this section relates our devel-

opment to others in two areas, viz. CSMs without regard to the agent’s preferences
and CSMs with regard to the agent’s preferences.

7.1 CSMs Without Regard to The Agent’s Preferences

In the standard perception, CSM refers to the study of similar concepts inherited
by nature, i.e. the ones similar regardless of the agent’s preferences. CSM is widely
studied and the techniques are roughly classified into two main groups, viz. path-
distance-based approach and DLs-based approach.

In the path-distance-based approach, a degree of similarity is calculated based on
the depth of a subsumption hierarchy. The method [22, 23] considers the distance
between concepts w.r.t. their least common subsumer. A potential drawback of
this approach is its ignorance on concept definitions defined in TBox. Hence, any
pair of concepts out of the subsumption relation is always considered as totally
dissimilar.

In DLs-based approach, a simple approach is developed in [20] for the DL L0

(i.e. no use of roles) and is known as Jaccard Index. Its extension to the DL ELH
is proposed in [16]. This work also introduces important properties of CSM and
suggests a general framework called simi which satisfied most of the properties.
In simi, functions and operators, such as t-conorm and the fuzzy connector, are
to be parameterized and thus left to be specified. The framework also does not
contain implementation details. This may cause implementation difficulties since
merely promising properties are given and no guideline of how concrete operators
are chosen is provided. Similar approaches can be found in [4, 5, 6, 7] for other DLs.

There is another approach which considers their canonical interpretation of con-
cepts in question, such as [8, 9]. A potential drawback of these approaches is that
it cannot be applied to an ontology without ABox, e.g. Snomed ct.

The notion of homomorphism degree is originally introduced in [13] and is thereof
extended toward the development of simπ in this work. Theorem 3 suggests that
simπ can be used to measure similarity of concepts inherently by nature through
the setting π0, i.e. simπ0 . As inspired by the tree homomorphism, the measure
differs [16] from the use of µπ to determine how important the primitive concepts
are to be considered and the use of γπ to determine a degree of role commonality
between matching edges of the description trees.

7.2 CSMs with Regard to The Agent’s Preferences

Most CSMs are objective-based. However, there exists work [10, 16] which provides
methodologies for tuning. We discuss their differences to ours in the following.

In an extended work of sim [10], a range of number for discount factor (ν) and the
neglect of special concept names are used in the similarity application of Snomed
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ct. For instance, when roleGroup is found, the value of ν is set to 0. These ad
hoc approaches can be viewed as specific applications of d and ic, respectively, of
preference profile. Unfortunately, no other aspects of π appear in its use.

In simi [16], the function pm is used to define the similarity degree of primitive
concept pairs and role pairs. Using pm with primitive concept pairs invokes the
equivalent intuition as sc; however, this does not mean so in the aspect sr. Allowing
to define the similarity of defined role names, as in [16], may be not appropriate
since defined role names are contributed by primitive role names. For example, let
r1 v s1 and r2 v s2 are defined in T . It is clear that r1, r2 ∈ RNdef . By defining
pm(r1, r2), the defined similarity should be also propagated to the similarity of s1
and s2. However, this point is not discussed in [16]. In respect of this, RNpri is merely
used in sr and γπ is defined for the similarity of defined role names. The authors
of [16] also define the function g : NA → R>0 representing the weight for concept
names and existential restriction atoms (based on their definition). Ones may feel
the resemblance of g and ic, ir; however, they are also different in three perspectives.
Firstly, the mapping of g is reached to the infinity whereas ic and ir are bounded.
This characteristic of g is impractical to use as it may lead to the unbalance of
weight assignments. For instance, one may define g(A1) = 1 but g(A2) = 1012

where A1, A2 ∈ CNpri. To avoid this situation, the authors should provide a guideline
for weight assignments. Secondly, the mapping of g is lower bounded by one. This
clearly makes an impossibility to define the intuition of having no importance. Thus,
the situation given in Subsubsection 6.2.4 is not expressible. Lastly, the domain of
g is the set of atoms whereas ic (and ir) is the set of primitive concept names (and
the set of role names, respectively). Using the set of atoms as the domain is also
impractical since there can be infinitely many existential restriction atoms and the
interpretation of functions is slightly dubious. For instance, given g(∃r.C) = 2 and
g(∃r.D) = 3, do both r intentionally contribute the equal importance? Thus, this
definition is inappropriate to represent the agent’s perception. Moreover, the aspect
d disappears from [16]. Lacking of fully ic and d makes the framework inappropriate
to use for Snomed ct applications. These distinctions of simi and simπ are radically
caused by their different motivations. Table 3 summarizes this discussion, where
4 denotes totally identical to the specified function whereas 3 denotes partially
identical to the specified function.

CSM ic ir sc sr d

simπ 4 4 4 4 4

the extended work of sim [10] 4 4

simi [16] 3 4 3

Table 3. Concept similarity measures which embed preference elements

Not only distinct on the mathematical representation of simi and simπ, the
desired properties presented in each work are also different. While the proper-
ties introduced in [16] are motivated for CSM, our properties are developed under
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the consideration of the agent’s preferences (
π∼T ). Hence, some properties intro-

duced for CSM are revised in subjective manners and the new property is intro-
duced.

8 CONCLUSIONS AND FUTURE WORK

This paper introduces the notion called concept similarity measure under preference
profile (in symbol,

π∼T ) with the set of its desirable properties, as intended behaviors
of good preference-based measures. The measure simπ (cf. Section 4), which is re-
garded as a measure of the proposed notion, is capable of informing the degree under
preferences of similarity of two concepts although they are not in the subsumption
relation. At the heart of the measure is the calculation of the degrees under prefer-
ences of homomorphism between two description trees in both directions. Proofs of
inherited properties are shown in Theorems 4, 5, 6, and 7. The measure can also be
used regardless of the agent’s preferences. Theorem 3 suggests that this is handled
by the default preference profile setting, i.e. simπ0 .

Apart from the mathematical definition, we suggest two concrete algorithms,
viz. the top-down approach (cf. Subsection 5.1) and the bottom-up approach (cf.
Subsection 5.2), for implementations of simπ. The computational complexity of
both algorithms is clearly discussed and is practically evaluated against OSnomed

(cf. Subsection 6.1). The usability of possible use cases are discussed in Subsec-
tion 6.2.

The proposed measure has great potential use in knowledge engineering, such
as the development of recommendation systems based on the agent’s preferences,
the development of domain-specific knowledge bases, and the ontology engineer-
ing. Moreover, it may be used with heterogeneous ontologies by identifying dupli-
cated primitive concepts and primitive roles among ontologies via sc and sr, respec-
tively.

There are several possible directions for the future research. Firstly, it appears
to be a natural step to extend the notion of preference profile to support more
expressive DLs, e.g. universal restriction, concept negation, and also, to support
an ABox. Secondly, we also aim at devising a concept similarity measure under
preference profile which can handle more expressive DLs. Thirdly, we intend to
explore the possibility to extend the notion of preference profile beyond

π∼T , e.g.
non-standard instance checking under preference profile. Apart from theoretical
perspectives, we also intend to explore possibility on optimizing the proposed algo-
rithmic procedures.
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Abstract. In this paper, we consider the problem of parameter selection and uncer-
tainty measurement for a variable precision probabilistic rough set. Firstly, within
the framework of the variable precision probabilistic rough set model, the rela-
tive discernibility of a variable precision rough set in probabilistic approximation
space is discussed, and the conditions that make precision parameters α discernible
in a variable precision probabilistic rough set are put forward. Concurrently, we
consider the lack of predictability of precision parameters in a variable precision
probabilistic rough set, and we propose a systematic threshold selection method
based on relative discernibility of sets, using the concept of relative discernibility
in probabilistic approximation space. Furthermore, a numerical example is applied
to test the validity of the proposed method in this paper. Secondly, we discuss the
problem of uncertainty measurement for the variable precision probabilistic rough
set. The concept of classical fuzzy entropy is introduced into probabilistic approxi-
mation space, and the uncertain information that comes from approximation space
and the approximated objects is fully considered. Then, an axiomatic approach is
established for uncertainty measurement in a variable precision probabilistic rough
set, and several related interesting properties are also discussed. Thirdly, we study
the attribute reduction for the variable precision probabilistic rough set. The defini-
tion of reduction and its characteristic theorems are given for the variable precision
probabilistic rough set. The main contribution of this paper is twofold. One is to
propose a method of parameter selection for a variable precision probabilistic rough
set. Another is to present a new approach to measurement uncertainty and the
method of attribute reduction for a variable precision probabilistic rough set.

Keywords: Rough set, probabilistic approximation space, relative discernibility,
variable precision probabilistic rough set, approximation reduction

1 INTRODUCTION

Rough set [1, 2] theory is a mathematical theory that has been used since the 1980s
to handle uncertain, imprecise, and incomplete information. In recent years, rough
set theory has been applied successfully to many fields in computer science and
management science, e.g., intelligent data processing [3], data mining [4], big data
processing [5], pattern identification [6], image processing [3, 7], decision-making
support and process control [3, 8]. Against a varied background of management
science situations, several extensions of the Pawlak rough set model have been de-
veloped, such as a variable precision rough set model [9], rough set model based on
tolerance relations [10, 11], Bayesian rough set model [12], fuzzy rough set model [13],
rough fuzzy set model [14], probabilistic rough set model [15], etc. The basic model
of classical Pawlak rough set is based on equivalence relations (reflexive, symmetric,
and transitive are satisfied), and is represented by a precise inclusion relationship of
sets. In this model, equivalence relationship is the crucial concept, and the universe
of discourse is divided into a positive region, negative region and boundary region.
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But the strict equivalence relationship leads to a relatively broad boundary region,
i.e., an uncertainty region. Therefore, finding methods to minimize the boundary
region has become a highly discussed issue in both the theoretical and applied study
of rough set theory.

The core issue of rough set theory is classification analysis based on a binary
relationship for a given domain. The Pawlak rough set model is by nature a qual-
itative classification model. It classifies based on an equivalence relationship and
inclusion relationship between approximation sets, with no consideration of possible
overlap of information between set objects. In view of this, incomplete inclusion
relations and subordination relations among sets have to be considered. Regarding
this constraint of classical Pawlak rough set theory, an effective approach to reduce
the boundary region is to extend a strict inclusion relation between sets, and to
introduce a majority inclusion relation between sets. This leads to an important
extension of Pawlak rough set, i.e., variable precision rough set [9]. Subsequently,
many valuable extensions of Ziarko’s variable precision rough set were established.
Based on Ziarko’s idea, Beynon [16] and Katzberg [17] define the model of variable
precision rough sets with asymmetric bounds by introducing two parameters to the
lower and upper approximations. Sun and Gong [18] present a new generalized
model of Ziarko’s variable precision rough set based on binary relations over the
universe of discourse. In addition, probabilistic rough set theory that combines clas-
sical probability theory and Pawlak rough set theory is another effective model to
reduce the boundary domain of a Pawlak rough set. In 1987, Wong and Ziarko [19]
introduced probabilistic approximation space to the study of rough set and then pre-
sented the concept of probabilistic rough set. Subsequently, Yao et al. [20] proposed
a more general probabilistic rough set called decision-theoretic rough set. There
another perspective to deal with the degree of overlap of an equivalence class with
the set to be approximated was given, and an approach to select the needed param-
eters in lower and upper approximations was presented. As far as the probabilistic
approach to rough set theory, Pawlak and Skowron [21], Pawlak et al. [22] and Wong
and Ziarko [19] proposed a method to characterize a rough set by a single member-
ship function. By the definition of a rough membership function, elements in the
same equivalence class have the same degree of membership. The rough membership
may be interpreted as the probability of any element belonging to a set, given that
the element belongs to an equivalence class. This interpretation leads to probabilis-
tic rough set [23]. Compared with a classical Pawlak rough set model, variable rough
set models and probabilistic rough set models belong to the category of quantitative
models, and they can effectively overcome the weaknesses of the Pawlak rough set
model in terms of tolerance mechanism and generalization capacity when processing
imprecise, inconsistent, and incomplete information.

Finally, in [24], the authors defined another quantitative model by combining
a variable precision rough set model and a probabilistic rough set model into a vari-
able precision probabilistic rough set model. The three above-mentioned quantita-
tive extension models based on classical Pawlak rough set models share one common
point: a precision parameter needs to be set in advance in their definition of lower
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and upper approximations. While introduction of a precision parameter can improve
the defects of the classical Pawlak rough set theory model, studies of the three mod-
els so far have only discussed the existence, domain of the value, and a semantic
explanation (management background) of precision parameters. They lack discus-
sion of how to determine precision parameters, i.e., they did not propose a definition
of parameters and the selection method. This has constrained the application of the
models. Besides, the parameters used in certain conditions are not necessary in
some cases. In this case, the credibility of decision rules may be reduced. In fact,
the selection of parameters is of vital importance to the selection of decision rules in
real life during the application of a variable precision probability rough set model.
In this paper, based on [25], we discuss the relative discernibility between sets in
probabilistic approximation space. We put forward a method of threshold selection
of precision parameters based on the relative discernibility of sets under the precon-
dition of relative discernibility of the set in probabilistic approximation space and
consistency of the quality of approximation classification. This makes it practical
to select precise parameters in a variable precision probabilistic rough set model.
Uncertainty measurement of concepts (objects) in approximation space is another
important part of the study of Pawlak rough set theory. As in the Pawlak rough
set model, the roughness and precision of variable precision probabilistic rough set
only describe uncertainties that come from the approximation space. In fact, the
uncertainty of a rough set in approximation space comes from both the approxima-
tion space and the approximated set. In view of this, we fully discuss both factors.
The concept of fuzzy entropy is introduced into probabilistic approximation space,
and an axiomatic approach is employed to put forward a new method to address
measurement uncertainty in a variable precision probabilistic rough set. Finally,
we briefly introduce an approximation reduction of an information system based on
a variable precision probabilistic rough set model.

The rest of this paper is as follows: Section 2 provides the basic concept of binary
relations over the universe and briefly reviews the Pawlak rough set theory, variable
precision rough set and probabilistic rough set. In Section 3, the discernibility of
probabilistic approximation space of variable precision probabilistic rough set is dis-
cussed first, then a parameter selection method for a variable precision probabilistic
rough set is proposed on this basis. Section 4 investigates the uncertainty measure-
ment of a variable precision probabilistic rough set by introducing the concept of
classical fuzzy entropy into probabilistic approximation space. Section 5 discusses
the attribute reduction of probabilistic approximation space based on variable pre-
cision probabilistic rough set and presents several interesting conclusions. At last,
we conclude our research and set out further research directions in Section 6.

2 PRELIMINARIES

In this section, we briefly review the concept of binary relations over a universe
as well as the Pawlak rough set model over the universe. Also, we will present
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the definitions of the variable precision rough set model and probabilistic rough set
model.

2.1 Pawlak Rough Set

First of all, we present the definition of an equivalence relation in the universe of
discourse.

Definition 1 ([1, 2]). Let U be a non-empty and finite universe. Denote U × U =
{(xi, xj) | xi, xj ∈ U}. Then the subset R ⊆ U × U is called an equivalence relation
on universe U , if R satisfies the following conditions:

1. Reflexivity: (xi, xi) ∈ R, ∀xi ∈ U ;

2. Symmetry: (xi, xj) ∈ R,⇒ (xj, xi) ∈ R, ∀xi, xj ∈ U ;

3. Transitivity: (xi, xj) ∈ R, (xi, xk) ∈ R⇒ (xi, xk) ∈ R, ∀xi, xj, xk ∈ U .

Let U/R be a set consisting of all equivalent classes based on equivalence relation
R in the universe, and let [x]R represent R equivalent classes that include element
x ∈ U . Then K = (U,R) is called a knowledge base or a relationship system, where
R represents a cluster of equivalence relationships in domain U .

When there is no risk of confusion, we make no distinction as to equivalence
relationship cluster R and equivalence relationship R, i.e., K = (U,R). Meanwhile
(U,R) is called Pawlak approximation space [26, 27].

Let (U,R) be the approximation space. For any X ⊆ U , we define

R(X) = ∪{[x]R ∈ U/R | [x]R ⊆ X, x ∈ U},

R(X) = ∪{[x]R ∈ U/R | [x]R ∩X 6= ∅, x ∈ U},

the lower approximation and upper approximation of R, respectively.
The lower approximation and upper approximation can also be represented as

follows:

R(X) = {x ∈ U | [x]R ⊆ X},

R(X) = {x ∈ U | [x]R ∩X 6= ∅}.

BnR(X) = R(X)− R(X) is called the boundary region of X. PosR(X) = R(X) is
the positive region of X, and NegR(X) = U −R(X) is the negative region of X.

Apparently, R(X) = PosR(X) ∪BnR(X).
Based on the above definition, the following conclusion is obviously valid.

Theorem 1 ([27, 29]). Define (U,R) as an approximation space. For any X ⊆ U ,
there is:
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1. X is a definable set of R when R(X) = R(X).

2. X is a rough set of R when R(X) 6= R(X).

The lower approximation R(X) is the union of all elementary sets that are the
subsets of X, and the upper approximation R(X) is the union of all elementary sets
that have a non-empty intersection with X.

The lower (upper) approximation R(X)(R(X)) is interpreted as the collection
of those elements of U that definitely (possibly) belong to X.

2.2 Variable Precision Rough Set

The Pawlak rough set model is often too strict when including objects into the ap-
proximation regions and may require additional information. A lack of consideration
for the degree of overlap between an equivalence class and the set to be approximated
unnecessarily limits the applications of Pawlak rough set and has motivated a good
deal of new generalization of the Pawlak rough set model. In 1993, Ziarko [9, 28]
proposed the variable precision rough set model by introducing the majority inclu-
sion relation over the universe of discourse. In the following, we present Ziarko’s
variable precision rough set model.

Let U be the universe of discourse. For any two subsets X, Y ⊆ U , we define

mc(X, Y ) =

1− |X ∩ Y |/|X|, |X| > 0;

0, |X| = 0.

We call mc(X, Y ) the relative error classification rate of set X in relation to
set Y .

Let (U,R) be the Pawlak approximation space, for any X ⊆ U . We define the β
lower approximation and upper approximation of X with respect to approximation
space (U,R) respectively as follows:

Rβ(X) = {x ∈ U | mc([x]R, X) ≤ β},

Rβ(X) = {x ∈ U | mc([x]R, X) < 1− β}.

Furthermore, the β positive region, boundary region and negative region of X
with respect to approximation space (U,R) can be respectively defined as follows:

Posβ(X) = Rβ(X) = {x ∈ U | mc([x]R, X) ≤ β},

Bnβ(X) = {x ∈ U | β < mc([x]R, X) < 1− β},

Negβ(X) = {x ∈ U | mc([x]R, X) ≥ 1− β}.
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Remark 1. If β = 0, then the following relation holds:

Rβ(X) = {x ∈ U | mc([x]R, X) ≥ 1} = {x ∈ U | [x]R ⊆ X} = R(X),

Rβ(X) = {x ∈ U | mc([x]R, X) > 0} = {x ∈ U | [x]R ∩X 6= ∅} = R(X).

This is the Pawlak rough set model.

2.3 Variable Precision Probabilistic Rough Set

In this subsection, we introduce another generalized form of the Pawlak rough set
model: variable precision probabilistic rough set.

We first give the concept of probabilistic measurement on the universe of dis-
course [29, 30].

Definition 2 ([30]). Let U be a non-empty finite universe of discourse. The set
function P : 2U → [0, 1] is called the probabilistic measurement on universe U , and
satisfies the following conditions:

1. P (∅) = 0,

2. P (U) = 1,

3. P (
⋃
nAn) =

∑
n P (An), An ∈ 2U , n = 1, 2, . . . and An piecewise disjoint.

Let P be the probabilistic measurement on U , ∀A,B ∈ 2U and P (B) > 0. Then,

P (A|B) =
P (A ∩B)

P (B)
,

is the conditional probability of occurrence of event A given event B.

Definition 3 ([24]). Let U be a non-empty and finite universe of discourse. R is
an equivalence relation on U . U/R are equivalence classes formed by R. P is the
probabilistic measurement defined on the σ-algebra of measurable subsets of U .
Then we call this the probabilistic approximation space.

In the following, we present the definition of variable precision probabilistic
rough set with respect to probabilistic approximation space.

Let AP = (U,R, P ) be a probabilistic approximation space. For any 0.5 < α ≤ 1,
X ⊆ U , the lower approximation Pα(X) and upper approximation Pα(X) of X with
precision parameter α about probabilistic approximation space AP are, respectively,
as follows:

Pα(X) = {x ∈ U | P (X|[X]R) ≥ α},

Pα(X) = {x ∈ U | P (X|[X]R) > 1− α}.
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Similarly, the positive region, boundary region and negative region of X about
probabilistic approximation space AP are, respectively, defined as follows:

Pos(X,α) = Pα(X) = {x ∈ U | P (X|[X]R) ≥ α},

Bnα(X) = {x ∈ U | 1− α < P (X|[X]R) < α},

Negα(X) = U\Pα(X) = {x ∈ U | P (X|[X]R) < α}.

3 THE THRESHOLD SELECTION OF VARIABLE PRECISION
PROBABILISTIC ROUGH SET

According to the definition of the variable precision probabilistic rough set model,
it is well known that roughness of any non-empty subset X (X ⊆ U) in approxima-
tion space is caused by the existence of boundary region Bnα(X). Therefore, the
boundary region Bnα(X) affects the discernibility of X, and the boundary region
of X varies with parameter α, which further influences the discernibility of the set
itself. Because the discernibility of the boundary region of X is relative, a higher dis-
cernibility of X in a given classification probability value can be reached if a greater
classification probability exists. Based on the above analysis, the following defini-
tions are given.

As is well known, the variable precision probabilistic rough set model [24] is
an extension of the existing results. The variable precision probabilistic rough set
model was defined by introducing the classical probability measure into the Pawlak
approximation space, and then we use the conditional probability of any objects
(i.e., the equivalence classes of an element on universe of discourse) with respect to
the considered event (i.e., the approximated object set X) instead of the majority
include relation used in the original Ziarko’s model [9]. Based on the conditional
probability, the lower and upper approximations of variable probabilistic rough set
model were constructed. That is, the variable precision probabilistic rough set model
can be regarded as a probabilistic description of the original Ziarko’s model [9]
under the framework of probabilistic approximation space, i.e., the variable precision
probabilistic rough set model will be degenerated into the original Ziarko’s model
when we define P (X|[X]R) = 1 − |X∪[X]R|

|[X]R|
= mc(X, [X]R) (where | • | denotes the

cardinality of any set). Therefore, the following conclusions and other results of the
variable precision probabilistic rough set model are similar to the results given in
Ziarko [9].

Definition 4 ([9]). Let (U,R, P ) be a probabilistic approximation space. If the α
boundary region of X (X ⊆ U) about (U,R, P ) satisfies Bnα(X) = ∅ or, equiva-
lently, Pα(X) = Pα(X). Then X is called α discernible. Otherwise, X is called α
indiscernible.

It is easy to know that the discernibility of X depends on the value of precision
parameter α from this definition.
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Based on the above definition, the following conclusion can be reached.

Theorem 2 ([9]). Let (U,R, P ) be a probabilistic approximation space. For any
X (X ⊆ U), if X is discernable for parameter α (0.5 < α ≤ 1), then X is also
discernible for any α1 < α (0.5 < α1 ≤ 1).

Proof. For Bnα(X) = {x ∈ U |1 − α < P (X|[X]R) < α}, if X is discernible on
parameter α (0.5 < α ≤ 1), then there is Bnα(X) = ∅. For any α that satisfies α1 <
α (0.5 < α1 ≤ 1), there is {1−α1 < P (X|[X]R) < α1} ⊆ {1−α < P (X|[X]R) < α}.
This is Bnα1(X) ⊆ Bnα(X). So, Bnα(X) = ∅. Therefore, X is discernible for any
α1(α1 < α).

This completes the proof. 2

Corollary 1 ([9]). Let (U,R, P ) be a probabilistic approximation space. For any
X (X ⊆ U), if X is indiscernible with respect to parameter α (0.5 < α ≤ 1), then
X is indiscernible for any α < α2(0.5 < α2 ≤ 1).

The proof is same as the proof of Theorem 2.
Theorem 2 and Corollary 1 show that the discernibility of any set X increases

with the decreasing of the value of precision parameter α. Otherwise, the discerni-
bility of any set X decreases with the increasing value of precision parameter α.
That is, for a probabilistic rough set X, there could be a more highly discernible X
if a smaller classification precision parameter α was given.

Definition 5. Let U be a non-empty finite universe, and (U,R, P ) be a probabilistic
approximation space. For any X (X ⊆ U), if α = 0.5, we define the absolute
boundary region of X about probabilistic approximation space (U,R, P ) as:

Bn0.5(X) = {x ∈ U |P (X|[X]R) = 0.5}.

Definition 6. Let (U,R, P ) be a probabilistic approximation space. For any X
(X ⊆ U), if X is indiscernible for any α (0.5 < α ≤ 1), then we call X absolutely
indiscernible (or absolutely rough set). Otherwise, we call X relatively rough (or
weakly discernible).

Theorem 3 ([9]). Let (U,R, P ) be a probabilistic approximation space. For any X
(X ⊆ U), if P 0.5(X) 6= P 0.5(X), then X is indiscernible for any precision parameter
α (0.5 < α ≤ 1).

Proof. Because P 0.5(X) 6= P 0.5(X), i.e. Bn0.5(X) 6= ∅, and for any α (0.5 < α ≤ 1),
there is Bn0.5(X) ⊆ Bnα(X). Therefore, Bn0.5(X) 6= ∅ according to Theorem 2.
From Definition 4, it is known that X is α indiscernible.

This completes the proof. 2

Corollary 2. Let (U,R, P ) be a probabilistic approximation space. Then any X
(X ⊆ U) with a non-empty boundary region on (U,R, P ) must be indiscernible.
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Corollary 3. Let (U,R, P ) be probabilistic approximation space. For any X (X ⊆
U), X is an absolutely rough set if and only if Bn0.5(X) 6= ∅.

It is easy to see that the converse propositions of Theorem 2 and 3 are still valid
for the definition of various precision probabilistic rough sets.

Generally speaking, for any set X (X ⊆ U), the discernibility of X about proba-
bilistic approximation space (U,R, P ) depends on the value of precision parameter α.
In fact, there is always an α for every relative rough set X that makes X discernible
at this threshold value. Then we have the following definition.

Definition 7 ([9]). Let U be the non-empty finite universe of discourse, and R ∈
U × U an equivalence relation on universe U . Let

Ind(R,X) = {α | Bnα(X) 6= ∅, α ∈ (0.5, 1]}

be the whole set of α values that satisfy X and is indiscernible with respect to
probabilistic approximation space (U,R, P ).

Furthermore, the maximum value of parameter α that satisfies the condition
that X is discernible is called the discernible threshold value, denoted as γα(P,X).

Definition 8 ([9]). Let (U,R, P ) be a probabilistic approximation space. For anyX
(X ⊆ U), the discernible threshold value γα(P,X) satisfies the following conditions:

1. γα(P,X) = inf Ind(P,X),

2. γα(P,X) = min(n1, n2)

where

n1 = 1−max{P (X|[x])|P (X|[X]R) < 0.5, x ∈ U},

n2 = min{P (X|[x])|P (X|[X]R) > 0.5, x ∈ U}.

For any X (X ⊆ U), if X is relatively discernible, then the empty boundary
region (i.e., the discernible threshold value boundary region) of X is as follows:

Bnγα(X) = {x ∈ U | 1− γα(P,X) < P (X|[x]α) < γα(P,X)}.

Theorem 4. Let (U,R, P ) be a probabilistic approximation space. If there are
Bnα(X) 6= ∅ for any parameter α ∈ (0.5, 1] and X (X ⊆ U), then X is indiscernible
if and only if

Bnα(X) 6= Bnγα(X), α ∈ (0.5, 1].

In Theorem 4 we talk about α for which X is discernible, therefore, according
to Definition 4 we have Bnα(X) = ∅.

Based on the former definitions, the following conclusion is clear.
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Theorem 5. Let (U,R, P ) be a probabilistic approximation space. For any α (0.5 <
α ≤ 1), X (X ⊆ U), the domain of the probabilistic valueX that makes α discernible
is as follows:

(0.5, γα(P,X)].

In the following, we present a numerical example to demonstrate the method for
precision parameter selection given in this paper.

Example 1. Let U = {x1, x2, · · · , x20} and let R be an equivalence relation on uni-
verse U . P is the probabilistic measurement defined on the σ-algebra of measurable
subsets of universe U . Meanwhile, the elementary classes of elements on U with
respect to R are as follows, respectively.

E1 = {x1, x2, x3, x4, x5}, E2 = {x6, x7, x8}, E3 = {x9, x10, x11, x12, x19},

E4 = {x17, x18, x20}, E5 = {x13, x14, x15, x16}.

Suppose that
X = {x3, x5, x8, x14, x15, x16, x18, x19}.

Take P (X|E) = P (X∩E)
P (E)

. Then we have

P (X|E1) = 0.4, P (X|E2) = 0.34, P (X|E3) = 0.2,

P (X|E4) = 0.33, P (X|E5) = 0.75.

Based on Definition 7, it is easy to calculate and obtain the following results:

n1 = 1−max{P (X|E1), P (X|E2), P (X|E3)}

= 1−max{0.4, 0.34, 0.33, 0.2}

= 1− 0.4 = 0.6,

n2 = min{P (X|E5)} = min{0.75} = 0.75.

So, there is γα(P,X) = min{n1, n2} = min{0.6, 0.75} = 0.6.
That is, the maximum threshold value that makes X discernible is γα(P,X) =

0.6. Therefore, the corresponding empty boundary region when X is discernible is
as follows:

Bnγα(X) = {x ∈ U | 0.4 < P (X|[x]R) < 0.6}.

By using the conclusion of Theorem 4, we know that the domain of the value of
precision parameter α that makes X discernible is calculated as follows:

(0.5, γα(P,X)] = (0.5, 0.6].

This completes the example.
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4 UNCERTAINTY MEASUREMENT OF VARIABLE PRECISION
PROBABILISTIC ROUGH SET

In the classical Pawlak rough set theory [1, 2], accuracy and roughness are used
to characterize the uncertainty of a set and approximation accuracy is employed to
depict the accuracy of a rough classification. Pawlak [1, 2] developed the uncer-
tainty measurement of an ordinary set in the universe of discourse. Subsequently,
Banerjee [34] studied the uncertainty measurement of a fuzzy set with respect to
approximation space. Although these measures are effective, several limitations
have been pointed out by many scholars when applying them to certain situations.
Therefore, several improved methods of uncertainty measurement for various gener-
alized rough set models (or generalized information systems) have been established
in recent years [37].

As is well known, the roughness of any object set with respect to the probabilis-
tic approximation space is induced by the non-empty boundary region, from the
definition of the variable precision probabilistic rough set model. There could be
a fuzzy membership relation between any object set and the elements in the universe
of discourse. Moreover, the fuzzy membership degree between any object set and
the elements is determined by the probability P (X|[x]).

For any α (0.5 < α ≤ 1), X ⊆ U , we denote the fuzzy set generated by the
conditional probability as X̃α

P . So, its membership function is defined as follows:

X̃α
P (x) = P (X|[X]R) = P (X ∩ [X]R)/P ([X]R), x ∈ U.

In particular, if P ([X]R) = 0 or [X]R = ∅, then we use the convention that
X̃α
P (x) = 1.

Based on the definition of rough membership function X̃α
P (x) on probabilis-

tic approximation space (U,R, P ), the lower and upper approximations of variable
precision probability rough set by rough membership function are represented re-
spectively as follows:

Pα(X) =
{
x ∈ U | X̃α

P (x) ≥ α
}
,

Pα(X) =
{
x ∈ U | X̃α

P (x) > 1− α
}
.

That is, the lower and upper approximations of variable precision probabilistic
rough set are α cut set and strong 1− α cut set of fuzzy set X̃P , respectively.

The boundary region and negative region of X are similarly described as follows:

Bnα(X) =
{
x ∈ U | 1− α < X̃α

P (x) < α
}
,

Negα(X) = U\Pα(X) =
{
x ∈ U | X̃α

P (x) ≤ 1− α
}
.
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In this section, we will present an approach to uncertainty measurement for
variable precision probabilistic rough set by using the concept of fuzzy entropy. The
concept of entropy, originally developed by Shannon [33] for communication theory,
has been a useful mechanism for characterizing the information in various models
and applications in diverse fields. By using Shannon entropy, several conclusions
can be established about the uncertainty measurement and knowledge granularity
of the rough set in the Pawlak approximation space [35]. As discussed above, there
is a fuzzy set generated by the conditional probability of the universe of discourse
for any target set X (X ⊆ U). So, we use the concept of fuzzy entropy to discuss
the uncertainty measurement for a variable precision probabilistic rough set.

Here, we first give the definition of fuzzy entropy as follows.
Let U be a non-empty and finite universe of discourse. Denote as F (U) all the

fuzzy subsets of universe U .

Definition 9 ([31, 32, 33]). Let mapping E : F (U) → [0, 1]. If the following con-
ditions are satisfied:

1. E(A) = 0 if and only if A is a crisp set on U ;

2. E(A) = 1 if and only if µA(x) = 0.5, ∀x ∈ U,A ∈ F (U);

3. If D(A, 0.5) ≥ D(B, 0.5), then E(A) ≤ E(B),∀A,B ∈ F (U);

4. E(A) = E(Ac) (Ac is the complementary set of A)

where D(A,B) =
√

1
|U |
∑

x∈U(µA(x)− µB(x))2 indicates the distance between two

rough sets.

Then E is called an entropy on F (U).
With the axiomatic definition of fuzzy entropy, a roughness measurement of

a variable precision probabilistic rough set is put forward.

Definition 10. Let (U,R, P ) be a probabilistic approximation space. For any X ∈
U , the roughness measurement of rough set X with respect to (U,R, P ) is defined
as follows:

f(X̃α
P ) =

4

|U |
∑
x∈U

X̃α
P (x)

(
1− X̃α

P (x)
)
.

Lemma 1. Let (U,R, P ) be probabilistic approximation space. For any X (X ⊆
U), f

(
X̃α
P

)
is a fuzzy entropy over F (U).

Proof. For any X (X ⊆ U), it is easy to verify that the relation 0 ≤ X̃α
P (x)(

1− X̃α
P (x)

)
≤ 1

4
holds. Therefore, 0 ≤ f

(
X̃α
P

)
≤ 1.

In the following, we will verify the conditions given in Definition 9 one by one

for the roughness measurement f
(
X̃α
P

)
of a variable precision probabilistic rough

set.
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1. If X̃α
P is a crisp set, then for any X there is X̃α

P (x) = 0 or X̃α
P (x) = 1.

So, f
(
X̃α
P

)
= 0. On the other hand, if f

(
X̃α
P

)
= 0, then there is X̃α

P (x)(
1− X̃α

P (x)
)

= 0 for any x ∈ U . Thus, there is X̃α
P (x) = 0 or X̃α

P (x) = 1, i.e.,

X̃α
P (x) is a crisp set.

2. If x ∈ U , X̃α
P (x) = 0.5, then there is 1 − X̃α

P (x) = 0.5. Moreover, there is

X̃α
P (x)

(
1− X̃α

P (x)
)

= 0.25. So, f
(
X̃α
P

)
= 4
|U |
∑

x∈U
1
4

= 1.

On the contrary, suppose that f
(
X̃α
P

)
= 1. Then, there is X̃α

P (x)
(

1− X̃α
P (x)

)
= 1

4
, which holds by the above discussion. This proves that X̃α

P (x) = 0.5. In

other words, X̃α
P (x) arrives at the maximum fuzziness.

3. If D
(
X̃α
P , 0.5

)
≥ D

(
Ỹ α
P , 0.5

)
, for any X, Y ⊆ U , there is

f
(
X̃α
P

)
=

4

|U |
∑
x∈U

X̃α
P (x)

(
1− X̃α

P (x)
)

=
4

|U |
∑
x∈U

(
0.5 + X̃α

P (x)− 0.5
)(

0.5−
(
X̃α
P (x)− 0.5

))

=
4

|U |
∑
x∈U

(
0.25−

(
X̃α
P (x)− 0.5

)2)
= 1− 4

|U |
∑
x∈U

(
X̃α
P (x)− 0.5

)2
≤ 1− 4

|U |
∑
x∈U

(
Ỹ α
P (x)− 0.5

)2
= f

(
Ỹ α
P

)
.

4. For any x ∈ U , there is
(
X̃c
)α
P

(x) = 1 − X̃α
P (x),

(
X̃c
)α
P

(x) = 1 − X̃α
P (x) =(

1− X̃α
P (x)

)
X̃α
P (x). That is, there is f

(
X̃α
P

)
= f

((
X̃c
)α
P

)
.

Therefore, according to the results of 1., 2., 3. and 4., we know that f
(
X̃α
P

)
is

a fuzzy entropy on F (U).
This completes the proof. 2

By using Definition 9 and Lemma 1, the following results about the uncertainty
measurement of variable precision probabilistic rough set are clear.

Theorem 6. Let (U,R, P ) be a probabilistic approximation space. For any 0.5 <
α ≤ 1 and X ⊆ U , there is:

1. f(U) = f(∅) = 0.

2. For any X ∈ U , if Pα(X) = Pα(X), there is f
(
X̃α
P

)
= 0.

3. For any X ∈ U , if [x] 6= ∅, there is f
(
X̃α
P

)
= f

((
X̃c
)α
P

)
.
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Proof. It can be verified directly by the definitions. 2

5 ATTRIBUTE REDUCTION OF VARIABLE PRECISION
PROBABILISTIC ROUGH SET

In general, objects are described by different attributes. However, it is not neces-
sary to know all attributes for the classification of information systems. That is,
some attributes are unnecessary and do not affect the result of classification when
removed from the attribute set. Meanwhile, some attributes are indispensable to
the result of classification and affect the result when removed from the attribute set.
Furthermore, some attributes are relatively necessary for the classification and may
determine the result by associating with other attributes. The attribute reduction
presents a minimum attribute subset completely describing the classification as the
original attribute set for information systems [26, 36, 37, 38, 39, 40, 41]. This sub-
section will investigate the problem of attribute reduction for an information system
based on variable precision probabilistic rough set.

Let U be a non-empty finite universe of discourse. < is a family of equivalence
relationships over the universe U . Let K ⊆ < (K 6= ∅) and the intersection of all
equivalence relations in K be called indiscernible relations on [3]. We denote the
intersection of all equivalence relations as ind(K).

Definition 11. Let S = (U, V,A, F ) be an information system. C,D ⊆ A are
respectively a conditional attribute and decision attribute of probabilistic approx-
imation space (U,R, P ). Then, the α (0.5 < α ≤ 1) approximation dependence
of conditional attribute C and decision attribute D of probabilistic approximation
space is defined as follows:

dα(C,D) =
|
⋃
P (X|[X]R)≥α{X | X ∈ U/ind(D)}|

|U |
.

By the definition of approximation dependence in Definition 11, we can easily
know that this concept is a natural generalization of the classical approximation
dependence in Pawlak rough set theory.

Specifically, dα(C,D) will degenerate into the classical approximation depen-
dence in Pawlak rough set theory when α = 1.

Here, the attribute reduction means that the minimum attribute subset of the
conditional attributes results in the same approximation dependence with respect
to the decision attribute. We then present the definition of the α approximation at-
tribute reduction for an information system based on variable precision probabilistic
rough set theory by using the concept of α (0.5 < α ≤ 1) approximation dependence
as follows.

Definition 12. Let S = (U, V,A, F ) be an information system. C,D ⊆ A are
respectively conditional attribute and decision attribute of probabilistic approxima-
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tion space (U,R, P ). Then the α approximation reduction Redα(C,D) is a minimum
attribute subset of conditional attribute set C and satisfies the following conditions:

1. dα(C,D) = dα(Redα(C,D), D);

2. The equation given in (1) will no longer be valid when any one attribute is
removed from Redα(C,D).

Theorem 7. Let S = (U, V,A, F ) be an information system. Then the approxima-
tion reduction of approximation space S always exists for any precision parameter
α (0.5 < α ≤ 1).

Proof. If for any c ∈ C ⊆ A, and satisfies RC−{c} 6= RC , then C is a reduction of
information system S = (U, V,A, F ). Otherwise, for any c ∈ C ⊆ A, and satisfies
RC−{c} = RC hold. Then, we consider the new attribute subset C1 = C − {c}.
Meanwhile, if for any c1 ∈ C1 ⊆ A, there is RC1−{c1} 6= RC hold, then, C1 is
a reduction of information system S = (U, V,A, F ). Otherwise, for any c1 ∈ C1 ⊆ A,
there is RC1−{c1} = RC hold. Next, we further consider C2 = C1 − {c1} and repeat
the above process. So, we will find the minimum attribute subset C∗ ⊆ C that
satisfies the relationships RC∗ = RC and RC∗−{c} 6= RC for any c ∈ C∗. Therefore,
C∗ is the reduction of information system S = (U, V,A, F ).

This completes the proof. 2

In general, there may not be only one reduction for information system S =
(U, V,A, F ) because there may be different combinations among the elements of the
attribute set. In practice, we focus on finding only one of the reductions for the
information system S = (U, V,A, F ).

6 CONCLUSIONS

By introducing precision parameter α (0.5 < α ≤ 1) into classical probabilistic
rough set, the variable precision probabilistic rough set converts two parameters in
the upper (lower) approximation of probabilistic rough set into one parameter. This
further improves the robustness and adaptability of the model, extends classical
Pawlak rough set theory, and allows rough set theory to process random, uncertain,
and inconsistent data information more effectively. Meanwhile, new models and
approaches are proposed in which rough set theory is applied to solve decision-
making problems with uncertainty in actual situations in management science.

In this paper, we discuss two issues for the variable precision probabilistic rough
set model: the relative discernibility of any object set in the universe and the un-
certainty measurement of the variable precision probabilistic rough set. For the
first aspect content, it is well known that the variable precision probabilistic rough
set model [24] is an extension of the existing results by combining the variable
precision rough set model [9] and the probabilistic rough set model [22, 23]. The
basic idea of the variable precision probabilistic rough set model was defined by
introducing the classical probability measure into the Pawlak approximation space,



630 W. Ma, L. Yue, B. Sun, H. Zhao

and the conditional probability of any objects (i.e., the equivalence classes of an
element on universe of discourse) with respect to the considered event (i.e., the
approximated object set X) instead of the majority include relation used in the
original Ziarko’s model [9]. However, the variable precision probabilistic rough
set model will be degenerated into the original Ziarko’s model when we define
P (X|[X]R) = 1− |X∪[X]R|

|[X]R|
= mc(X, [X]R). At the same time, the variable precision

probabilistic rough set model will be degenerated into the probabilistic rough set
model when we define 1−α = β in the upper approximation. So, all the results about
the relative discernibility of any object set of universe with the variable precision
probabilistic rough set are the generalization of the original Ziarko’s model [9]. Sim-
ilarly, the results will be degenerated into the corresponded conclusions of Ziarko’s
model when we define P (X|[X]R) = 1 − |X∪[X]R|

|[X]R|
= mc(X, [X]R). Therefore, the

results given in Ziarko’s model [9] are based on the classical Pawlak approximation
space and the results obtained in this paper are under the framework of probabilistic
approximation space. For the second aspect, we investigate the uncertainty mea-
surement of any object set with respect to the variable precision probabilistic rough
set model. By introducing the concept of the fuzzy entropy into the probabilistic
approximation space, we establish a new approach to measure the uncertainty of
the approximation quality of any object set with respect to the variable precision
probabilistic rough set model. Further, we explore the attribute reduction for the
information systems based on the variable precision probabilistic rough set model.
Factually, random information acquisition and decision-making problems under gen-
eral relations or one kind of certain relation are used more widely, and this offers
direction for our further study.
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Abstract. This paper is in the framework of the specification and verification of
concurrent dynamic systems. For this purpose we propose the model of Refinable
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of undefined transitions is considered. The underlying semantics model is the Max-
imality Abstract Labeled Transition System (AMLTS). Then, the model supports
a definition of a hierarchical design methodology. The example of a cutting flame
machine is used for illustrating the approach.

Keywords: Recursive Petri nets, hierarchical design, action refinement, maximality
labeled transition system



636 M. Bouneb, D. E. Saidouni, J. M. Ilie

1 INTRODUCTION

Petri nets model is a graphical and mathematical modelling tool which is used to
specify, in clear manner, the behaviors of concurrent systems. The marking graph
associated with a given Petri net is used for checking the specified properties of the
system. Indeed, this marking graph is seen as a labeled transition system. However,
labeled transition systems are based on interleaving semantics. This later represents
parallel executions by their interleaved sequential executions. To clarify the ideas,
we consider the example of two Petri nets (Figures 1 a) and 1 b)). Figure 1 a) repre-
sents a system which can execute transitions t1 and t2 in parallel, whereas Figure 1 b)
represents a system that executes sequentially transitions t1 and t3 or transitions t2
and t4.

Figure 1. Petri nets

After generating the marking graphs of the two Petri nets, where transitions t1
and t4 are labeled by action a and transitions t2 and t3 are labeled by action b, the
two marking graphs become isomorphic. Therefore the parallel execution of action a
and action b is interpreted as their interleaved executions in time. This result is
acceptable under the assumption that the firing of each transition corresponds to
the execution of an indivisible action with null duration (structural and temporal
atomicity of actions). Nevertheless, in reality this assumption is not accepted. In
order to accept the verification results, the realization constraints should be taken
into account at both specification and semantic level. To clarify the idea, let us
consider that the transition t1 (resp. t4) consists of two sequential transitions t1−1
and t1−2 (resp. t4−1 and t4−2). Transitions t1−1 and t4−1 are labeled by action a1
whereas transitions t1−2 and t4−2 are labeled by action a2. The refined Petri nets
and their labeled transition systems are represented by Figure 2. It is clear that the
behaviors of both Petri nets are different.

Indeed, in the first system, the execution of action b can occur between the
execution of actions a1 and a2; which is not the case in the second system. Taking
into account the non atomicity of actions in a system has been deeply studied in
the literature through the definition of several semantics supporting the concept of
action refinement [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12]. Considering such semantics
allows a hierarchical design of the systems by refining actions (actions are seen as
abstract processes). An other interest of these semantics is the characterization of
parallel executions of non instantaneous actions.
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Figure 2. Non structural atomicity of actions

In this context the maximality semantics, through the model of the maximal-
ity labeled transition systems, was used for the characterization of concurrent sys-
tems. This semantics was defined for process algebras and place transition Petri
nets [13, 14, 15, 16, 17]. However, the limits of Petri net model have been high-
lighted for the specification of systems with dynamic structures such as multi agent
systems. For this reason, recursive Petri nets have been defined. Dynamic behaviors
are considered through abstract transitions. Since abstract transitions represent ac-
tivities, the association of true concurrency semantics to the model becomes more
appropriate than the use of interleaving semantics. For this purpose, in [18] a max-
imality operational semantics has been proposed for recursive Petri net model. In
order to design concurrent systems, several methodologies have been proposed in
the literature, around process algebra and Petri net specification models. As an ex-
ample we can cite the lotosphere design methodology which is based on the formal
description technique Lotos. This design methodology consists in specifying firstly
the architecture of the system in terms of its observable behavior, then the spec-
ification is refined along the design trajectory until obtaining the more detailed
specification. This later takes into account all system functionalities and the en-
vironment constraints. As the model is based on the interleaving semantics, the
design methodology is not based on action refinement but on transforming a specifi-
cation, subject of refinement, to an other following some directives. An other design
methodology has been defined for hierarchical Petri nets [19]. In [20] a Petri net
approach to refining object behavioral specifications has been proposed. As for Lo-
tos, these models are based on the interleaving semantics, too. Consequently design
methodologies are not formal.

Since in [18] a true concurrency semantics has been defined for recursive Petri
net, it seems interesting to define a design methodology based on refining abstract
transitions. Thus, in this paper we extend the model of recursive Petri net by
considering refinable transitions. The model will be named Refinable Recursive Petri
net. The proposed model is based on the maximality semantics. As for recursive
Petri net, dynamic behaviors are considered through abstract transitions. These
abstract transitions can be used for a hierarchical system design. Indeed, at a level
of abstraction, the details of abstract behavior of a transition may be hidden. They
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will be exhibited in a further level of abstraction. In the first step, details of abstract
transitions behaviors are undefined. These behaviors are gradually introduced along
the design trajectory. In this manner, system components are integrated gradually;
the initial specification is then the most abstract. This remark leads us to label
abstract transitions, the behaviors of which are undefined, by the symbol ⊥. As
an example, let us consider the systems of Figure 1 where transitions t1 and t4
are abstract transitions, at this level the difference between the systems may not
be seen. The labeled transition systems associated with the two Petri nets are
given by Figures 3 a) and 3 b), respectively. To consider the details of refinement of
abstract transitions, it is necessary to define relations on behaviors that consider the
indefinite character of abstract transitions interstates. It is clear that two undefined
transitions may become different after their refinement.

Figure 3. Interleaving approach for recursive Petri nets

Figure 4. Refinement of abstract transitions

2 REFINABLE RECURSIVE PETRI NETS

A refinable recursive Petri net is a recursive Petri net on which all transitions are
labeled by actions and abstract transitions may be labeled by ⊥ (the abstract tran-
sitions the behaviors of which are undefined).
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Formal Definitions

Definition 1. A refinable recursive Petri net is 9-uple R = (P, T, I,W−,W+,Ω, γ,
K, λ) such that:

• P is a finite set of places.

• T is a finite set of transitions such that: T = Tel ∪ Tab and Tel ∩ Tab = ∅. Tel
denotes elementary transitions and Tab denotes the abstract transitions, knowing
that: Tab = Tabd ∪Tabi and Tabd ∩Tabi = ∅. The set of abstract transitions where
behavior is defined are noted Tabd and the set of abstract transitions where
behavior is indefinite are noted Tabi.

• I = Ic ∪ Ip is a finite set of indexes, indicates the cut steps and preemptions.
I ⊂ N.

• W− : P × T −→ N is the matrix of precondition.

• W+ : P × [Tel ∪ (Tab × I) −→ N ] is the matrix of post-condition.

• Ω : Tab −→ NP is a function which associates to each abstract transition an or-
dinary marking (starting marking).

• γ is a family indexed by the set of termination Ic. Each set is specified as an
effective representation of semi linear set of final markings (markings of termi-
nation on which the standard operations like union, intersection, projection and
complementation, member test are applicable).

• K : Tel × Tab −→ Ip is a partial function of control preemption.

• λ : T −→ L∪ {⊥} such that ⊥ is the undefined label. λ is the labeling function
which associates to each transition an action name. L ranged over by a, b, . . .
In practice the transition label is the name of an action.

– ∀t ∈ Tabd, λ (t) ∈ L.

– ∀t ∈ Tabi, λ (t) = ⊥

Definition 2. Let R1 =
(
P1, T1, I1,W

−
1 ,W

+
1 ,Ω1, γ1, K1, λ1

)
and R2 = (P2, T2, I2,

W−
2 ,W

+
2 ,Ω2, γ2, K2, λ2) be two refinable recursive Petri nets such that:

• t ∈ Tabd1 is an abstract transition, knowing that Tabd1 ⊂ Tab1 ⊂ T1.

• Ict is the indexes set of the cuts of transition t.

• Ipt is the indexes set of preemption of transition t.

• v ∈ NP is the start marking of transition t.

• γt = {γi/i ∈ Ict} is the termination set of transition t.

Then ρ (t, R1, R2, Ict, Ipt, v, γt) =
(
P3, T3, I3,W

−
3 ,W

+
3 ,Ω3, γ3, K3, λ3

)
is the refin-

able recursive Petri net obtained after the refinement of t in R1 by R2, such that:

• P3 = P1 ∪ P2.
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• T3 = Tel3 ∪ Tab3 such that:

– Tel3 = Tel1 ∪ Tel2.
– Tab3 = Tabd3 ∪ Tabi3 with:

∗ Tabd3 = T ′abd1 ∪ Tabd2 with T ′abd1 = Tabd1 ∪ {t}.
∗ Tabi3 = T ′abi1 ∪ Tabi2 with T ′abi1 = Tabi1 − {t}.

• I3 = Ic3 ∪ Ip3 such that:

– Ic3 = I ′c1 ∪ Ic2 with I ′c1 = Ic1 ∪ Ict.
– Ip3 = I ′p1 ∪ Ipt.

• W−
3 : P3 × T3 −→ N such that t′ ∈ T3:

W−
3 (p′, t′) =

{
W−

1 (p′, t′) , if p′ ∈ P1, t
′ ∈ T1,

W−
2 (p′, t′) , if p′ ∈ P2, t

′ ∈ T2.

• W+
3 : P3 × [Tel3 ∪ (Tabd3 × I3) ∪ Tabi3] −→ N such that: ∀t′ ∈ T3:

W+
3 (p′, t′, i′) =

{
W+

1 (p′, t′, i′) , if p′ ∈ P1, t
′ ∈ T1,

W+
2 (p′, t′, i′) , if p′ ∈ P2, t

′ ∈ T2.

• Ω3 : Tabd3 −→ NP such that ∀t′ ∈ Tabd3:

Ω3 (t′) =


Ω1 (t′) , if t′ ∈ Tabd1,
Ω2 (t′) , if t′ ∈ Tabd2,
v, if t′ = t.

• γ3 = γ′1 ∪ γ2 such that: γ′1 = γ1 ∪ γt.
• K3 : Tel3 × Tabd3 −→ Ip3 such that: ∀t1 ∈ Tel3, t2 ∈ Tabd3:

K3 (t1, t2) =


K1 (t1, t2) , if t1 ∈ Tel1 and t2 ∈ Tabd1,
K2 (t1, t2) if t1 ∈ Tel2 and t2 ∈ Tabd2,
i, such that i ∈ (N− (I1 ∪ I2)) .

• λ3 : T3 −→ L ∪ {⊥}: such that ∀t′ ∈ T3:

λ3 (t′) =


λ1 (t′) , if t′ ∈ T ′abi1 ∪ T ′abd1,
λ2 (t′) , if t′ ∈ T2,
a, otherwise with a ∈ L.
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3 MAXIMALITY-BASED LABELED TRANSITION SYSTEMS

A maximality-based labeled transitions system is a graph labeled on both states
and transitions. Each state is labeled by a set of event names. Each event name
identifies the start of execution of an action which occured before this state. This
action is said to be potentially under execution in this state. A transition between
two states si and sj is labeled by a 3-uple (G, a, x) (noted Gax) where x is the event
name identifying the start of execution of the action a and G identifies the set of
event names representing the causes of the action a. Elements of G belong to state si.
Occurence of this transition terminates actions identified by G, thus, the set of event
names corresponding to state sj is that of si from which the set G is substructed
and the event name x is added. The formal definition of a maximality-based labeled
transition system is given in Definition 3.

Formal Definitions

Definition 3. Let H be a countable set of event names. 2H denotes the set of
part-set of H.

A maximality-based labeled transitions system of supportH is a fivefold (η, ϕ, µ,
ξ, θ) with: η = 〈S,TR, α, β, S0〉 is a system of transitions such that:

• S is the set of states in which the system may be found, this set can be finite or
infinite.

• TR is the set of transitions indicating the change of states which the system can
do; this set can be finite or infinite.

• α and β are two applications of TR in S such that for any transition tr ∈ TR
we have: α (tr) is the origin of the transition tr and β (tr) its goal.

• S0 is the initial state of the transition system η.

• (η, ϕ) is a system of transitions labeled by the function ϕ on an alphabet L,
called support of (η, ϕ). (ϕ : TR −→ L) such that L ranged over by a, b, . . . In
practice a transition label is a name of an action.

• θ : S −→ 2H is a function which associates to each state a finite set of maximal
event names. With the assumption that θ (S0) = ∅.
• µ : TR −→ 2H is a function which associates to each transition a finite set of

event names corresponding to the actions which began their execution and their
terminations cause the execution of this transition.

• ξ : TR −→ H is a function which associates to each transition the event name
identifying its occurrence.

With the condition that for each transition tr ∈ TR µ (tr) ⊆ θ (α (tr)), ξ (tr) /∈
θ (α (tr))− µ (tr) and θ (β (tr)) = (θ (α (tr))− µ (tr)) ∪ {ξ (tr)}.
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Notation 1. Let mlts = (η, ϕ, µ, ξ, θ) be a maximality-based labeled transitions
system such that η = 〈S, TR, α, β, S0〉. tr ∈ TR is a transition such that α (tr) = s,
β (tr) = s′, ϕ (tr) = a, µ (tr) = E and ξ (tr) = x. The transition tr will be noted

s Eax−→ s′.

Definition 4. Let mlts1 = (η1, ϕ1, µ1, ξ1, θ1) and mlts2 = (η2, ϕ2, µ2, ξ2, θ2) be two
maximality labeled transition systems with: η1 = (S1, TR1, α1, β1, s01) and η2 =
(S2, TR2, α2, β2, s02). mlts1 and mlts2 are isomorphic if there exists a bijection
h : S1 −→ S2 such that: ∀s, s′ ∈ S1/s = α1 (tr) and s′ = β1 (tr) then: tr ∈ TR1 ⇐⇒
tr′ ∈ TR2 with:

• α2 (tr′) = h (s) and β2 (t) = h (s′).

• θ1 (s) = θ2 (h (s)) and θ1 (s′) = θ2 (h (s′)).

• ϕ1 (tr) = ϕ2 (tr′).

• µ1 (tr) = µ2 (tr′).

• ξ1 (tr) = ξ2 (tr′).

Definition 5. An abstract maximality labeled transition system amlts = (η, ϕ, µ, ξ,
θ) is a MLTS labeled by function ϕ on the alphabet L∪{⊥}. ϕ : TR −→ L∪{⊥} /⊥
denotes an undefined labeling.

Definition 6. An abstract maximality labeled transition system amlts = η, ϕ, µ, ξ,
θ) is said ⊥-free if and only if ∀tr ∈ TR : ϕ (tr) 6= ⊥. A ⊥-free abstract maximality
labeled transition system is a maximality labeled transition system.

Definition 7. The isomorphism on maximality labeled transition systems is ex-
tended to abstract maximality labeled transition system by extending the function
ϕ to L ∪ {⊥}.

4 MAXIMALITY SEMANTICS FOR PETRI NET

In this section we recall the maximality approach of place transition Petri nets, pro-
posed in [14, 16]. We introduce through simple example useful notations and func-
tions for the definition of marking graph associated to a Petri net in a maximality-
based approach.

Consider the example of the marked Petri net of Figure 5. With the launch of
the transition t1, it is clear that the firings of transitions t2 and t3 are conditioned by
the end of the action related to t1. To capture this causal dependence between firings
of transitions, we consider that tokens produced by the firing of the transition t1
are bound to this transition, namely the token in place p2 and the token in place p3
(Figure 6 b)). We can see that, in the initial state, the token in p1 is not bound to
any transition; this token is called free in this state, then the marked Petri net of
Figure 6 a). In the case when t2 would be fired, it could be argued that the action
associated with the firing of t1 has finished its execution. As a result, the token in p3
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Figure 5. Marked Petri net

will become free. Resulting marking after the firing of the transition t2 is given in
Figure 6 c).

Figure 6. Free and bound tokens in a marking

To distinguish between free and bound tokens in a place, we can imagine that
a place is composed of two separated parts. The left part contains free tokens while
the right one will contain bound tokens. In a place, the number of free tokens will be
denoted by FT , while bound tokens set will be noted BT . So each place is marked
by (FT ,BT ). Hence, we obtain the succession of markings of Figure 6. Each bound
token identifies an action that is eventually being executed (this token corresponds
to a maximal event). Also each transition of marking graph corresponds to the start
of execution of an action which is identified by an event name. Since a weight of
an edge linking a transition to a place may be grater than one, a firing transition
may produce more than one bound token, the bound token is identified by a tuple
(n, t, x) where n is a number of instance of a bound token, t is a firing transition
producing this bound token and x is an event name identifying the transition firing
in time. Note that the firing condition of a transition is only conditioned by the
number of free and bound tokens in places.



644 M. Bouneb, D. E. Saidouni, J. M. Ilie

Preliminary Definitions

A Petri net is a tuple (P, T,W ) where:

• P : is a finite set of places.

• T : is a finite set of transition such that P ∩ T = ∅.
• W : (P × T ) ∪ (T × P ) −→ N is the weight function.

Let (P, T,W ) be a Petri net with a marking M :

• The set of maximal event names in M is the set of all event names identify-
ing bound tokens in the marking M . Formally, the function δ will be used
to calculate this set, it can be defined as: δ : M −→ PR (H). δ (M) =
∪p∈P {x1, x2, .., xm} such that M (p) = (FT ,BT ) with: BT = {(n1, t1, x1) , . . . ,
(nm, tm, xm)}.
• Let X ⊂ H be a finite set of event names. The operation of transforming bound

tokens defined by X to free tokens in the marking M is defined by the inductive
function makefree as follows:

– makefree ({x1, x2, . . . , xn} ,M) = makefree({x2, . . . , xn} ,makefree({x1} ,
M))

– makefree ({x} ,M) = M ′ such that for all p ∈ P , if M (p) = (FT ,BT ) then:

∗ If there is (n, t, x) ∈ BT then M ′ (p) = (FT + n,BT − {(n, t, x)}) (con-
version of n bound tokens identified by the event name x to free tokens).
∗ Otherwise, M ′ (p) = M (p).

• |M (p) |= FT +
∑m

i=1 ni such that M (p) = (FT ,BT ) with BT = {(n1, t1, x1) ,
. . . , (nm, tm, xm)}.
• Let t be a transition of T ; t is said to be enabled by the marking M iff |M (p) |≥
W (p, t) for all p ∈ P . The set of all transitions enabled by the marking M will
be noted enabled(M).

• The marking M is said minimal for the firing of the transition t iff | M (p) |=
W (p, t) for all p ∈ P .

• Let M1 and M2 be two markings of the Petri net (P, T,W ). M1 ⊆ M2 iff
∀p ∈ P , if M1 (p) = (FT 1,BT 1) and M2 (p) = (FT 2,BT 2) then FT 1 ≥ FT 2

and BT 1 ⊆ BT 2 such that the relation ⊆ is extended to bound tokens sets as
follows: BT 1 ⊆ BT 2 iff ∀ (n1, t, x) ∈ BT 1,∃ (n2, t, x) ∈ BT 2 such that n1 ≤ n2.

• Let M1 and M2 be two markings of the Petri net (P, T,W ) such that M1 ⊆M2.
The difference M2−M1 is a marking M3 (M2 −M1 = M3) such that for all p ∈ P ,
if M1 (p) = (FT 1,BT 1) and M2 (p) = (FT 2,BT 2) then M3 (p) = (FT 3,BT 3)
with FT 3 = FT 2 − FT 1 and ∀ (n1, t, x) ∈ BT 1, (n2, t, x) ∈ BT 2, if n1 6= n2

then (n2 − n1, t, x) ∈ BT 3.

• get : 2H −→ H/ for any elt ∈ 2H, get (elt) ∈ elt is the function which associates
to any transition an events name.
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• Given a marking M , a transition t and an event name x /∈ δ (M), occur (t, x,M)
= M ′ such that for all p ∈ P , if M (p) = (FT ,BT ) then M ′ (p) = (FT ,BT ′)
with BT ′ = BT ∪ {W (t, p) , t, x} if W (t, p) 6= 0 and BT ′ = BT , otherwise.
Hence, M ′ is the resulting marking obtained by the addition of bound tokens
related to the firing of transition t to the marking M .

• λ : T −→ L is a function which associates to any transition an action name,
such that L ranged over by a, b, . . . . In practice a transition label is a name of
an action.

5 MAXIMALITY SEMANTICS FOR REFINABLE
RECURSIVE PETRI NETS

All definitions remain valid for refinable recursive Petri net. Other notations and
functions will be given for the definition of the operational maximality semantics.
The proposed approach and the interest of hierarchical design are illustrated through
simple examples. Since abstract transitions behaviors are introduced gradually,
conflict, sequencing and parallelism relations linking an abstract transition to other
transitions are extended to transitions of refinement Petri nets.

Figure 7. Start and end of undefined abstract transition

Consider the refinable recursive Petri net of Figure 7 a) in which t2 is an abstract
transition with an undefined behavior. The firing of this transition is caused by the
end of the execution of the action associated to the transition t1. Since the behavior
of this transition is undefined, it will be fired as an elementary transition labeled
by ⊥. For this fact the generation of the marking graph for this net consists in
the generation of the marking graph for classical Petri nets. Note that the event x
identifies the beginning of the execution of an undefined process ⊥.

Consider now the behavior of the process associated to the transition t2 is mod-
eled by the Petri net of Figure 8 a). The firing of this abstract transition starts the
execution of its associated thread. The ordinary marking defined by the semilinear
set will be prolonged to the marking of the instance of the Petri net son, this is
interpreted by the addition of a token in the place p5. The passing from the Petri
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Figure 8. Refinement of the abstract transition t2

net father to the Petri net son is made through the firing of a virtual transition
called admitted. The firing of the transition admitted is causally dependent on the
action a, the start of execution of the action admitted(b) is identified by the event
x. This firing is similar to the firing of an elementary transition, it is followed by
the deposition of a token related to this action in the right part of the place p5.

After the generation of a linked token in the place p5, any transition that can be
fired from this thread will be immediately executed. But it is necessary to take into
account the satisfaction of the predicate of terminationγ1 = {|M (p8) |≥ 1}. This
condition will be satisfied, when the transition t6 or exclusively the transition t7
deposits at least a token in the right part of the place p8. When this predicate
becomes true, a transition called finished will be fired, it makes the return to the
father thread, indeed this transition represents the cut step of the son thread τ .
Generally, a transition finished is regarded as an elementary transition. Its firing
causes the emersion of the tokens defined by the post condition of the abstract
transition in the right part of all places which belong to the post set of this one. Just
after the end of the execution of abstract transition, the firing of the transition t3 can
happen. Figure 8 b) represents the maximality labeled transitions system generated
from this Petri net. Note that the event x identifies the action admitted(b) as well
as the start of the execution of the thread itself, thus it can be re-used within this
thread. Once the thread is finished, this event name can be re-used in the father
thread.

5.1 Comparison of Abstract MLTS

Definition 8. Let sys1 and sys2 be two systems such that: [| sys1 |]{mlts} is not ⊥-

free and [| sys2 |]{mlts} is not ⊥-free. If [| sys1 |]{mlts} and [| sys2 |]{mlts} are abstractly

isomorphs ; [| ρ (sys1) |]{mlts} and [| ρ (sys2) |]{mlts} are abstractly isomorphs such
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as: ρ is the process of refinement of an abstract transition [||]{mlts} is the process
which interprets a Petri net to an abstract maximality labeled transition system.

A proposition of equality is said decidable if we can demonstrate this proposition
or prove its negation. By definition two systems are equal if they have the same
semantics representation. In the example of Figure 9, the two Petri nets seem that
describe the same system, their amlts are abstractly isomorph (Figure 9 c)). But
this does not mean that their refined systems stay equal.

Figure 9. Comparison of two recursive Petri nets

Figure 10. Case of equality after refinement

When we refine the two occurrences of the abstract transitions t1 in sys1, t1
in sys2 by the Petri net of Figure 10 a), we get two abstract isomorph maximality
labeled transition systems given by the Figure 10 b). In this case, both systems are
equal. However, if we refine the transition t1 in sys1 by the Petri net of Figure 11 a)
and we refine the transition t1 in sys2 by the Petri net of Figure 11 b), we get two
maximality labeled transition systems, which are not isomorphs at this level.

5.2 Maximality Operational Semantics for Refinable Recursive Petri Nets

Preliminary Definitions

• T HR: is the set of all threads.

• We call thread any configuration of the form:
(
THi, (Mi)

Ni

ref(Ti)

)
such that:

– Mi is the father marking.

– THi is the set of the son threads where each thread is identified by a event
name.

– ref (Ti) is the Petri net corresponding to this thread, it describes the behavior
of abstract transition Ti.
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Figure 11. Case of inequality after refinement

– Ni is the event’s name which identifies this thread.

– The initial configuration noted (∅, (M0)
x0
R ) is built from an initial marking

M0 of the principal Petri net R.

• Let the labeled refinable recursive Petri net R = (P, T, I,W−,W+,Ω, γ,K, λ)
provided with a marking M :

– ψ : T HR → 2H. The function which determines the events names in a
thread is recursively defined by:

∗ ψ
(
∅, (M)NR

)
= δ (M).

∗ ψ
(
TH, (M)NR

)
= (∪ni=1ψ (thi)) ∪ δ (M) with TH = {th1, th2, .., thn}.

– ∀
(
TH, (M)NR

)
∈ T HR. X ⊂ H is a finished set of events names.

clean
(
X,
(
TH, (M)NR

))
is recursively defined by:

∗ clean
(
X,
(
∅, (M)NR

))
=
(
∅, (makefree (X,M))NR

)
.

∗ clean
(
X,
(
TH, (M)NR

))
=

(
∪ni=1clean (X, thi) , (makefree (X,M))NR

)
with TH = {th1, th2, . . . , thn}.

– ∀
(
TH, (M)NR

)
∈ T HR, t ∈ T is sensitized by this thread if and only if:

∗ ∀p ∈ P :|M (p) |≥ w (p, t) or

∗ ∃th i =
(

TH i, (Mi)
Ni

ref (Ti)

)
∈ TH such that: | Mi (p) |≥ w (p, t) for all

p ∈ ref (Ti) (p).

– The function cutstep : T HR× γ → boolean is defined as follows:

∀thi =
(

TH i, (Mi)
Ni

ref (Ti)

)
∈ T HR, ∀γi ∈ γ
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then{
true, if ∀p ∈ ref (Ti) (p) ,Mi (p) ≥ n with γi = {|M (p) |≥ n/n ∈ N} ,
false, otherwise.

• TH | t > TH ′ means that the execution of the transition t from TH leads to
TH ′.

• A sequence TH0t1TH1t2 . . . is an occurrence sequence iff THi−1 | ti > THi for
i ≥ 1. A sequence σ = t1t2 . . . is a transition sequence starting with TH0 iff
there is an occurrence sequence TH 0t1TH 1t2 . . .. If a finite sequence t1t2 . . . tn
leads from TH to TH ′, we write TH | t1t2 . . . tn > TH ′.

Semantics Rules

The operational semantics of labeled refinable recursive Petri net allowing the gen-
eration of a maximality labeled transitions system is defined by the following rules:

1.
For M1 a marking, t ∈ enabled (M1) with t ∈ Tel ∪ Tabi(

TH 1, (M1)
N
R

)
Eλ(t)x−→

(
TH1, (M2)

N
R

) such that:

∀M3 ∈ min (M1, t):

• E = δ (M3) ,M4 = makefree (E,M1 −M3)

• M2 = occur (t, x,M4) such that:

– ∀p ∈ P if M4 (p) = (FT 4,BT 4) then: M2 (p) = (FT 4,BT 2) with

BT 2 =

{
BT 4 ∪ {(w (t, p, i) , λ (t) , x)} , if w (t, p, i) 6= 0,

BT 4, otherwise.

• x = get
(
H−

(
ψ
(
clean

(
E,
(
TH1, (M1)

N
R

)))))
.

2.
For M1 a marking , Ti ∈ enabled (M1) ∧ Ti ∈ Tabd(

TH 1, (M1)
N
R

)
Eadmitted(λ(Ti))x−→

(
TH 2, (M2)

N
R

) such that:

∀M3 ∈ min (M1, Ti):

• E = δ (M3) ,M4 = makefree (E,M1 −M3).

• ∀p ∈ P : M2 (p) = M4 (p).

• TH 2 = TH1 ∪
{(
∅, (M0)

{x}
ref (Ti)

)}
such that:

(
(M0)

{x}
ref(Ti)

)
(p) =

{
(0, {(Ω (Ti) (p) , admitted (λ (Ti)) , x)}) , if Ω (Ti) (p) 6= 0

(0, ∅) , otherwise.

• x = get
(
H− ψ

(
clean

(
E,
(

TH 1, (M1)
N
R

))))
.
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3.
th i,∃γi ∈ γ/cutstep (thi, γi)(

TH 1, (M1)
N
R

)
{x}finished(λ(Ti))x−→

(
TH 2, (M2)

N
R

) such that:

∀th i ∈ TH 1/thi =
(

TH i, (Mi)
Ni

ref (Ti)

)
, Ni = {x}:

• M2 = occur (finished (Ti) , {x} ,M1).

• ∀p ∈ P : if M2 (p) = (FT 2,BT 2) then

BT 2 =

{
BT 1 ∪ {(w (t, p, i) , finished (λ (Ti)) , x)} , if w (t, p, i) 6= 0,

BT 1, otherwise.

• TH 2 = TH1 − {th i}.

4.
M1,M1 ∈ enabled (t) , t ∈ Tel ∧K (t, Ti) ∈ Ip(

TH1, (M1)
N
R

)
Eλ(t)x−→

(
TH 2, (M2)

N
R

) such that:

∀th i ∈ TH 1/th i =
(

TH i, (Mi)
Ni

ref (Ti)

)
, ∀M3 ∈ min (M1, t):

• E = δ (M3) ,M4 = makefree (E,M1 −M3).

• M2 = occur (occur (t, E,M3) , finished (λ (Ti)) , Ni).

• ∀p ∈ P : ifM2 (p) = (FT 2,BT 1) then, M2 (p) = (FT 4,BT 2) with:

BT 2 =


BT 4 ∪ {(w (t, p, i) , t, x)} , if w (t, p, i) 6= 0,

BT 4 ∪ {(w (Ti, p, i) , finished (λ (Ti)) , Ni)} , if w (t, p, i) 6= 0,

BT 4, otherwise.

• TH 2 = TH1 − {th i}.
• x = get

(
H−

(
ψ
(

clean
(
E,
(

TH 1, (M1)
N
R

)))
− ψ (th i)

))
.

6 CASE STUDY

As an example, we consider a flame cutting machine used to fabricate pieces for
vehicles: this machine consists of: the reading head, the blowtorches and the tem-
plate which is a diagram dimensioning pieces. It has a movable table on which the
template is located, and then transmits it as a dimensional information. The read
information is transmitted to blowtorches controller, as a result the blowtorches cut
the piece from metal sheet according to that as defined on the template. Because
some external events may cause errors (modification of table position) during the
cutting process, in such a case the following actions are immediately produced:

• Displaying output indicating the occurrence of a problem using a lamp.

• The blowtorches will be stopped.

• The table is reported in its initial position.
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The assessment of this system is done by verifying some properties, expressed in
CTL logic, using the formal verification environment FOCOVE (Formal Concurrent
Verification Environment).

Step 01: In this first step we abstractly model the system tasks. Consequently
tasks considering behaviors are not yet known. In the specification of Fig-
ure 12 a), transitions t2 and t3 are associated respectively to fabricate and main-
tain processes. These transitions are labeled by “bottom” since their behaviors
are unknown.

Figure 12. Modelling of flame cutting machine in step 01

The abstract maximality labeled transition system corresponding to this refin-
able recursive Petri net is shown by Figure 12 b).

Verification

Using the CTL logic in the context of the maximality semantics where actions
represent activities has been studied in [16]. Actions are considered as atomic
propositions. Then an action name a in a formula associated to a given state
means that action a may be in execution at this state. At this level of abstraction
we can, for example, verify that always after each execution of the undefined
process related to the transition fabricate we can launch this process again. This
property is expressed in CTL logic as follows: AG(⊥ => ⊥).

Following the semantics of CTL formula in the context of the maximality seman-
tics, the formula AG(⊥ => ⊥) means that a not well known activity at a given
state leads to the execution of this activity again. Following the refinement
process, this activity will be specified in the following refinement steps.

Step 02: In this step we label the abstract transition t2 by the action fabricate,
so now we will give details of this abstract transition. This is done by refin-
ing the transition t2 in Petri net R1 by the process described in Petri net R2.
ρ (t2, R1, R2, {0} , {1} , 〈p4〉 , {γ0 = {M/ |M (p6) |> 1}}) = R3

The abstract maximality labeled transition system of this refinable recursive
Petri net is shown by Figure 14.
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Figure 13. Modelling of flame cutting machine in step 02

Verification

• After each execution of process “fabricate” we can again lunch it.

AG (finished (fabricate) =⇒ admitted (fabricate)) .

• When a problem of cutting appears, the undefined process ⊥ corresponding
to the transition maintain will be automatically launched.

AF (signaler =⇒ EX⊥) .

• When a problem of cutting appears, the process fabricate will be preempted.

AG (signaler =⇒ finished (fabricate)) .

Figure 14. Abstract maximality labeled transition system in step 2

Step 03: Now we give details of the process corresponding to the abstract transi-
tion t3, it will be labeled by the action maintain.

ρ (t3, R3, R4, {2} , ∅, 〈p7〉 , {γ2 = {M/ |M (p9) |> 1}}) = R5.

The maximality labeled transition system obtained by applying the proposed
approach consists of 12 states and 19 transitions. Due to its size it cannot be
depicted in this paper.
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Figure 15. Modelling of flame cutting machine in step 03

Verification

All proprieties which are verified in step 2 are still to be verified in this step 3.
In addition we can verify other properties like:

• When an error will occur while the process fabricate is running the flame
cutting will be stopped.

AG ((signaler and finished (fabricate)) =⇒ EG stop-torche)

7 CONCLUSION

In this paper, we have proposed a new approach to modelling concurrent systems by
defining a new model named refinable recursive Petri nets, which permits a hierar-
chical design, so the functionalities and features of systems can be added gradually.
Also we have proposed an operational method for generating a maximality labeled
transition system associated to the refinable recursive Petri nets. This will make
it possible to benefit from the developed results of verification around the model
of maximality labeled transition systems. For this fact, the properties related to
the good performance of a system specified by a refinable recursive Petri net can
be checked on its corresponding maximality labeled transition system. It should be
noted that the structure of the maximality labeled transition system represents, in
a natural way, the parallel execution of actions, as well as the parallel execution of
threads.
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Abstract. The travelling salesman problem (TSP), a famous NP-hard combinato-
rial optimisation problem (COP), consists of finding a minimum length tour that
visits n cities exactly once and comes back to the starting city. This paper presents
a resolution of the TSP using the breakout local search metaheuristic algorithm
(BLS), which is based on the iterated local search (ILS) framework and improves it
by introducing some fundamental features of several well-established metaheuristics
such as tabu search (TS) and variable neighbourhood search (VNS). BLS moves
from a local optimum of a neighbourhood to another by applying perturbation
jumps whose type and number are determined adaptively. It has already been ap-
plied to many COP and gives good results. This innovative hybridisation resolved
well 41 instances from the commonly used benchmark library TSPLIB. The high
quality of experimental results shows the competitiveness of the proposed algorithm
compared to other algorithms based on local search.
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Keywords: Travelling salesman problem, breakout local search, adaptive pertur-
bation strategy, iterated local search

1 INTRODUCTION

The travelling salesman problem (TSP) [1, 3] is one of the most universally studied
combinatorial optimisation problems (COP). It is for more than half a century the
focus of many researchers from all around the world. Work on the TSP had an enor-
mous impact on the emergence and evolution of many important areas of research
(stochastic local search [9], integer programming [22], complexity theory [11] . . . ).
Besides its importance in practice, the TSP has also become a standard testbed for
new algorithmic ideas. The problem was introduced for the first time in 1859 by
William Rowan Hamilton. In its classic form, the statement is as follows: “A trav-
elling salesman must visit once and only once a finite number of cities and return to
its point of origin. Find the order of visiting cities that minimises the total distance
travelled by the salesman.”

Application domains of TSP are numerous: logistic problems of transportation
of goods, as well as people, and more generally all kinds of scheduling problems.
Some issues in the industry are modelled as a travelling salesman problem as the
optimisation of trajectories of machine tools: How to drill several points on an
electronic card as quickly as possible? The manufacturing of VLSI chips [23] and
X-ray crystallography [21] are just a few examples of several applications of the TSP.
Its simplicity and adaptability have made this problem for decades a starting point
for more work and research. This COP belongs to NP-complete problems [11].

We introduce the breakout local search metaheuristic algorithm (BLS) for solv-
ing the TSP. While iterated local search (ILS) [19] may suffer from lack of effec-
tiveness in escaping attractions, BLS follows the basic scheme of this framework
and improves it by combining the features of other robust and efficient methods,
including variable neighbourhood search (VNS) [15] adapted on perturbations [8].
The main idea of BLS is to use a descent-based local search to find local optima, and
use the most appropriate perturbations in order to move (without being blocked)
from one neighbourhood to another in the search space. Perturbation strategy of
BLS is based on both the history and state of search; it introduces a variable degree
of diversification by determining perturbation dynamically jumps and performing
adaptive selection from several types of dedicated movements.

BLS was developed by Benlic and Hao in 2012. Since then, it has been used
for solving some COP, such as the minimum sum coloring problem [4], maximum
clique problems [5], quadratic assignment problem [7] and max-cut problem [6] and
has given very good results. This paper deals with a resolution of the TSP, whose
performance will be evaluated by solving 41 benchmark instances of the TSPLIB [16].

The reminder of this paper is organised as follows: Section 2 introduces the TSP
and local search approaches. Section 3 describes in detail the BLS metaheuristic.
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Section 4 first reports the computational results and comparisons, which are based
on the TSPLIB benchmark instances; then it provides justification of the choice for
some of BLS parameter settings. Section 5 is devoted to a discussion around BLS
highlights which makes it different from other ILS algorithms. Finally, Section 6
concludes the paper.

2 THE TRAVELLING SALESMAN PROBLEM

2.1 TSP Formulation and Landscape Analysis

Given n cities and a matrix D = (dij)n×n of distances between all pairs of these cities.
The TSP aims to find a shortest closed tour (i.e. Hamiltonian cycle) in which each
city is visited once and only once. Each tour can be represented by a permutation
π = (π(1), π(2), . . . , π(n)) of integers from 1 to n where j = π(i) denotes the city j to
visit at step i, i = 1, 2, . . . , n. Therefore, the goal of TSP is to search a permutation
π (tour) that minimises the tour length given by the following equation:

n−1∑
i=1

dπ(i),π(i+1) + dπ(n),π(1) (1)

where dij is the distance between city i and city j. In this paper, we consider the
symmetric TSP where the distances satisfy dij = dji for 1 ≤ i, j ≤ n.

The study of TSP landscape [2] (or for any COP) allows us to know which
operator exploits better the search space of the problem. Changing neighbourhood
must be made such that it gives a new search area without escaping too far from the
previous neighbourhood, in which case would provide an independent neighbourhood
from those before. Such a study requires knowledge of some notions such as the
fitness function and correlation.

As mentioned earlier, the most common fitness function is that using the length
of the tour. A good fitness is a fitness with a low value, so a shorter tour. The
landscape of the problem depends on the fitness function of the different solutions,
hence the concept of fitness landscape.

The second important concept to know is that of correlation [14, 18], introduced
to provide a measure of the difficulty of a problem taking in account some operators.
It shows how much a tour is linked to its neighbours.

Experiments done previously on the TSP [10, 2, 18] showed that the landscape
is more correlated for 2-opt move than others. That is why it has been chosen in
this paper, especially in the local search phase.

2.2 Local Search Approaches for the TSP

Local search methods start from an initial configuration and apply successive trans-
formations to the current solution while a stopping criterion is not verified. There-
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fore, the implementation requires the choice of an initial solution(s) and local trans-
formation(s), also known as moves. These algorithms are frequently used for solving
the TSP problem. They improve iteratively the current solution seeking better in its
predefined neighbourhood. The algorithm stops when he reaches a maximal number
of iterations or when there is no better solution in a given neighbourhood: a local
minimum is attained. Historically, 2-opt [9] is one of the first algorithms to solve
instances of the TSP. It is a local search algorithm whose neighbourhood is defined
by removing two non-adjacent edges of the current solution. The two parts obtained
from this solution are reconnected by two other edges to obtain a new solution. The
iterated local search (ILS) proposed by T. Stützle [19] is a framework based on local
searches; it is a stochastic method that produces a sequence of solutions generated
by an introduced heuristic, leading to better results than if we use repeated random
testing of this heuristic. One of the main steps of ILS is perturbations [8], it is to
avoid to be trapped in a local optimum by switching to another more distant. Local
search in such a case will run more easily and will be more efficient.

However, perturbations applied by ILS for some TSP instances may not escape
attraction from some neighbourhoods. Based on the later point, we introduced a new
approach based on diversification of perturbations and moves, named “Breakout
Local Search”.

3 BREAKOUT LOCAL SEARCH FOR THE TSP

3.1 An Overview of BLS

The overall approach of BLS is a move from a local optimum of a neighbourhood to
another one by applying perturbation jumps type and number of which are deter-
mined adaptively. Algorithm 1 below is a pseudo-code of the BLS algorithm for solv-
ing the TSP. BLS starts from an initial solution π0 (having a cost C0) and performs
local search (the steepest descent) to reach a new local optimum π (lines 13–18).
Each iteration of the local search algorithm browses the whole neighbourhood and
chooses the best improving solution to replace the current neighbourhood solution.
If no improvement is made in the neighbourhood, the local optimality is reached.
BLS tries firstly to escape the neighbourhood attraction of the current local optimum
to move to a new neighbourhood attraction (line 38). BLS applies then a number
of moves (or jumps) starting from L0 and dedicated to the current local optimum π
which becomes disturbed and serves as a starting point for the next descent of the
local search procedure. When the local search procedure returns the same neigh-
bour π, BLS disturbs it more strongly by selecting a stronger perturbation, and
(when different perturbations are not able to move to a neighbourhood with a new
best local optimum) by increasing the number of jumps L by 1 to apply for this
perturbation (lines 30–32). After visiting some neighbourhoods without improving
the best solution found so far (lines 23–24) T times, BLS performs a much stronger
perturbation with Lmax jumps to permanently direct search into a new and more
distant region in the search space (lines 26–30).
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Algorithm 1 Breakout Local Search for TSP

Require: Maximal descents to perform Descmax, initial number of jumps L0, maximal
consecutive visited local optima without any improvement T , number of jumps in
strong perturbation Lmax.

Ensure: A solution πbest
1: S ← 0
2: π ← initialSolution() /* generates a solution with greedy or random algorithm

*/
3: C ← Cost(π)
4: πbest ← π /* πbest saves best solution found */
5: cbest ← c /* cbest saves best objective value */
6: ω ← 0 /* ω gives the number of consecutive non-improving local optima */
7: L← L0 /* L saves number of jumps to perform, set to its minimal value L0 */
8: Lω ← 0 /* Lω is an indicator to guess which move to use in next perturbation

*/
9: cp ← c /* cp saves objective value of last descent */

10: Desc ← 0 /* Desc saves current number of descents */
11: Iter ← 0 /* global iteration counter */
12: while Desc < Descmax do
13: while ∃2optMove(x, y) such that (c+ delta2Opt(π, x, y) < c) do
14: π ← π ⊕ 2optMove(x, y) /* perform the best improving move */
15: c← c+ delta2Opt(π, x, y) /* cost variation of π with (x,y) move */
16: update H(Iter, x, y) /* update iteration number when edges move was last

performed */
17: Iter ← Iter + 1
18: end while
19: if c < cbest then
20: update πbest and cbest
21: ω ← 0
22: Desc ← Desc × 1

2 /* reduce current number of descents */
23: else
24: ω ← ω + 1
25: end if
26: if ω > T then /* performing strong perturbation */
27: π ← dbmPerturb(π, Lmax) /* Double Bridge Move perturbation with

Lmax moves */
28: ω ← 0
29: Desc ← Desc × 7

8 /* reduce current number of descents */
30: else if c = cp then /* search returned the previous local optimum */
31: Lω ← Lω + 1 /* increment indicator for the type of perturbation */
32: L← L0 + Lω

3 /* increment moves if the 3 moves do not improve */
33: else /* Search escaped from the previous local optimum, reinitialize indicator

*/
34: Lω ← 0
35: end if
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36: cp ← c /* update the objective value of the previous local optimum */
37: if Strong perturbation was not performed then
38: π ← Adaptive Perturbation(π, L, Lω,H, Iter, ω) /* see algorithm 4 */
39: end if
40: end while
41: return πbest

3.2 Exploring Solution Space by Neighbourhood

BLS is a metaheuristic based on the ILS framework, the process of descent/pertur-
bation is redone as we have not yet reached a number (Descmax) of descents. BLS
uses the steepest descent with a 2-opt neighbourhood in local search and is called
different perturbations, each of them introduces a different neighbourhood as shown
in Algorithm 2. One of these perturbations (depending on Lω value) is applied
L times to a local optimum π with moves chosen from the set of candidates M .

Algorithm 2 Dynamic Perturbation( π, L, Lω,H, Iter, ω,M)
Require: Initial solution π which is a local optimum, number of jumps L, indicator

of perturbation type Lω, matrix of history moves H, global iteration counter Iter,
number of consecutive non-improving local optima ω, set of candidate moves M .

Ensure: A perturbed solution π
1: if (Lω mod 3) = 0 then /* Call Perturbation Operator with 2Opt move */
2: π ← Perturbation Operator(π, L,H, Iter, ω,M, 2Opt)
3: else if (Lω mod 3)= 1 then /* Call Perturbation Operator with insert move */
4: π ← Perturbation Operator(π, L,H, Iter, ω,M, insert)
5: else /* Call Perturbation Operator with swap move */
6: π ← Perturbation Operator(π, L,H, Iter, ω,M, swap)
7: end if
8: return π

Perturbations play a key role in BLS since the steepest descent cannot escape
the local optimum. BLS tries then to exit the current neighbourhood by introducing
different parameterised perturbations, starting with

1. the nodes/cities to move, and

2. how many times to perturb and

3. which move type to make.

All these steps will be detailed in the next sections.

3.3 Principle of Adaptive Perturbation

3.3.1 Main Idea

A variety of perturbations in BLS resides in the number of jumps and the (three)
types of perturbations implemented. The number of jumps increases once all the
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perturbations attempted without any improvement.

• The first perturbation is performed with a 2-opt move, wich is characterised by
an exchange of two non-adjacent edges as it is shown in Algorithm 3.

• Secondly we perform an insert move. It comes to move a node from one position
to another. This move results in a change of three edges.

• Finally a swap move. It comes to move an edge from one position to another.
This move results in a change of four edges.

We present below in Algorithm 3 a perturbation launched by the 2-opt move. The
same algorithm is adapted to insert and swap moves, by applying the appropriate
move and saving the affected edges.

Algorithm 3 Perturbation Operator(π, L,H, Iter, ω,M,mvt)
Require: Initial solution π which is a local optimum, number of jumps L, matrix of

history moves H, global iteration counter Iter, number of consecutive non-improving
local optima ω, set of candidate moves M , move type mvt.

Ensure: A perturbed solution π
1: for i← 1, L do
2: take a pair (x, y) ∈M
3: if mvt = 2Opt then
4: π ← π ⊕ 2OptMove(x, y)
5: c← c+ delta2Opt(π, x, y)
6: else if mvt = insert then
7: π ← π ⊕ insertMove(x, y)
8: c← c+ deltaInsert(π, x, y)
9: else

10: π ← π ⊕ swapMove(x, y)
11: c← c+ deltaSwap(π, x, y)
12: end if
13: update H(Iter, x, y)
14: Iter ← Iter + 1
15: if c < cbest then
16: update πbest and cbest
17: ω ← 0
18: Desc ← Desc × 1

2
19: end if
20: end for
21: return π

Rather than performing random jumps all the time, BLS switches between three
types of perturbations: directed, recency-based and random. Each perturbation gen-
erates, as shown in Algorithm 4, a set M of pairs that will be used in perturbations.



Breakout Local Search for the TSP 663

3.3.2 The Three Types of Perturbation Moves

The directed perturbation aims to build a set of candidates with the lowest
degradation during perturbation move. These candidates should not have been
solicited in the last γ moves: they are saved in a tabu list [12, 13], with the corre-
sponding length γ. However an edge can be part of the tabu list but still selected if
it leads to a solution that improves the best solution found so far. Directed pertur-
bation is built based on the tabu list, and the quality of the moves to be applied.
Eligible candidates for this perturbation are defined by the following set A:

A = {2OptMove(u, v) | min{delta2Opt(π, u, v)},

(Hu,v + γ) < Iter ∨ (delta2Opt(π, u, v) + c) < cbest, u 6= v}. (2)

The recency-based perturbation builds a set of candidates by using only the
matrix H of historical moves. The moves are those which have been least recently
used. These moves are identified by the set B such as:

B = {2OptMove(u, v) | min{Huv}, u 6= v}. (3)

Finally, the random perturbation simply makes moves that are picked uni-
formly at random. Those moves are identified as:

C = {2OptMove(u, v), u 6= v}. (4)

The three above formula adapt to both insert and swap movements, by applying
the appropriate movement and delta operations.

Depending on the state of search, BLS selects one of these three perturbations
pseudo-randomly with a probability. This state is determined by the parameter ω
that gives the number of consecutive non-improving local minima. The aim is to give
priority to the directed perturbation at the beginning of the search (when ω is still
small), and reduce the chances of running when the neighbourhood has important
attraction, to use other perturbations and have stronger diversifications.

We force the probability P of applying the directed perturbation to get values
no smaller than a threshold P0:

P =

{
e−ω/T , if (e−ω/T > P0),

P0, otherwise.
(5)

Given the probability P of using the directed perturbation, the probability of
applying both the recency-based and the random perturbations is determined re-
spectively by (1− P )×Q and (1− P )× (1−Q) where Q is a constant from [0, 1].
Algorithm 4 links the three probabilities to their respective perturbation.
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Algorithm 4 Adaptive Perturbation(π, L, Lω,H, Iter, ω)
Require: A tour π which is a local optimum, number of jumps L, determinant of pertur-

bation type Lω, matrix of history moves H, global iteration counter Iter, number of
consecutive non-improving local optima ω.

Ensure: A perturbed solution π
1: Determine probability P according to Formula (5) /* section above */
2: with a probability P , /* directed perturbation */
3: π ← Dynamic Perturbation(π, L, Lω,H, Iter, ω,A)
4: with a probability (1− P )×Q, /* recency-based perturbation */
5: π ← Dynamic Perturbation(π, L, Lω,H, Iter, ω,B)
6: with a probability (1− P )× (1−Q), /* random perturbation */
7: π ← Dynamic Perturbation(π, L, Lω,H, Iter, ω, C)
8: return π

3.3.3 Variation Jumps and Perturbation Moves

BLS varies (between two consecutive blocks) the number of jumps and performed
moves. These changes are executed in a particular order: the first change performed
is 2-opt move, characterised by the exchange of two edges, the second change tried
is insert move with three edges exchanged and finally the swap move defined by
an exchange of four edges. The main idea is to move to the nearest neighbourhood
and allow, at the same time, to escape the local optimum attractor and find a new
and better solution. In the case where the three changes fail to escape from the
optimum attractor, the number of jumps L is incremented.

The worst case is to redo the perturbation T times (consecutively) without
being able to leave this attractor. A strong perturbation defined by Lmax jumps
with a Double Bridge [20] move is then performed. The current number of descents
(Desc) is then reduced by 1

8
in order to give a chance to the new neighbourhood to

be enough scanned.

4 EXPERIMENTAL RESULTS

4.1 Experimental Protocol

BLS algorithm is programmed in Java 1.7, and compiled on a Pentium Dual-Core
CPU T4400 with 2.20 GHz and 2.8 GB. 41 instances from the commonly used
TSPLIB benchmark are considered in the experiments, their sizes range from 14
to 442 cities. Each instance is run 20 times, with the parameters listed in Table 1.
The choice of parameter values was carried out after many preliminary tests. This
is justified in Subsection 4.3.

We observed (in the worst cases) that BLS may never reach stopping conditions if
maximum number of non-improving attractors visited T before strong perturbation
is set to a small value: this deadlock is due to the repetitive reduction of current
number of runs (Desc) which prevents reaching Descmax. T must be greater than
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Parameter Value Meaning

Descmax 50n, 25n Maximal number of descents. 50n if n < 200,
25n otherwise

L0 1 Initial jump magnitude
Lmax 0.5n Jump magnitude during strong perturbation
γ n Tabu tenure/length
P0 0.75 Smallest probability to perform directed per-

turbation
Q 0.7 Probability to perform random over recency-

based perturbation
T ((Descmax − 1)/8) + 1 Maximal number of consecutive non-improving

local minima

Table 1. Settings of important parameters

(Desc − 1)× (1− 7
8
), so we set T to Descmax−1

8
+ 1.

4.2 Computational Results and Comparisons

In the following, there will be listed the used performance measures of BLS algo-
rithm:

1. the average deviation of obtained solutions from the best known solution, de-
noted δ:

δ = 100× (c̄− bks)/bks [%] (6)

where c̄ is the average tour length over 20 runs of BLS, and bks is the best known
value which can be found in the TSPLIB [16];

2. the number of solutions of which the deviation does not exceed 1 % (over
20 runs), denoted C1%;

3. the number of solutions where the cost is equal to the best known solution – Copt.
Instances with a zero in the two (merged) columns means that all executions
found the best known solution;

4. the CPU time in seconds.

We compare the performance of BLS with the standard local search using 2-opt
neighbourhood [17] (LS 2-opt) from the literature, and basic ILS1 with a 2-opt de-
scent and a Double Bridge Move perturbation. The comparison reported in Table 2
is based on the Local Search framework used in BLS.

The results above shows the great contribution of BLS on both standard local
search and ILS. 38 of the 41 instances did not exceed a deviation of 1 % at least once
over the 20 executions, of which 30 have never exceeded. 27 instances have reached

1 Thomas Stützle. TSP-TEST, Version 0.9. Available from http://www.sls-book.

net, 2004.

http://www.sls-book.net
http://www.sls-book.net
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Instance n bks LS-2OPT (δ)
ILS BLS

• • • • δ C1%/Copt δ C1%/Copt CPU Time (sec)
burma14 14 3 323 – 0 0 0.00
ulysses16 16 6 859 – 0 0 0.00
ulysses22 16 7 013 – 0 0 0.00
eil51 51 426 – 0.469 14/5 0.199 20/8 0.58
berlin52 52 7 542 – 0.106 19/19 0 0.00
st70 70 675 – 0.741 13/3 0 0.97
eil76 76 538 – 0.929 11/3 0.492 18/5 2.67
pr76 76 108 159 – 0.518 20/7 0 1.41
gr96 96 55 209 0.997 0.466 18/4 0.215 20/5 6.00
rat99 99 1 211 0.614 1.652 7/0 0.057 20/12 5.72
kroA100 100 21 282 0.073 0.282 20/8 0 4.02
kroB100 100 22 141 0.379 0.632 14/5 0.012 20/18 6.58
kroC100 100 20 749 0.546 0.882 13/2 0 4.38
kroD100 100 21 294 1.538 0.977 13/0 0.053 20/14 5.16
kroE100 100 22 068 0.983 0.770 15/1 0.164 20/5 5.89
rd100 100 7 910 0.961 0.619 14/3 0.010 20/16 10
eil101 101 629 1.657 1.749 3/0 1.017 11/0 6.07
lin105 105 14 379 0.642 0.285 19/7 0 2.10
pr107 107 44 303 0.093 0.950 9/0 0.042 20/11 5.89
pr124 124 59 030 0.953 0.281 19/7 0 7.91
bier127 127 118 282 0.649 0.686 15/1 0.139 20/4 31
ch130 130 6 110 0.999 1.244 7/0 0.324 20/2 14
pr136 136 96 772 – 1.775 7/0 0.675 20/0 15
gr137 137 69 853 0.824 1.266 10/0 0.347 20/0 20
pr144 144 58 537 – 0.091 20/7 0 4.39
ch150 150 6 528 – 1.241 8/0 0.412 20/2 18
kroA150 150 26 524 – 1.421 6/0 0.374 20/0 26
kroB150 150 26 130 – 1.309 8/0 0.237 20/1 22
pr152 152 73 682 – 0.415 19/1 0.030 20/8 15
u159 159 42 080 – 1.694 5/1 0 25
rat195 195 2 323 – 2.927 0/0 1.157 1/0 40
d198 198 15 780 – 0.754 16/0 0.581 20/0 46
gr202 202 40 160 – 1.805 0/0 1.314 5/0 35
ts225 225 126 643 – 0.706 16/15 0.110 20/10 50
gr229 229 134 602 0.911 1.306 6/0 1.403 2/0 49
gil262 262 2 378 1.099 2.397 0/0 1.345 6/0 70
a280 280 2 579 – 3.373 1/0 0.866 12/0 68
lin318 318 42 029 1.202 2.253 0/0 1.384 2/0 152
rd400 400 15 281 1.543 3.030 0/0 2.493 0/0 280
gr431 431 171 414 3.045 2.357 0/0 2.243 0/0 294
pcb442 442 50 778 5.185 3.096 0/0 2.315 0/0 205

Table 2. Comparative results between BLS and standard local search using 2-opt

at least once the optimum, of which 12 have always reached within a reasonable
time.

4.3 Justification for Parameter Settings

The good quality of the results obtained by BLS is due in part to the choice of
the parameters (see Table 1), each of these is justified by its role and influence
in BLS. The most influential of these will be confirmed by comparative tests on
three TSPLIB instances (eil51, eil76 and eil101). Results will be represented on
two superposed charts: the first is a stacked bar charts, each stack gives the best,
average and the worst solution. It will show only two results if the best found
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solution is equal to the optimum. Second chart is a line chart showing evolution of
running time of BLS. The first two parameters below are defined according to the
instance size (N).

4.3.1 Maximum Number of Descents (Descmax)

The maximum number of descents decides how many times the local search will be
performed, the higher is the number of descents, the better are the results; each
one is a new chance to find better tour or escaping the attraction. In return, the
running time will be greater as shown in Figure 1. It was noted while testing that
over a certain number of descents, the results become quite satisfactory and adding
more only rises execution time without significant improvements.

Figure 1. Varying number of descents for eil instances

4.3.2 Initial Number of Moves/Jumps (L0)

This number gives the minimum of moves to be performed for each of the three types
of perturbation; it has its impact on the change of neighbourhood and therefore the
chances of unlocks. The larger it is, the more important is the changing neighbour-
hood, which may sometimes give the next descent a feeling of independence of the
previous descents.

The best results were obtained as shown in Figure 2 when starting with a single
jump, given the high effectiveness of diversification perturbations.

4.3.3 Maximum Number of Non-Improving Local Optima (T )

This variable indicates when we should perform the strong perturbation; it is reset
to zero once this perturbation performed. The smaller T is, the higher is the number
of perturbations, which increases the chances of unlocking. As mentioned earlier,
the number T must be greater than Descmax−1

8
+ 1 to avoid that the current number
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Figure 2. Varying initial number of moves for eil instances

of descents never reaches Descmax. The tests above in Figure 3 are performed with
variation of T three times: choosing firstly time the minimal value for each instance,
and then doubling and tripling these values.

Figure 3. Varying maximum number of non-improving local optima for eil instances

4.3.4 Performing 3-Opt as Descent

BLS can be improved by changing neighbourhood in the steepest descent by switch-
ing to the 3-opt, which is larger due to the number of edges that are affected in each
movement. This change will leave an impact on the performance of BLS: the his-
tory of changes is wider than the history constructed with the 2-opt steepest descent
(three edges affected instead of two with 2-opt), then the perturbations become more
diversified.

Table 3 shows BLS execution results with 3-opt (BLS 3-OPT), by comparing
it with the standard local search using 3-opt neighbourhood (LS 3-OPT) [17] and
BLS using 2-opt in the descent (BLS 2-OPT).
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Instance n bks LS-3OPT (δ)
BLS 2-OPT BLS 3-OPT

• • • • δ C1%/Copt CPU (sec) δ C1%/Copt CPU (sec)
burma14 14 3 323 – 0 0.00 0 0.00
ulysses16 16 6 859 – 0 0.00 0 0.00
ulysses22 16 7 013 – 0 0.00 0 0.00
eil51 51 426 – 0.199 20/8 0.58 0 2.69
berlin52 52 7 542 – 0 0.00 0 0.47
st70 70 675 – 0 0.97 0 11
eil76 76 538 – 0.492 18/5 2.67 0 8.55
pr76 76 108 159 – 0 1.41 0 21
gr96 96 55 209 0.997 0.215 20/5 6.00 0 23
rat99 99 1 211 0.614 0.057 20/12 5.72 0.033 20/12 16
kroA100 100 21 282 0.073 0 4.02 0 18
kroB100 100 22 141 0.379 0.012 20/18 6.58 0 62
kroC100 100 20 749 0.546 0 4.38 0 25
kroD100 100 21 294 1.538 0.053 20/14 5.16 0 35
kroE100 100 22 068 0.983 0.164 20/5 5.89 0138 20/10 52
rd100 100 7 910 0.961 0.010 20/16 10 0 54
eil101 101 629 1.657 1.017 11/0 6.07 0.063 20/12 39
lin105 105 14 379 0.642 0 2.10 0 29
pr107 107 44 303 0.093 0.042 20/11 5.89 0 36
pr124 124 59 030 0.953 0 7.91 0 21
bier127 127 118 282 0.649 0.139 20/4 31 0.102 20/9 247
ch130 130 6 110 0.999 0.324 20/2 14 0.216 20/7 196
pr136 136 96 772 – 0.675 20/0 15 0.374 20/0 244
pr144 144 58 537 – 0 4.39 0 12
ch150 150 6 528 – 0.412 20/2 18 0.117 20/14 284
kroA150 150 26 524 – 0.374 20/0 26 0.162 20/0 400
kroB150 150 26 130 – 0.237 20/1 22 0.185 18/0 626
pr152 152 73 682 – 0.030 20/8 15 0.041 20/6 374
u159 159 42 080 – 0 25 0 287
rat195 195 2 323 – 1.157 1/0 40 0.499 20/0 624

Table 3. Comparative results between BLS and standard local search using 3-opt

3-Opt neighbourhood brings many improvements to BLS. All running instances
did not exceed a deviation of 1 %, the worst average does not even exceed 0.5 %.
Only 4 out of 30 instances could not reach the optimum, while 21 have always
reached the optimum.

5 DISCUSSIONS

Observing the overall framework of ILS, BLS uses local search to get local optima,
and perturbation to vary the search. However, BLS differentiates itself from most
ILS algorithms by the combination of various perturbation strategies of different
strengths, triggered according to the search status. As explained in Section 3.3,
BLS uses a perturbation of weaker diversification with a higher probability P as the
search progresses toward improved new local optima.

By neglecting the maximum number of descents set in our algorithm, BLS always
succeeds in finding the optimal solution. Indeed, the BLS search space expands after
each series of perturbations until it finds the neighbourhood that his local optimum
is the optimal solution. Below in Table 4 are shown the best and average running
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CPU time execution (in seconds) of some instances of a BLS execution where we
ignored this stopping condition criteria.

Instances n bks Best Average Instances n bks Best Average

eil51 51 426 0 2.2 kroC100 100 20 749 1.4 20
berlin52 52 7 542 0 0.3 kroD100 100 21 294 24 433
st70 70 675 0.6 13 kroE100 100 22 068 1.19 47
eil76 76 538 1.2 9.4 rd100 100 7 910 1.5 55
pr76 76 108 159 0.3 6.9 eil101 101 629 2 257
rat99 99 1 211 2.1 960 lin105 105 14 379 0.6 41
kroA100 100 21 282 0.5 35 pr107 107 44 303 0.6 78
kroB100 100 22 141 8.1 95 pr124 124 59 030 1.3 27

Table 4. Execution time required for BLS to find the optimum

6 CONCLUSION

We explained in this paper the breakout local search approach for solving the TSP.
This algorithm uses the ILS framework and brings improvements in the perturbation:
it performs a local search and a perturbation-based diversification phase (to jump
from a local optimum to another one). The local search procedure uses the steepest
descent with 2-opt move strategy. To visit a local optima of high quality, the jumps
toward new neighbourhood are adaptively controlled according to the state of search.
Perturbation is achieved by varying the type of moves and then the size of a jump
and selecting the most fitting perturbation for each diversification period.

The quality of BLS results reported in Section 4, proves its competitiveness
compared to other algorithms. The repeated constructions (on each jump) of the set
of candidate couples (formula (2), (3) and (4)) lead to a slowness of BLS compared
to its competitors. For a better compromise of results’ quality and execution time,
we kept the 2-opt algorithm in the local search step so that BLS will not be penalised
by the 3-opt slowness as shown in the comparison of Table 3.

In order to overcome this problem of slowness, BLS can be improved by intro-
ducing accelerated descent from the same neighbourhood and implementing efficient
data structures to reduce the searching time in the construction of all candidates.
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communication of content and coordination of activities performed on documents.
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1 INTRODUCTION

Despite of the intensive development of artificial intelligence and machine learning,
people are still the key intellectual resource in almost all areas of life. Yet, sup-
porting people’s interaction with various knowledge resources would contribute to
their productivity and well-being, and help them to focus their activities on creative
work, and to put less effort to perform simple, structured tasks.

Working in a group, as well as individually, humans perform certain processes.
In an organization of many people, in particular in a knowledge-based organiza-
tion [1], a collaboration process is often implementation of the established procedure.
Moreover, collaboration with other workers, in accordance with the organizational
procedures, enables converting knowledge of individuals to a collective organization
knowledge. The purpose of the knowledge-based organization is to implement the
knowledge process, in which the human mind is an important element.

There are several problems that hinder effective collaboration, in particular:

1. The worker needs to know the organizational procedures, which are often very
confusing. Especially in procedures that are rarely performed, it could take
a long time before the worker finds out to whom a particular document should
be sent.

2. Collaborators perform procedures manually, and can make mistakes such as
sending (receiving) some information several times to (from) a wrong person.
This leads to information overload phenomenon, that often leaves the worker
confused and unable to make a decision [2].

3. Workflow process automation often requires large amounts of work to define the
entire process before performing. Moreover, this is often infeasible as the process
flow often depends on individual decisions made during its performance.

4. Documents usually play a passive role in the process, which means that they are
opened, filled, sent, etc. They generally do not give any support to users, or do
that only in a very limited form.

Also in individual work, there are some problems affecting the efficiency of the
performed tasks:

5. A user is the only one person who knows his devices and applications installed
on them. Nowadays, this is a problem because users use multiple devices to
continually perform the same task at work and home including PCs, tablets and
smartphones which must be synchronized. A question arises how to synchronize
entire systems, not just separate files.

6. A user needs to install the same or similar applications and configure peripherals
for each device or OS.

7. Even if a person uses cloud services, like as Google Drive or One Drive, he has to
find the right documents and recreate the state of his recent work after changing
a device or rebooting its operating system.
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8. A user enacts his own accustomed processes while working or resting, which are
not supported in any way.

This paper presents the Mobile INteractive Document architecture (MIND) [3]
and a special workflow enactment application, a Local Workflow Engine (LWE) [4],
enabling a loosely-coupled agent system, capable of coping with the above points.

The MIND architecture is a model of a document-centric uniform interface to
provide both effective communication of content and coordination of activities per-
formed on documents. MIND documents are proactive, i.e. they are capable of
initiating process activities, interacting with individual workers on their personal
devices and migrating on their own between collaborators. Thus, each MIND doc-
ument is a mobile agent, called a document-agent. Document-agents have built-in
migration policy to control their own workflow and services to properly process
contained information. Section 3 provides a more detailed overview of the MIND
architecture.

The migration path of a document-agent contains all information and status
of the workflow process to perform it locally on users’ devices. A document is
transferred between users in a serialized form via an available protocol – the MIND
architecture does not impose any specific implementation of that. The choice of
a concrete protocol depends on the requirements of the organization, in particu-
lar on security levels, a number of employees, a comfort of use, etc. In virtual
knowledge-based organizations, email can be used as basic medium for exchanging
digital documents of any kind. Implementation of the document transfer protocol
is discussed in Section 7.

The LWE application mention before is installed on each worker’s device parti-
cipating in the process. It has a workflow enactment capability, i.e. a functionality
to activate document-agents and switch documents between the activity and transi-
tion phases of the workflow. All LWEs participating in the process, and performing
independently, form together both a technologically independent loosely-coupled
agent system and a distributed workflow enactment service. Section 4 outlines
generic functionality of LWE and the idea of a distributed workflow enactment ser-
vice.

In the LWE-based MIND system, workers perform activities on documents inde-
pendently, using their personal devices, and yet collaborate on achieving a common
goal. It is possible owing to a migration policy embedded in each document. This
policy defines for each document a workflow process composed of specific document-
flow patterns [5] that provide process-wide coordination. The document-flow pat-
terns are a result of analysis of the coordination patterns proposed by van der
Aaalst [6]. This shows that a relatively small and well defined set of collaboration
patterns contains building blocks of arbitrary complex workflow processes in real or-
ganizations. Thus, document-flow patterns proposed in this paper, which are based
on these collaborations patterns enable modelling and coordination of any workflow
process with MIND documents. Moreover, the proposed distributed workflow en-
actment service allows defining dynamically the workflow process during its actual
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execution. Section 5 discusses briefly the document-flow patterns and shows how to
modify a workflow dynamically.

The proposed solution allows for significant reduction of the problems with group
and individual work mentioned above. Points 1–4 present the problems for which
the MIND architecture was developed. The system enabling group work through
performing of knowledge processes has been implemented and validated as a part
of the MENAID (Methods and Tools for Next Generation Document Engineering)
project [7] – Section 7 presents the results of this work. An attempt to solve the
problems introduced in points 5–8 is based on a concept to apply the model of the
MIND architecture to improve individual work on different devices, with a Personal
Document-Agent (PDA) outlined in Section 6.

Section 2 opens this paper by reviewing work related to the presented research,
while Section 8 concludes the paper and introduces the possibilities of further de-
velopment of the presented solutions.

2 RELATED WORK

The idea of an active document is not new. Already in 1996, the Multivalent Docu-
ment architecture MVD [8] was presented and it was the first significant step in the
document-based processing. MVD allowed for treating the document as an object
the content of which can be manipulated dynamically. It introduced active func-
tionality with dynamically loaded objects called behaviors. The MIND embedded
services are similar to the concept of behaviors, however MIND introduces also local
and external services, to manipulate a document content, but are not components
of documents. This gives documents more flexibility, adjusting them to exploit local
resources of visiting devices and to easily add a new functionality.

The Placeless Documents [9] extend document functionality with active proper-
ties that can not only allow to manipulate a document content, but also can manage
of a document structure and its workflow. These are also the main features of the
MIND architecture. However, the Placeless Documents are reactive, i.e., they re-
spond to external events, while MIND documents are proactive – they initiate their
own behavior as they have their own embedded functionality (services).

It is worth mentioning the document-agent MobiDoc platform [10] as the concept
of a proactive document, capable of travelling between computers under its own
control. This platform was closely related to the particular technology, thus lacked
forward compatibility, and, consequently was difficult to implement in a large-scale.
The idea of a document-agent is very interesting, as openness and technological
independence are very important features of modern systems. In the LWE-based
MIND system, a technological independence is one of its priorities. In a special case,
when each user has a different operating system, each LWE may be implemented
in a different technology. The document transfer protocol can be also adapted to
the requirements of implementation. It gives the opportunity to create an agent
platform with all benefits of multi-agent systems, but without a need to implement
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a full-size agent platform that depends on the chosen technology, has to be updated
regularly and requires additional skills from administrators.

Among more recent solutions that allow agents to perform a workflow is WADE
(Workflow and Agents Development Environment) [11] agent platform based on
JADE (Java Agent DEvelopment framework) [12]. WADE agents embed a micro-
workflow engine, capable of executing workflows compiled before launching a work-
flow. Performing activities may be delegated by one agent to another and in principle
it is not related to agent mobility. This solution follows a classic central workflow
enactment philosophy, and differs from it only in decentralization of a global pro-
cess state into a process states controlled by micro-workflow engines running inside
agents. This solution makes the WADE platform different from the MIND archi-
tecture. In MIND, a workflow object specified formally with XPDL (XML Process
Definition Language) [13] is bundled with a document and contains its internal state
of which it is of full control. Then, a workflow is enacted outside of agents by lo-
cal workflow engines (LWEs). More details on the concept of distributed workflow
enactment can be found in Section 4. The advantage of such a solution is that
a respective XPDL file may be modified during process execution. Moreover, MIND
document-agent is the only communication interface, which makes it technologically
independent in a loosely coupled and heterogeneous distributed system.

There are some interesting solutions, such as AMODIT [14], that use elements of
artificial intelligence to improve workflow processes. The main concept is to analyse
the content of the documents and previous decisions, in order to suggest the next
steps of the workflow. The mentioned system is a commercial product based on
a client-server model, which does not exhibit openness, technological independence
and multi-agent approach, as the MIND architecture does. The idea of adopting
a Multi-Agent System and machine learning to support cooperation based on doc-
uments was introduced in [15]. The presented idea was based on the analysis of the
documents and users’ behaviors, omitting the problem of process definition. The
MIND architecture, allowing for the dynamic modification of the process, opens the
possibility of learning the flow of the processes and behavior of users.

One of the problems in individual work, mentioned in point 7, is saving a state
of a recent work. This problem occurs, for example, when the system needs to be
rebooted. The user often loses the information about all documents or applications
opened before. Sometimes, it can be really frustrating. Users of the Mac OS receive
the greatest support on this issue. They can simply decide if they want to re-
open applications in the same state they left them before logging out [16]. It is
also possible, although not so easy, in Linux systems (e.g. Ubuntu). There is the
dconf-editor, where the auto-save-session check box may be selected. The
dconf-editor is not preinstalled by default, so even in experienced users may have
a problem using it. Finally, in the Windows systems it is not possible to re-open
active programs on reboot without installing an external application. There is only
the possibility to automatically re-open any Explorer windows that were opened
before rebooting. There is a list of external applications that enable to restore
programs or folders after system reboot, e.g. Cache My Work [17] or SmartClose [18].
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Restoring applications after a system reboots solves the problem on just one
operating system. Currently, users would like to work on many devices, e.g. to start
work in the office, continue it on the way home, and end at home. On each device,
users would have to recreate a state of their current work. Google Drive [19] or
One Drive [20] cloud based solutions could be very useful for sharing files through
different devices, but they cannot ensure continuing work at the point where it
previously has been interrupted.

The MIND architecture allows for implementation of a Personal Document-
Agent (PDA), which can store a global state of the work, interact with a user, op-
erating systems and services. This solution differs from the idea of Virtual Personal
Assistant (VPA), like Apple Siri [21], Google Assistant [22] or Amazon Alexa [23],
which are based on interaction with a user. The latter act as local applications or
web services and they support a user in everyday duties, e.g. by turning on an alarm,
checking the weather, reminding a meeting or making purchases. PDA proposed in
this paper is a smart middleware between operating systems and applications rather
than a yet another application like VPA (it can, however, use VPA as a local or ex-
ternal service).

3 THE MIND ARCHITECTURE

Traditionally, electronic documents have been static objects downloaded from a ser-
ver or sent by an email. MIND allows static documents to be converted into a set
of dynamic components that can migrate between collaborative workers according
to their migration policy.

The concept of the MIND document lifecycle is illustrated in Figure 1.

document
templates

repository

migration policy

services

hub
document

final
document

other policies

document-agent

document-agent

document-agent

Figure 1. The MIND document lifecycle [4]

A hub document is formed on the basis of document templates that includes
migration policy, which specifies steps of the knowledge process and services that
will be performed on different parts of a document during the process. The hub
document that contains static elements (e.g. XML files), is unmarshalled to mobile
objects called document-agents, which perform their mission in a distributed agent
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system. Each document-agent migrates across an organization and interacts with
its workers.

hub-document

users path

services

parts

ID

ID ID

Figure 2. Components of a MIND document-agent

The hub document contains five components, outlined in Figure 2:

hub-document, a headline of the MIND document. It contains its ID and other
related information necessary to identify a document-agent with a given process.

users, containing data about users who participate in a process.

parts, containing information about constituent documents, which are actual doc-
uments on which work will be performed, e.g. PDF files, MSOffice documents,
HTML forms, etc. Such constituent documents are parts of the MIND docu-
ment, which does not mean that they always migrate with document-agents.
Sometimes, a part can describe an external location of a constituent document.

services, containing information on a document functionality available during
a process. Three types of services are possible: embedded, transferred together
with a document-agent, local which may be acquired by a document-agent from
a local user’s device, and external, to be called on remote hosts by a user’s system
at the request of an arriving document-agent. Services provide document-agent
functionality and make it proactive as it was mentioned in Section 2.

path, defining migration policy (workflow) of each part of a document. It specifies
steps of a process and activities that should be performed at each step of a pro-
cess. The other components refer to the path and are distributed according to
the path during a process.

The presented document-agent model complies with the Belief-Desire-Intention
(BDI) definition of an agent [24]. BDI is an agent architecture that reflects model of
human practical reasoning, developed by Bratman [25]. The main goal of the MIND
architecture is to support users in making reasonable decisions, so BDI model fits
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well to document-agents, because it represents the natural knowledge processes of
a human mind.

A model considers beliefs as a knowledge about the world, desires as goals
of an agent and future-directed intentions, which are composed of plans, as an
important and irreducible concept. Particularly, for the MIND document-agents:

• the world is a knowledge-based organization, in which users have devices and
applications that can be an environment for agents and these devices are from
time to time connected to a network enabling migration or communication of
agents.

• beliefs are components of document-agents: hub-document, users, parts and
services. An agent does not need to know all users or services of an organization.
It is enough for the agent to know a subset of the world that is needed to
perform a designated process. Especially, during a process, a document-agent
can “discover” the world, i.e., add users, parts or services.

• desires are represented by the path component that reflects steps of a knowledge
process striving to achieve an organization’s goal.

• intentions are related to the agent’s autonomy. In the Bratman’s model, plans
are initially only partially conceived, with details being filled in as they progress.
The MIND document-agent autonomously follows its path, which can be modi-
fied dynamically during the process. It is also able to designate the services
needed to perform the appropriate action on a constituent document.

Although MIND meets requirements of the BDI model, it is not its direct im-
plementation, as in the latter, agents do not have any specific mechanisms to learn
from past behavior and adapt to new situations. The MIND document collects all
information about its performance, which can be an appropriate training set to teach
agents to perform a process better in future, for example negotiation [26].

4 DISTRIBUTED WORKFLOW ENACTMENT

A key feature of the MIND architecture is physical distribution of business process
activities, performed dynamically on a system of independent personal devices. The
MIND documents have built-in process definition and functionality (the respec-
tive path and embedding service components mentioned in the previous section).
This makes them document-agents, which are autonomous and mobile. Especially,
they are independent of any particular platform supporting workflow enactment and
they are capable of launching individual activities onto various users’ devices, which
maintain process coordination across an organization.

A standard WfMC Workflow enactment service [27] interprets the process de-
scription and controls sequencing of activities through one or more cooperating
workflow engines. Even if workflow engines are distributed, workflow enactment
is centralized in most of the implementations, because control data must be avail-
able to all engines. Contrary to that, in the MIND architecture, all data needed
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for workflow enactment are embedded in documents, and allow for implementation
of a really distributed workflow enactment service, consisting of Local Workflow
Engines (LWEs).

The idea of the distributed workflow enactment service built on top of LWEs is
illustrated in Figure 3.

protocol
MIND

protocol
MIND

LWE

LWE LWE

Figure 3. Distributed workflow enactment service based on LWEs

Each LWE is independent of other LWEs, so it can be implemented in any
technology and adapted to requirements of particular devices, especially mobile
devices such as tablets and smartphones.

A MIND document-agent is sent in a static, serialized form via any network
protocol available, enabling transmitting a document-size data. For example, it can
be a FIPA MTP standard protocol [28], ordinary HTTP protocol, or just email pro-
tocols such as SMTP or IMAP. Section 7 outlines several possible implementations
of transport layer for the MIND documents.

The initial state of workflow enactment is when LWE downloads a serialized doc-
ument on a local device and activates it, which means unmarshalling and launching
its embedded functionality. The activated document-agent begins its mission by
obtaining the path component and determining the current activity that should be
performed in this particular step of the process. The document-agent contains all
data needed to determine the state of the workflow process locally. Thereafter, the
document-agent may interact with users, their local systems and some external ser-
vices. If the next activity is intended for another user, the document is serialized
again, packed and sent to the next user via a network protocol.

All workflow process data are brought to LWE by a document. So document-
agents are the only means of communication between LWEs in a distributed system.
Since LWEs can be implemented in different technologies, they can be adapted to
various hardware.

5 DOCUMENT-FLOW PATTERNS

To run the appropriate activity in a workflow process locally, a MIND document-
agent must contain not only a process definition, but also its current execution
state. This state contains an ID of a current activity assigned to a given user,
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stored in an external XPDL attribute. But it is not enough in many situations
in a process. In order to define all attributes that form a process state, a set of
document-flow patterns has been defined. These attributes, namely current activity,
counter, sentinel, finish and semaphore are implemented as internal variables of the
MIND document and operated by a handling LWE as described below.

Based on the work of van der Aaalst [6] and characteristics of a distributed sys-
tem three categories of the document-flow patters have been identified: distributed
state patterns, coupled state patterns, and embedded state patterns [4].

5.1 Distributed State Patterns

These patterns describe situations in which a next activity or activities can be
determined solely on the state of the current activity. Four patterns of this type
have been distinguished:

Document sequencer involves a user transferring a document to another user.
The document may be transferred in its entirety in one package or if it is too
large for a transport layer protocols, it may be partitioned into several packages.
If the document is partitioned into smaller pieces, the numbering of packages
is entered and the last package is marked with the sentinel attribute. Thanks
to that, a recipient knows if all packages of the document have been already
received, even if they come in a different order.

Document splitter creates identical copies of a document or partitions it into
separate fragments. Whether the document would be copied or decomposed
depends on the functionality of the document provided by services. The resulting
documents get new document IDs and they are transferred to respective users
specified in a migration policy. They are modified parallelly while executing
different activities. For each document, ID of an activity that would be executed
on it in the next step is set as a current activity attribute value.

Depending on conditions defined in the workflow process, the splitter produces
a different number of copied/fragmented documents. This number is stored
in the counter attribute. If the splitter has n outgoing branches, the counter
assumes a value from 1 to n: 1, if only one branch was chosen and n, if all
branches were chosen.

Document merger complements the document splitter pattern and merges all
received documents in one. Of course, it may involve various document func-
tionality, depending on whether the preceding splitter has been cloning or de-
composing. But before merging, all expected documents must be delivered. The
LWE client on the basis of path component of the first received document (the
value of the counter attribute) determines a number of expected documents that
have to be merged.

Document iterator enables repeated execution of some sequence of activities con-
trolled by a condition specified in a respective document migration policy. Many
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workflow languages allow for creating unstructured loop with more than one en-
try or exit point, that do not need any specific looping operators [6]. In this
case, the value of the one boolean finish attribute brought by document to logic
gateway can decide, whether a workflow should continue a loop or exit from it.

5.2 Coupled State Patterns

Sometimes completion of an activity performed by one user may require a notifi-
cation on a state of some activity performed by another user somewhere in an or-
ganization. That involves a notion of asynchronous signals, sent between different
parts of a workflow process. Three document-flow patterns of this kind have been
distinguished: deferred choice, milestone and cancel activity.

Milestone and deferred choice are used to deal with situations when the cur-
rent activity of one user has to be blocked until a signal notifying on some
external event has been received from another worker. Both patterns require
the semaphore attribute and embedded functionality to handle it. Initial value
of the semaphore is closed, so if a signal from another worker has not been re-
ceived, the current activity is blocked. Upon receiving a signal, a waiting activity
is resumed. Milestone just blocks some activity of one user by another. Thus,
a signal does not have to have any specific value. Deferred choice is used when
sending a given document has to be postponed until the user gets information
to whom it should be sent. Thus, a signal should have a value identifying a next
user, e.g. the user’s ID.

Cancelling pattern. Implementation of this pattern depends on which process ac-
tivities should be cancelled. If a particular activity should be cancelled, a can-
cellation signal is sent only to LWE responsible for its execution. The decision
on cancelling the activity is immediate for a receiving device or does not make
sense any more if a document has been sent to another user. More problematic
situation is to cancel a document (one part of the MIND document), because
it requires a designation of its location. It is possible to search for a document
in all places indicated by the workflow, but this solution is expensive and can
be unreliable. Another solution is to chase a document that can leave a trail
in each visited LWE. It is worth mentioning that a document flow takes hours,
even days, rather than seconds, so it would be a reasonable solution. For exam-
ple, the Intel’s Email Service Level Agreement defines the acceptable time frame
for replying to emails in 24 hours [29]. Using an external “ground control” ser-
vice [5], which introduces the ability to track document-agents globally, allows
for simplification of a document cancellation.

The cancelling pattern does not need any additional attributes to enable can-
cellation. In principle, every activity or every document can be cancelled. The
cancel attribute is added after the cancellation to indicate this fact, which may
be needed for further analysis of a process.
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5.3 Embedded State Patterns

Performing an activity by some user may require a subprocess delegated to some-
one else with activities not specified originally in a migration policy of an arriving
document. States of such a subprocess are embedded in a state of a current activity
referring to that subprocess. Two types of subprocess can be distinguished: internal
and external.

Internal subprocess. If a current user is authorized to extend an original mi-
gration policy of a document with new activities, they constitute an internal
subprocess. Neither a structure of the internal subflow nor identity of added
users have to be known earlier to a workflow originator (designer).

This is a key pattern in the MIND architecture. Internal subprocesses can
be added during the workflow execution. It allows for defining a relatively
small initial workflow and its dynamic expansion during execution. The activity
assigned to the user is converted into a subprocess activity. The main advantage
of editing a process during its execution is that it can be built ad hoc of small
pieces. Each worker can define a fragment (subprocess) of a workflow, i.e. each
user can be a document originator.

External subprocess. A performed activity may call some external subprocess
whose structure is unknown for both, a workflow designer and a performer of
a current activity. The external subprocess is often performed outside of an or-
ganization.

6 A PERSONAL DOCUMENT-AGENT

A special case of an iterator is recursion, which means the ability of some activity
to invoke itself during its execution [6]. For documents, it is a situation in which
a user performs the same activity several times on different devices. From the
perspective of an entire process, this is still one activity, but from the perspective of
a document-agent, executing conditions on different devices can vary significantly.
This situation requires creating a subprocess with one input and one output, in
which a document will be transferred between user’s devices and edited until the
end of work.

A
finish
?

NO YES

Ai

Figure 4. A recursive document-flow pattern
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Figure 4 presents a recursive pattern as a subprocess added to the activity A,
being a certain task that a user has to perform on a document part. In many
cases, a user does not perform this task at once. Thus, the document has some
intermediary states between receiving and sending. It can be opened, edited, saved
and closed many times during one activity. LWE can put to sleep and next wake up
a document-agent as many times as needed, including the restoration of necessary
services. This is a typical behavior of the MIND document and does not require
any subprocess. A subprocess would be needed if one activity would have to be
performed on different devices of the same user. It is a common situation, as many
people have several devices at their disposal. Each activity Ai is an ith copy of the
activity A started before adding the subprocess and each one expresses the same
task A. After performing a certain stage of the task represented by Ai, the user
decides, if a work is completed. If not, it may happen that it would be continued
on another device as Ai+1.

A document-agent, when interacting with LWE, can recognize on which device
it currently resides. Thus, it can dynamically adjust to various execution contexts
provided by devices. It may have a certain performance strategy for a given device,
which it can consult with users by negotiating with their device [30].

The recursive pattern proposed in Figure 4 can been exploited by the concept
of a Personal Document-Agent presented in Figure 5.

LWE

OS
x

LWE

OS
y

LWE

OS
z

local
state

local
state

local
state

global
state

PDA

user processed
documents

services

Figure 5. PDA as a middleware between user and his OSs

Assume that everything users do on their devices is the implementation of their
personal process, and LWE has been installed on each of them. The special MIND
document does not implement a path assigned in advance, but follows users to



686 M. Godlewska

support their work. This is a process that is being built ad hoc. In a personal
process, a state of work is often more important than the sequence of activities
performed. A user interrupts it at a certain point and after some time wants to
resume it in the same point where it was interrupted. This is not a problem of
just one device. Most operating systems allow for putting them into a sleeping or
hibernating mode. Incidentally, the system is not able to wake up and then the
state of work would be lost. It would be much more useful to provide a prospect for
continuing work from the sleeping/hibernating point, but on another device.

PDA collects the data about tasks performed by the user, as snapshots of a state
of work. Next, PDA distributes the obtained data into two sets: data important
for the work on local operating system (a local state) and data that express the
state of performing a certain task (a global state). This distribution is supported
by the MIND service component (see Section 3). The local state contains informa-
tion about local services that users used in their latest work, while the global state
registers the use of external and embedded services. But not only, the global state
also includes mappings between corresponding applications on different devices, for
example, Adobe Acrobat Reader on PC with the Windows OS would correspond to
Google PDF Viewer on a tablet with the Android OS. It also can indicate discrep-
ancies, for example an AutoCAD application would be only available on a computer
at work.

PDA also uses the part component to enable users interaction with the doc-
uments they have recently worked on. It keeps information not only about open
documents, but also about specific places in these documents, if it is possible for
a given format. Thanks to this, users changing the device, are redirected to the
exact place in document.

Interaction between PDA and a user could evolve in time. PDA can use many
services to cooperate with a user, including voice communication. However, turning
on too many services at the beginning, would overload the system and a user might
not be able to use so many of them. Instead, PDA should be kept as small as possible
and should be able to collect data about the user’s habits to better support the
latter. For this purpose, various solutions are currently being adopted by the Author,
such as machine learning to automatically built document migration, strategies or
emotion recognition of its local user [31]. For example, let imagine the situation,
that PDA “knows” a user named Bob. PDA knows, that Bob never works on Friday
evenings. If he turns on the computer, he usually watches movies or plays video
games. He gets angry when anything reminds him of work. Therefore, PDA would
ask Bob what to turn on for him: his recently acquired video game or a Netflix
service, and only one exception would be allowed – when the tight deadline to
complete task is about to expire. Then Bob would accept the suggestion to continue
his work instead. In such a case, PDA would readily recreate the state of his recent
work.

PDA can collect some other data, not only a status of work. It is practical to
collect data about peripheral devices, so as not to have to configure them for each
device separately and to communicate with them faster and easier.
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7 CASE STUDY AND VALIDATION

The MIND architecture was created to facilitate knowledge management in com-
plex knowledge processes, in which a flow of electronic documents and extracting
knowledge from them are crucial. Coordination of document workflows may be often
enforced by law, especially when related procedures are implemented manually by
workers – as it takes place in court trials, crash investigations or complex medical
cases.

The first case study was a judicial proceeding system. A real judicial case in the
form of complete files could reach an enormous size. The purpose of this exercise was
to consult with court workers (judges, attorneys, counsellors, judicial officers, etc.)
to verify the usefulness of the proposed document-flow patterns and their required
functionality. In court trials, there are many constituent documents that have spec-
ified structure and workflows are precisely defined by legal procedures. So, using
MIND-like documents would be essential to redirect attention of all stakeholders in-
volved to the content of a court trial, rather then concentrating on complying with
the legal rules governing it. A feasibility study of the MIND architecture was carried
out in cooperation with lawyers and a company providing software for courts. This
allowed for developing the MIND document model and defining the document-flow
patterns.

The second case study involved the issue of evaluation of students in a typical
university grading process. It allowed to test the validation of implementing the
MIND architecture in a real environment, using the document-patterns.

A worker of Registrar’s Office forms a grade roster hub document, and transfers
it to a Course Leader. A Course Leader runs his own subprocess of collecting
credits from instructors during the entire semester; structure and implementation
of that subprocess is irrelevant to the Registrar’s Office. While the Registrar’s
Office may use an online grade system for one-time roster submission and approval,
a Course Leader is responsible for all subprocesses of collecting credits and has
modification, control and cancellation permissions. Instructors receive only a class
roster of their student’s groups, which can be filled out at any time, before a specified
deadline.

Several prototype applications were implemented to validate the MIND archi-
tecture and demonstrate its implementability in the context of the above mentioned
case study. The main task of the implementation was to create an environment for
document-agents: for their actions on users’ devices and for transferring between
devices. It was common for all prototypes to use XML [32] for MIND document im-
plementation. The path component that describes the document workflow has been
specified in XPDL. XML files can be easily transformed to other formats, tailored
to the specific technology.

The first implemented prototype [3] used the JADE. Document-agents extended
the JADE MobileAgent class and LWE was a component of a JADE container. The
transport layer was built on top of the JADE IMTP protocol. However, users were
hesitant to use this prototype as difficult to configure and maintain, subscribing too
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much to the specific technology, and requiring troublesome inclusion of additional
ports, often blocked by intermediary firewalls.

Further prototypes used email, and standard email’s protocols, as a transport
layer, with LWE implemented simply as a lightweight email client. Email is the most
popular computer mediated communication in the workplace, as a simple textual
form combined with a possibility to disseminate attachments in any format. This
solution did not require additional skills from users and could support asynchronous
work. LWE was implemented in several leading technologies: as a Java desktop
application for PCs and laptops, and for mobile platforms: iOS, Windows Phone
and Android [33]. These implementations used, however, different available libraries
for email messaging, serialization and compression of documents, and XML data
binding. LWE prototypes were tested simultaneously, while performing one process,
so they formed a really heterogeneous system.

Installation of LWE on each device is recommended to take full advantage of
a distributed system. The implementability of LWE was proven by prototypes im-
plemented for various platforms. They were lightweight standalone applications and
there was no need to configure any servers or databases. With email protocols used
as the underlying transport layer, the configuration proceeded in the same way as
the configuration of a typical email client. Alternatively, LWE could be provided as
a Web service – especially in cases, when a user has a device for which LWE has not
been implemented yet. Also, a user may play a marginal role in the process or just
want to refuse installation of LWE.

This system based on email worked satisfactorily and has been considered by
users as friendly. The Course Leader was free to implement his evaluation process
in any way and course instructors could perform their activities using their personal
mobile devices in any time, even if they were out of their campus network. The
grading process involved both scheduled and unpredictable events, such as project
assessment or homework collection for the former, and grade correction or disci-
plinary actions in a case of academic misconduct. These events were effectively
handled with document-flow patters outlined in Section 5. The users’ satisfaction
was also influenced by: a simplicity of use, configuration, and easiness of the LWE
application, as well as the ability to work without a permanent internet connection.

8 CONCLUSIONS AND FUTURE WORK

One of the main objectives for the presented MIND architecture has been its open-
ness to new policies, services and diverse applications. Some of them have already
been implemented, while others are still in the development phase.

Executability and mobility constitute the enabling services for MIND document-
agents (see Section 7). The former involves unpacking, assembling and activating
arriving document components to enable execution of the current activity, and after
that packing them back before their departure, while the latter involves transporting
them between personal devices of users to proceed with subsequent activities.
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Next, reliability of the MIND agent system has been provided by a “ground con-
trol” external service [5] to make the distributed workflow enactment system more
useful and trustworthy. It allowed for estimation of the global state of a distributed
loosely coupled system, taking into account transport layer errors, unforeseen ac-
tions of users and process modifications. The “ground control” service together with
LWE enabled communication between a persons responsible for executing a process
and performers of a related activity. Additional permissions and rules allowed to de-
termine which participant could control the process execution and make decisions in
unforeseen or conflict situations. That also allowed for introducing the choreography
policy [5] into the process enactment.

There is also a security issue, which answers the question: what to do if a doc-
ument gets to an unauthorized person? LWE may require authentication of a user
before unpacking and activating document components – to verify if the performer
assigned to the current activity is the same person as the recipient of the document.
An interesting solution for that has been proposed in [34]; it introduced a biometric
face recognition mechanism built in MIND document-agents.

Finally, a negotiation capability was added to MIND documents to resolve pos-
sible conflicts between document-agents and user’s devices they visit to execute
a particular activity at their workflow [30].

Personal Document-Agent (PDA) presented in Section 6 is the next concept
building on the MIND architecture. It explores executability and mobility of the
MIND document-agents to improve the work of a specific user with his devices and
peripherals. Thanks to this, a user may have an impression of continuing work from
the point where it was interrupted, despite of changing the device and its location.

The MIND architecture enables dynamic modification of the workflow process.
After the workflow process is completed, the document is archived (see Figure 1),
and the data collected during it are a great base for analysis. Retracing already
completed processes allows for their optimization in accordance with the real be-
havior of users. Machine learning approaches can be used to choose the best path
or services in the process. During the process, users can assess the accuracy of the
activity, that they performed. For example, if a document got to someone’s device
unnecessarily, it could learn not to follow such a path in the future.
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Abstract. With the coming up of plethora of web applications and technologies like
sensors, IoT, cloud computing, etc., the data generation resources have increased
exponentially. Stream processing requires real time analytics of data in motion and
that too in a single pass. This paper proposes a framework for hourly analysis of
streamed data using Bloom filter, a probabilistic data structure where hashing is
done by using a combination of double hashing and partition hashing; leading to
less inter-hash function collision and decreased computational overhead. When size
of incoming data is not known, use of Static Bloom filter leads to high collision rate
if data flow is too much, and wastage of storage space if data is less. In such cases it
is difficult to determine the optimal Bloom filter parameters (m, k) in advance, thus
a target threshold for false positives (fp) cannot be guaranteed. To accommodate
the growing data size, one of the major requirements in Bloom filter is that filter size
m should grow dynamically. For predicting the array size of Bloom filter Kalman
filter has been used. It has been experimentally proved that proposed Adaptable
Bloom Filter (ATBF) efficiently performs peak hour analysis, server utilization and
reduces the time and space required for querying dynamic datasets.

Keywords: Bloom filter, partition hashing, double hashing, Kalmann filter

1 INTRODUCTION

In today’s world, data is considered as one of the most valuable assets. It has
been acknowledged by data scientists that timely and accurate analysis of available
data helps in creating more opportunities by taking right decision at right time
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in ever changing business environments [1]. With the coming up of plethora of
web applications and technologies like IoT [2], cloud computing [3], etc., the data
generation resources are increasing exponentially. This change is leading to a shift
in paradigm from existing relational data base based systems to systems which can
efficiently accommodate Big data. Initially Big data [4] refereed to the collection
of huge amount of unstructured data (volume and variety) only. But, with the rise
in continuous data generation resources like traffic data, climate data, stock market
data, etc., term velocity was introduced in Big data. Streamed data arriving from
various resources requires fast processing and storage framework for handling huge
amount of data. Storing entire data requires lot of memory and usage of fixed size
data structures will require a lot of time for analysis [5]. Further, in case of streams,
continuous analysis of data is required before storing it [6, 7].

Streaming data analytics [8] focuses on reducing time and space complexity of
incoming data before storing it on disk. The important issue in stream processing
is that data diminishes with time so data must be processed in a particular time
window in single pass.

In many applications, fast and real time processing is required to make timely
decisions accurately [9] for example in finance sector, the analysis of stock market
streaming data is an essential tool for predicting stock price of the companies and real
time fraud detection in a short time span. In dynamic recommender applications,
processing of streamed data is necessary for referral of products according to interest
of user and promotion of new products in the market [10]. In network applications,
managing data streams for system monitoring can be time-varying, volatile and
unpredictable since tasks to be managed include accessing the server’s utilizations
in particular time frame, tracking the number of unique visitors on a network in
a particular time, identifying common users between two time slots, or calculating
maximum number of hits on network in particular span of time. Results of network
analysis can help to predict the resource usage over network, identify rush hours in
network, management of network resources on the time slot basis and detect attacks
like DoS and DDoS.

Fast matching of arbitrary identifiers to the values of incoming data and real
time response are the basic requirements for majority of streaming data applications.
Given millions or even billions of data elements, developing efficient solutions for
storing, updating, and querying them becomes increasingly important especially
when data is available for a short span.

Using traditional data base approaches which include performing filtering and
analysis after storing the data is not efficient for the real time processing of streamed
data. Since the size of incoming data is unpredictable, data structures used for
the storage of data should be dynamically adjustable, but changing size in each
iteration may lead to the extra computational overhead. Thus, some adaptive
storage mechanism is required which performs predictive analysis to determine
size of data structures being used. Provisions should also be available for adjust-
ments on the basis of previous incoming data or on the basis of real time data
flow.
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Above mentioned issues clearly indicate that efficient storage and searching tech-
niques are required for processing streaming data. Various solutions proposed by
researchers in this domain utilize probabilistic techniques to reduce information pro-
cessing and analytics cost. This paper proposes the use of Bloom filter [11], a prob-
abilistic data structure [12] which can store the elements of a set in a space-efficient
manner by using hashing principles with a small error in querying process. Presently
Bloom filter is widely used in many networking and security algorithms like authen-
tication, tracebacking, IP tracebacking, string matching, reply protection, etc. It is
also used in fields as diverse as accounting, monitoring, load balancing, policy en-
forcement, routing, clustering, security and even in many database applications [13].
There are number of variants of Bloom filter which have been successfully used in
different application domain [14].

The prime focus of the proposed framework is to efficiently query the incoming
data within the limited time domain. To deal with instream data and store the
information for a short time the proposed framework uses a Scalable Bloom filter [15]
with Ageing Bloom filter properties, i.e. evicting data after fixed time interval. In
the proposed framework Kalman filter [16] is used to make scalable Bloom filters
adaptive in terms of size and reduce the computational overhead of adding extra
filters at run time. Further, query complexity of dynamic data has also been reduced.
The proposed Bloom filter is named as Adaptable Bloom Filter (ATBF) and it
has been experimentally proved that the proposed filter outperforms the existing
Scalable Bloom filter when dealing with in-stream data.

The plan of this paper is as follows: Section 2 provides the literature survey of
the Bloom filter and its variants. In Section 3, proposed approach is discussed in
detail. Section 4 provides experimental results and compares existing approach with
the proposed approach. Finally, Section 5 concludes the paper.

2 RELATED WORK

2.1 Standard Bloom Filter

The Bloom Filter (BF) [11], a space efficient probabilistic data structure, is used
to represent a set S of n elements. It consists of an array of m bits, denoted by
BF [1, 2, . . . ,m], initially all set to 0. To describe the elements in the set, the filter
uses k independent hash functions h1, h2, . . . , hk with their value ranging between
1 to m assuming that these hash functions independently map each element in the
universe to a random number uniformly over the range. For each element x ∈ S; the
bits BF [hi(x)] are set to 1 for 1 < i < k. Given an item y, its membership is checked
by examining the BF whether the bits at positions h1(y); h2(y); . . .; hk(y) are set
to 1. If all hi(y) (1 < i < k) are set to 1, then y is considered to be part of S. If
not, then y is definitely not a member of S. The accuracy of a Bloom filter depends
on the filter size m, the number of hash functions k, and the number of elements n.



696 A. Singh, S. Batra

User can predefine false positives (fp) according to application’s requirement.

fp =
(
1− e−kn/m

)k
. (1)

2.2 Scalable Bloom Filter

In some applications like in-stream data coming from sensors, network traffic, etc.,
the data is generated dynamically and size of the data set being generated cannot be
determined a priori. When size of incoming data is not known, use of static Bloom
filter will either lead to high collision rate or result in wastage of storage space. In
such cases it is difficult to determine the optimal Bloom filter parameters (m, k)
in advance, so a target false positives threshold cannot be guaranteed. In order to
accommodate the growing data size, one of the major requirements in Bloom filter
is that filter size m should grow dynamically.

Dynamic and scalable Bloom filters deal with the scalability problem by adding
bit arrays of varying sizes as the incoming data increases. In Dynamic Bloom Filter
(DBF), an array of size same as that of initial array, i.e. an array of m bits, is
added repeatedly to accommodate the ever rising data, once the threshold or the
fill capacity of the existing DBF exceeds. But this addition in DBF causes the
significant increase in error rate. In scalable Bloom filter, a variable size array
is added whenever the defined threshold is crossed, with an extra parameter ρ to
maintain the error rate in defined bound.

Scalable Bloom Filter (SBF) [15, 17] is a BF variant that can adapt dynamically
to the number of incoming elements, with an assured maximum false positives f 0

p .
In addition to the initial array of size m0, SBF includes two additional parameters:
expected growth rate (s) and the error probability tightening ratio (ρ) (0 < ρ < 1);
insert operation in SBF for an element x using k hash functions and parameters s and
ρ is given by Insert(SBF [.], x,ki=1 hi(x), f 0

p , s, ρ). When m0 = log2(f
0
p )−1 exceeds the

defined threshold, a new array m1 = m0 + log2 ρ
−1 is added and error probability

for new filter f 1
p = f 0

pρ. Size of additional ith array mi is:

mi = log2(f
i
p)

−1 = m0 + i× log2 ρ
−1. (2)

For flexible growth in SBF size, exponential growth factor s is added, generating
i individual filters of size m0,m0s,m0s

2, . . . ,m0s
i−1. When the fill ratio th for one

filter exceeds the defined threshold, another filter is added to it with a well defined
growth parameter s. Elements stored in ith filter are approximately:

Ni ≈ m0s
i(ln(th)). (3)

At a given time, error probabilities of all i individual filters (0 < i < (i− 1)) is
f 0
p , f

0
pρ, f

0
pρ

2, . . . , f 0
pρ

i−1. The compounded error probability for the SBF is:

fSBF
p = 1−

i∏
x=1

(
1− f 0

pρ
x−1
)
. (4)
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Query process in SBF is accomplished by testing the presence of query element
in each filter, starting from active filter to oldest filter. At the time of query, if N be
the total incoming elements and N0 be the elements in m0, total number of arrays
added in Bloom filter. Search complexity for the worst case analysis is:

O(k(blog(N/N0 + 1)c) + 1). (5)

It has been experimentally verified that computational overhead of SBF surges
as the size of SBF grows with the increase in incoming data set.

2.3 Ageing Bloom Filter

Some network applications require high-speed processing of packets. For this pur-
pose, Bloom filters array should reside in a fast and small memory. In such cases,
due to the limited memory size, the stale data in the Bloom filter should be deleted
to make space for the new data.

To accommodate such type of issues, number of solutions are proposed by do-
main experts, one of these is using only one buffer [18], i.e. allocating a buffer for
insertion of elements coming from a particular network stream. For each new ele-
ment, the buffer can be checked, and the element may be identified as distinct if
it is not found in the buffer, and duplicate otherwise. When the buffer reaches its
fill ratio, whole data is evicted from the buffer, i.e. buffer is reset to original value.
Search time complexity and false positive rate in this case is determined for a partic-
ular interval, same as that of the Bloom filter. Another solution proposed for aging
scheme using similar concept is double buffering [19]. In this approach, concept of
buffering is used but with two filters. Initially data is filled in the first filter and once
the threshold exceeded, data is filled in the next filter but as soon as the threshold
of the second Bloom filter is crossed, data is evicted from the first filter and this
process continues. Advantage of this approach is that we can store data for more
time by using double memory than by simple buffering approach. Example of aging
Bloom filter includes techniques like A2 buffering where one buffer is divided into
two parts and then double buffering is performed. One of the short comings of this
approach is that size of the filter used is static, and rough prediction of size of the
filter required may affect the accuracy of membership query.

2.4 Partition Hashing

Partitioning hashing is a technique where small portion of large table is uniquely
allocated to each hash function such that hash key li generated by hash function `i,
is randomly distributed over a small part of the array, i.e., each hash function is
allocated to a sub part of an array [20]. In Bloom filter, an array of m bits is
partitioned into k disjoint arrays of size ϑ = m

k
bits and k hash functions are used

corresponding to each part. For an element ui ∈ U , hash functions are calculated
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as:
κi(ui) = `1(ui) + i× `2(ui) mod ϑ. (6)

Each hash function κi(.) changes bit in ith array where i|1 < i < k. Two
independent hash functions `1(x) and `2(x) are used to generate k hash functions
such that ∀i|i < k. To get best results of this schema, ϑ should be prime; so size of
array and number of buckets should be choosen in such a way that m

k
returns a prime

number. This technique leads to less inter-hash function collision, further usage of
only two hash functions to generate all k hash functions decreases the computational
overhead [20].

2.5 Approximate Counting in Streaming Data

Besides the batch processing infrastructure of map/reduce, Big data analytics re-
quire techniques where streamed data is processed in near real time in single pass
for some specific applications.

Approximate counting problem and solution for large data sets was defined in
1981 by J. S. Moore in the Journal of Algorithms [21], and later many solutions
were proposed using approximate counting in massive data sets. Two solutions
are considered: Counter-based algorithms which include Frequent majority [22],
LossyCounting [23], SpaceSaving [24] and Sketch based algorithms like Count-Min
Sketch [25], Count Sketch [26], etc.

Manku et al. [23] proposed lossy counting algorithm, which divides large data
into Bi buckets and calculates the frequency of different type of elements. Count
is maintained in bucket counters CBi for only those elements which cross a defined
threshold. For adding a new bucket Bn, counter of previous bucket, i.e. CBn−1 , is
used as base. Random decrement of all counters on the extreme sides is done after
the calculations are performed on each bucket.

To answer frequency queries and reduce computational complexity, a sketch
data structure named CountMin Sketch (CMS) was proposed by Muthukrishnan
and Cormode in 2003 and later improved in 2005 [25]. This data structure is based
on probabilistic techniques which are used to answer various types of queries on
streaming data. It is a histogram which stores elements and their associated counts.
Major difference between Bloom filter and CMS is that Bloom filter effectively rep-
resents sets, whereas the CMS considers multisets instead of storing a single bit to
answer a query, the count min sketch maintains a count of all object. It is called
a ‘sketch’ because it is a smaller summarization of a larger data set. The probabilistic
component of CMS provides more accurate results compared to proposed sketching
algorithm solutions as it has less space complexity and decreased computational
cost.

2.6 Kalman Filter

Kalman filter (KF) is a linear system model derived from stochastic process, mak-
ing it ideal for systems which are continuously changing. In KF recursive approach
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is used where a common model is formulated and all future calculations are per-
formed on the same equations without any modification. It is easy to implement
and requires less memory since it does not keep record of old data except the pre-
vious state. Further, less computational cost makes it suitable for real time prob-
lems.

Notaions Description

x̂k Posteriori state estimate
x̂−k Priori state estimate

P̂−
k Priori estimated error

P̂k Posteriori state estimate
K Kalman gain
vk Measurement noise
R Co-variance for measurement noise
wk Process noise
uk Control signal
Q Co-variance for process noise
zk Measured value
A,B,H Constants according to process

Table 1. Nomenclature for Kalman filter

Kalman filter is a powerfull mathematical tool mainly used for stochastic esti-
mation from noisy sensor data or data streams occurring at regular intervals. The
basic assumption of Kalman filter is that system should be continuous and can be
modeled as a normally distributed random process X, with mean µ and variance σ
(the error covariance), i.e. X ∼ N(µ, σ) [16]. Kalman filter addresses the problem of
estimation of state xk of a discrete-time controlled process on the basic of previous
state xk−1 using following equation:

xk = A.xk−1 +B.uk + wk−1 (7)

with a measured value zk for kth state given by:

zk = H.xk + vk (8)

where Pr(w) ∼ N(0, Q) and Pr(v) ∼ N(0, R).

2.6.1 Discrete Kalman Filter

Kalman filter is a set of mathematical equations that build a predictor-corrector type
estimator model to optimally minimize the estimated error covariance. It provides
an estimate of a process for kth state by using a feedback control model. In this, filter
first estimates the value for kth state based on the current information of the process
and then obtains feedback from some measured value, i.e. noisy input. Based on
the error in estimated value, Kalman gain is calculated which helps in minimizing
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error in further iterations. The algorithm converges to the near optimal result after
few iterations.

Kalman filter is divided in two groups: time update equations and measurement
update equations. The time update equations help in projecting the priori current
state value (x̂−k ) and priori error covariance estimates (P̂−

k ) for the next step. The
time update equations act as predictor equations for estimation model [27].

x̂−k = A.x̂k +B.uk, (9)

P̂−
k = A.P̂k.A

T +Q. (10)

The measurement update equations provide feedback to the time update equa-
tions for incorporating new measurement in priori estimate to obtain an improved
posteriori estimate. The measurement update equations are also known as corrector
equations.

x̂k = x̂−k +Kk.(zk −H.x̂−k ), (11)

Kk =
P̂−
k .H

T

H.P̂−
k .H

T +R
, (12)

P̂k = (1−Kk.H)P̂−
k . (13)

Wiener filter deals with static data only; Kalman filter, a generalization of
Wiener Filter [28] allows dynamic data with noisy parameters as input. Predic-
tor model based on polynomial regression [29] uses combination of number of linear
regression models which increases the computational complexity of calculations for
each prediction manifolds. Extended Kalman Filter (EKF) [30] is an extension of
Kalman filter, where at each step non-linear system is transferred to linear system
by calculating first and second order derivative. Generally, EKF are considered for
multi-class problems.

Simplicity of Kalman filter in implementation, less memory requirement and
support for dynamic environment makes it a wonderful candidate for predicting the
size of Bloom filter in streaming data.

3 ADAPTABLE BLOOM FILTER (ATBF)

To perform timely analysis on streaming data, an adaptive data structure is required
which performs analysis in one pass with minimum computational complexity and
less storage overhead. For a stream of network data S : (x1, x2, . . . , xn) over a time
based window of h time slots i.e. T : (t1, t2, . . . , th), this paper addresses the following
points:

• Analysis of network traffic for a particular time slot.

• Predicting amount of in-coming data in the next slot.
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• Allocation of memory for the next time slot based on prediction in the present
time slot.

Proposed model is hybrid of two types of Bloom filters: scalable Bloom filter (for
dynamic data input) and ageing Bloom filter (store data for particular time interval
only). In the proposed framework, an efficient learning model is propounded for
a time slot based analysis of network traffic using a novel technique called Adaptable
Bloom Filter (ATBF), a variant of scalable Bloom filter. Figure 1 provides the basic
framework and coming section elaborate the proposed framework along with its
phases.

Figure 1. Proposed framework

3.1 Input and Hashing Phase

A stream of data S = (x1, x2, . . . , xn) coming from any resource like sensor, social
networking websites, network data and mobile data, etc., is assumed to be the input
for the proposed framework. It is assumed that data is available only for limited
time and hence it has to be processed in the single pass in the defined time frame.
Data may be in varied formats like IP address for network data, website names,
email address, etc.

In the proposed scheme, the format of the incoming data is not an issue as all
the inputs irrespective of the format (numeric, alphanumeric, text) are hashed using
a combination of double hashing and partition hashing. Two independent hash
functions h1(x) and h2(x) are used to generate k hash functions such that each hash
function has a disjoint range of p = m/k (p must be prime for efficient hashing)
consecutive bit locations (bucket) instead of having one shared array of m bits, i.e.,
partitioning hashing is used, where m is size of array, k is number of hash functions
and p is prime number denoting the buckets in an array. ∀i|i < k

gi(x) = {h1(x) + i× h2(x)} mod p. (14)
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To achieve uniformity in maintaining bucket for each hash function at runtime,
a parameter σi has been introduced, with initial value σ0 = p. For each element
x ∈ S (∀i|i < k)

Hj
i (x) = (h1(x) + (i− 1)h2(x)) mod σj. (15)

Corresponding to jth slice added in ith slot of ATBF, new σj is defined to synchronize
bucket size for each hash function. Φ(x) function returns an optimal number p s.t.
p← Φ(p ≥ x and p is prime).

3.2 Storage

After hashing is done for each incoming element, i.e. ∀xi ∈ S, next task is to store
the data in the array for a defined time slot say one hour or two hours. For each
time slot, i.e. ti ∈ T , a Bloom filter (ATBFi[]) is maintained to store the elements
for that particular time slot.

Selection of initial size of the Bloom filter for each slot in every iteration is
critical task because it affects time and query complexity. For the very first it-
eration, an array of size m0 is allocated and for further time slots size of Bloom
filter is decided based on data received in the previous slot. Initial array size for
each time slot th is decided on the basis of number of elements accommodated
in previous slot th−1, using an array called Learning Array (LA) which keep the
track of size of Bloom filter in each slot. The intent of providing an additional
counting array is to reduce the slice addition overhead at the run time. The
size of the array required for the next time slot is predicted through Kalman fil-
ter and each slot is provided the required slices at the beginning in the form
of a single array instead of multiple chunks called slices. This process helps in
adjusting the size of ATBFi[] to accommodate the dynamic input and reduces
search time since query is done on single array instead of slices where we tra-
verse from latest to oldest slice one by one. To maintain the uniformity in the
partition hashing, size of slice is decided on the basis of φ() function. Inser-
tion is performed by setting all hash indexed values one in the active slice of fil-
ter.

After t time slots when maximum number of time slot for which data records are
maintained is reached, insertion is performed in first slot, i.e. ATBF1[], by evicting
its old data. The proposed model works in round robin manner, i.e., slots after h
hours perform insertion on same array during next iteration, i.e., (ti + o × h) ↔ ti
where o ∈ Z. After completion of insertion in each time slot InsertLA() function
is invoked to update the values for performing size estimation for next time slot
(Algorithm 1).

One of the major issues in SBF is how to measure the defined threshold for ad-
dition of the new slice. Number of solutions have been proposed for this issue which
include 50 % percent rule, i.e., threshold is reached, when the maximum number of
one’s which a Bloom filter can accommodate reaches 50 % of its original capacity;
but how to find that a filter is 50 % occupied is again a tedious task.
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One of the options is to maintain a counter which increment every time an el-
ement is added or the number of one’s in filter have to be counted after regular
intervals. Another method is to keep the track of false positives after every insertion
to check whether the results are within the desired false positive rate or not, but
these solutions lead to extra computational overhead as one needs to continuously
check when a filter gets saturated and such operations will definitely dilute the very
purpose of using Bloom filter.

Proposed scheme addresses the issue of finding threshold for addition of new
filter by the usage of buckets generated through partition hashing. Instead of cal-
culating the threshold of the entire array, a function named CheckFp(), which uses
standard threshold calculation technique, is used to find the threshold value of the
randomly chosen bucket. Such technique limits the threshold calculation to a single
bucket instead of entire array, reducing the overall computation time. To avoid call-
ing CheckFp() after every iteration, a function Random() has been defined which
returns a random value through which CheckFp() function is called, leading to fur-
ther optimization of the entire process.

For experimental analysis, data is considered for varying time slots, e.g., one
time slot is equal to four or six hours, i.e., all the hashed data of first time slot
is added to the array ATBF t1, data of second time slot moves to array ATBF t2

and size of ATBF t2 is determined by LA, based on the traffic in t1 time slot. The
proposed approach is flexible enough to accommodate n time slots, with each time
slot represented by one array. Based on data stored in these Bloom filters, i.e.
ATBF 1...tn , further analysis like peak hour analysis, detecting approximate number
of users in each time slot and server utilization are performed.

3.3 Query Process in ATBF

To query the occurrence of a particular element in a time window, Query() function
is used.

Query(LA[], p, Q, T,i=k
i=1Hi) in ATBF checks each Bloom filter, i.e. ATBF ti |∀ti ∈

T from latest array to oldest array, and in each Bloom filter all slices (if added),
i.e. from r to 1, are checked corresponding to the queried element. Query process is
made fast by calculating hash functions at the run time, i.e. for a particular query,
all hash functions are not computed in advance, each hash function is calculated
and comparison is performed in defined bucket of hash function. If bit at hash
index is one then next hash function is computed and comparison is performed
otherwise query process terminates. Query process terminates as soon as first zero
is encountered in a bucket and thus time is saved as remaining hash functions for
other buckets are not calculated. The query process is terminated successfully if
element is found, i.e. all ones are returned (Algorithm 2).
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Algorithm 1 Insertion procedure in ATBF

1: procedure Insert(ATBF [], p, S, T,i=k
i=1Hi) . Insert xi ∈ S for ti ∈ T in ATBF i

array
2: for ∀i|i ≤ T do
3: LA[i][][]← InsertLA().
4: ri ← 1
5: σri ← φ((LA[i]× p)/k) . Return optimal prime number according to

variable size of filter
6: ATBF i[r]← SizeOf (σri × k) . Assign initial size to ith filter
7: CSlice ← 1
8: end for
9: for ∀xj ∈ S do

10: while tc == ti do .
11: if thATBF i[r] > thresVal then
12: σri ← φ((sr−1 × p)/k)
13: r ← r + 1
14: S izeOf(ATBF i[r]← σri × k)
15: CSlice + +
16: else
17: for ∀z|z ≤ k do
18: hz(xj)← Hz(xj)
19: ATBF i[r](hz(xj))← HIGH
20: end for
21: end if
22: if Random() == TRUE then
23: CheckFp(ATBF [r])
24: end if
25: end while
26: InsertLA(FRLA[i], Cslice)
27: end for
28: end procedure

Lemma 1. The worst case query time complexity in proposed model for filter with
h time slots, assuming r slices in each slot with k hash functions is always less then
O(rhk).

Proof. Searching starts with hashing of the query element y, i.e. ∀i|y ∈ Q, hki=1(y)←
Hk

i=1(y) and corresponding hash indexes are checked for value zero. Query process
begins from the latest time slot to the oldest one, i.e. thto1 and same is followed in
search from slices srto1 in Bloom filter. During search operation when hash indexed
value 0 is encountered, searching for that particular array is terminated and previous
slice is not searched. In such case, number of evaluated for unsuccessful query, i.e.
not finding the element queried, is always less than k hash functions. For a Bloom
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Algorithm 2 Querying in proposed framework

1: procedure Query(LA[], p, Q, T,i=k
i=1Hi)

2: for ∀ Query elments(y)|y ∈ Q do
3: for ∀ Time slots(t)|t ∈ T do
4: for l = (ATBF t[.] . . . 1) do
5: if (ATBF t[l](

i≤k
i=1hi(y)) == 1) then

6: ELEMENT FOUND

7: end if
8: end for
9: end for

10: ELEMENT NOT FOUND

11: end for
12: end procedure

filter with r slices, it will be always less than O(rk). Thus, for h time slots from t1...h
having r slices each, the worst case query complexity is always less than O(rhk). 2

3.4 Learning Array (LA)

Since the amount of incoming data will keep on varying in every time slot, the size of
array will change. Calculating the threshold after every addition and providing new
slice accordingly in every time slot at run time requires lot of computation which
can be saved if record of size of array, i.e. a counter Cslice, is maintained which keeps
the count of number of slices added in a particular ATBF ti in a particular time slot.
Initially a constant size Bloom filter m0 is allocated for the first time slot and if
the incoming data increases, more slices are added and counter cslice is incremented.
To make proposed framework adaptive, a Learning Array LA[value][c] is initially
added. The main role of LA is to record the array size of ATBF ti after filling of
data in each time slot. This helps in predicting the array size required in the next
time slot.

With the help of LA an optimal size of ATBF i[] required for successive time
slots is decided. If for a time slots no slices are added, indicating unused Bloom
filter bits, then value of LA is decremented for next time slot (Algorithm 3).

To make the functioning of LA more efficient, Kalman filter is used for predicting
array size. The approximate number of elements are estimated through Algorithm 3
and the number of slices ‘x’ added to the initial filter in a particular time slot serves
as input parameter to Kalman filter. After observing incoming data patterns for
particular ti, proposed model decides the optimal size required for next time slot,
i.e. ti+1, reducing the overhead of slice addition at run time for each time slot, thus
improving the search time complexity of ATBF i[].

Number of slices (sn) added to a particular time slot is recorded in LA, from this
we can compute the total size of filter required for the particular time slot, i.e. Ŝs.
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The number of elements na accommodated by ATBF is given by:

na ≈ m0s
i(ln(th)). (16)

From the approximate number of elements accommodated, the size of filter,
i.e. Ŝe, is calculated as:

Ŝe = na × k. (17)

These two estimates for the size of Bloom filter act as input for Kalman filter and
help the framework to predict the approximate size for coming time slots in further
iterations.

Since the incoming data is one dimensional, Kalman filter parameters A,B,H,Q
and R in Equations (7), (8), (9), (10), (11), (12), (13) have constant values in the
proposed model. ul is assumed to be zero because no control signal is used in the
model. Ŝl denotes posterior estimated size and Ŝ−

l denotes priori estimated size for
ith time slot and for lth iteration. Thus

Time update:

Ŝ−
l = Ŝl−1,

P̂−
l = P̂l−1.

Measurement update:

Kl =
P̂−
l−1

P̂−
l−1 +R

,

Ŝl = Ŝ−
l−1 +Kl(zl + Ŝ−

l−1),

P̂l = (1−Kl)P̂
−
l−1

where
zl = .5(Ŝs + Ŝe).

Lemma 2. Use of Kalman Filter based LA in proposed model reduces the query
complexity of ATBF in handling in-stream data compared to SBF by approximate
O(1

r
) i.e. ≈< O(k), where r is number of slices added and k is number of hash

functions considered.

Proof. In case of SBF, when an array crosses defined threshold a new slice is added
and insertion is performed. Assuming Ns is elements in stream, let us assume
SBF needs r slices to accommodate the incoming data. Query process in SBF
is accomplished by testing the presence of query element in each filter, starting
from active filter to oldest filter. Search complexity for the worst case analysis is
O(k × r)).

In ATBF first time slot is functionally similar to SBF, but size for next time
slot can be predicted using LA and Kalman filter. Predicting size for next time
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Algorithm 3 Learning array algorithm

1: procedure InsertLA(LA[i], j) .
2: if (j > 1) then
3: if LA[i] < j then
4: LA[i][c] + +
5: end if
6: end if
7: if (j == 1) then
8: if FRLA[i] < thresfill then
9: LA[i][]− = 1

10: EXIT

11: end if
12: end if
13: ŝn ← LA[i][c]
14: Ŝs ← m0

∑sn
i=1{i×

m0

k
}

15: Ŝe ← Count(ATBF i[], r)
16: SetŜ−

1 = 0
17: SetP̂−

1 = 1
18: for (l : 1 to `) do
19: zl = .5(Ŝs + Ŝe)
20: Time update

21: Ŝ−
l = Ŝl−1

22: P̂−
l = P̂l−1

23: Measurement update

24: Kl =
P̂−
l−1

P̂−
l−1+R

25: Ŝl = Ŝ−
l−1 +Kl(zl + Ŝ−

l−1)

26: P̂l = (1−Kl)P̂
−
l−1

27: end for
28: LA[i][]← Ŝ`

29: end procedure

slot leads to decreased computational overhead as addition of new slices at run
time is not required. Further, since the size of new array is combination of initial
array and additional slices, inter-function collisions are reduced especially when
partition hashing is used. From the second time slot onwards the query com-
plexity is always less than O(rk), because from the the second array onwards the
number of new arrays added will always be less than r. In best case when no
extra slice is added in future time slots, i.e., the input data arrival rate is con-
stant, search complexity is equal to standard Bloom filter ≈ O(k). Thus, for
the h time slots, search time complexity for (h − 1) slots is reduced drastically.

2
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3.5 Network Traffic Analysis for a Particular Time Slot

The standard algorithms for counting number of element in streams like CMS, prob-
ability based counter and DGIM are quite accurate but need lot of extra space and
have computational overhead. Proposed model provides a rough estimate of number
of elements using Kalman filter.

To calculate the approximate number of elements in a particular time slot ti,
Count i(.) is used with initial parameters like slices added in the array (r), threshold
fill ratio (fr), number of hash function (k), initial size of filter (m0) and prime num-
ber used in first filter (p). Two methods have been used to calculate the number of
elements in a particular time slot and results are verified by both methods (Algo-
rithm 4). In the first method, growth parameter (s) are considered as s = 2 for slow
growing data and s = 4 for fast growing data with optimal threshold th value as
50 % same as that considered in SBF [15]. Total number of elements accommodated
by Bloom filter (Ni) is given by:

Ni ≈ m02
i ∗ (.693). (18)

The second method is to calculate the total size of the Bloom filter used and
then predict the number of elements accommodated by it. Since σg is optimal prime
for gth slice, i.e., size of bucket and number of buckets are equal to number of hash
functions (k), total size of an array with r slice of σ bits, is given by:

Number of Slices(r)× Size of Slice(σ).

Thus total size (ts) of ATBFi with r slices is given by:

ts ←
r∑

g=1

(σg × k). (19)

Bits available for insertion in ATBF are determined by threshold fill ratio (fr). Total
available bits ta are:

ta ← ts × fr. (20)

Thus, maximum number of elements (Ea) accommodated by ATBFi are:

Ea ←
ta
k
. (21)

4 OBSERVATIONS AND ANALYSIS

All the experiments have been performed on i7-3612QM CPU @ 2.10 GHz with 8 GB
of RAM. To maintain the uniformity in the results CityHash 64 bit library is used
to compute two hash functions in double hashing. In all experiments five hash
functions have been used with initial size of the filter m0 as 1 285 bits, slice size σ0

for all the iterations is considered as 275 (s = 1 285
5

) for first array in all iterations.
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Algorithm 4 Approximate number of elements in ATBF i[]

1: procedure Count i(ATBF i[], r) .
2: Method 1

3: Ni ← ln(fr)×m0.s
r

4: Method 2

5: for g:1 to r do
6: σg ← φ((g × p)/k)
7: end for
8: ts ←

∑r
g=1(σ

g × k)

9: Ea ← ts.fr
k

10: end procedure

4.1 Performance Evaluation of SBF and ATBF

The performance of SBF and ATBF is compared on the basis of computational
time taken for hashing, querying and extra slice addition as the incoming data
increases. Figure 2 provides a comparative analysis on the basis of hashing com-
plexity of SBF and ATBF . In SBF , for every input, hash value is computed for
all hash functions (k) while in ATBF only two hash functions have been used
to generate k hash functions, leading to a major decrease in computational over-
head.

Figure 2. Computational time complexity vs. number of hash functions

Query complexity and slice addition overhead for both the filters is checked on
dynamically growing environment. Both filters, i.e. SBF and ATBF, start with the
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size m0 = 1 285 and 5 000 elements have been considered for the first iteration and
each iteration adds 1 000 element to previous value.

Figure 3 depicts the analysis performed on the basis of number of slices needed
to accommodate the dynamically growing data. In SBF, filter starts with size m0

and as the number of incoming elements increases more slices are added in each
iteration. In case of ATBF, as the incoming data increases the size of tthn+1 iteration
is predicted in advance, based on the elements accommodated per iteration in tthn
using Kalman filter.

Based upon the data considered for experiments, i.e. 1 000 elements increase from
previous value per iteration, in tthn+1 iteration only one slot is added to accommodate
additional elements in ATBF. The graph of ATBF becomes constant after the first
iteration since one slice is added in every successive iteration and no overflow of
data is registered (Figure 3). Hence overhead of adding new slices at the run time
is reduced to a large extent in the proposed scheme.

Figure 3. Number of slices required vs. number of iterations for dynamically growing
dataset

Figure 4 depicts the comparative analysis of the worst case query complexity
for an element (when the element is not present in the set), i.e., scenario where
all slices need to be scanned. As the size of data grows in each iteration in SBF,
more slices are added to accommodate the data elements. In SBF, all slices need
to be scanned in query process which increases the query complexity many folds.
ATBF has the advantage of size adaptation from second iteration onwards. For
the first iteration the process is similar to SBF, but from the ith iteration (where
i 6= 1), the size of Bloom filter is predicted on the basis of previous (i − 1)th iter-
ation. The predicted size of Bloom filter is added as a single Bloom filter. So, in
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querying process only one Bloom filter needs to be scanned, thus the total cost is
O(k). As the data grows, the number of slices added are always less than SBF for
same number of elements thus search time complexity of ATBF shows a significant
improvement.

Figure 4. The worst case query complexity vs. number of iterations

4.2 Experimental Evaluations

Two data sets from different application domains have been considered for evaluating
the performance of proposed model, one is data of pickup calls of Uber cabs [31]
and other is incoming data generated for network server. Results are represented for
first few iterations only, which can be extended to n number of iterations according
to application’s requirements.

Tables 2 and 3 provide the count of actual number of users and number of
users identified using Kalman filter. Ŝ− represents the size of Bloom filter in the
current iteration by considering the previous one, initially size of Bloom filter is set
to m0. Number of slices added in ATBFi is maintained by cslice counter. Ŝ is the
array size predicted by Kalman filter for the next iteration. Peak hours analysis is
performed by “peak hour ranking” with 1 indicating maximum and 5 as minimum
value. Peak hour rank helps in identifying changing patterns of data in current
iteration in relation to the previous iteration. Initially for all iteration, the peak
hour rank is set to a default value of −1. This ranking system helps in allocating
resources in accordance with the frequency of incoming data.
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4.2.1 Experiment 1: Uber Pickups Data Sets

Data of 14 270 479 trips of Uber pickups in New York City from January 2015 to
June 2015 for around 265 different locations is considered for 12 hours a day as
input. The data set is time series based having attributes like date, time, loca-
tion id and base number. A snapshot of an instance of data is shown in Fig-
ure 5. In proposed model “location id” is used as insertion element in Bloom fil-
ter and attributes “Pickup date” and “Time” are used to select the size of a time
slot.

Figure 5. An instance from data set of Uber pickups

Iteration
No. of
actual
users

Initial
array
size
(Ŝ−)

No. of
slots
added
(Cslice)

No. of
users pre-
dicted by
ATBF

Error (In
%)

Size of
Bloom
filter
pre-
dicted
for
next
time
slot (in
bits)
(Ŝ)

Previous
Peak
hour
ranking

Current
Peak
hour
ranking

Time Slot = 4 hours

1/1/2015

Time Slot 1 (1 to 4) hrs. 5 864 1 285 11 5 746 2.01 28 160 −1 1
Time Slot 2 (5 to 8) hrs. 2 389 28 160 0 2 358 1.3 24 320 −1 3
Time Slot 3 (9 to 12) hrs. 2 922 24 320 0 2 935 −0.4 20 736 −1 2

2/1/2015

Time Slot 1 (1 to 4) hrs. 1 765 1 285 4 1 732 1.9 8 960 −1 3
Time Slot 2 (5 to 8) hrs. 2 437 8 960 2 2 387 2.1 14 336 −1 2
Time Slot 3 (9 to 12) hrs. 2 534 14 336 0 2 456 −0.9 20 736 −1 1

Time Slot = 6 hours

1/1/2015

Time Slot 1 (1 to 6) hrs. 7 314 1 285 12 7 287 0.4 36 660 −1 1
Time Slot 2 (7 to 12) hrs. 2 326 36 660 0 2 342 −0.6 32 256 −1 2

2/1/2015

Time Slot 1 (1 to 6) hrs. 2 915 1 285 7 2 867 1.7 17 408 −1 1
Time Slot 2 (7 to 12) hrs. 3 312 17 408 0 3 264 1.5 17 408 −1 2

Table 2. Bloom filter size prediction and Peak hour analysis for Uber pickup call for
1st January 2015 and 2nd January 2015
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Table 2 shows the result of two days for peak time slot in Uber pickups, for date
1st January 2015 and 2nd January 2015 using two time slot ranges: four hours as
a single time slot and six hours as a single time slot, respectively.

4.2.2 Experiment 2: Incoming Data on a Network Server

Table 3 provides the results for server utilization and peak hour analysis. Experiment
is done for six time slots of one hour each. The results are simulated on network
traffic with maximum per hour capacity of server as 15 000 users. Server utilization
is given by ( n

N
× 100), where n is approximate number of users detected and N is

server capacity. The network data has IP address, date and time as its attributes.
IP address is used as primary element for insertion in proposed model.

Iteration1

No. of

actual

users

Initial

array

size

(Ŝ−)

No.

of

slots

add-

ed

No. of

users

pre-

dicted

by

ATBF

Error

(In

%)

Size of

Bloom

filter

pre-

dicted

for next

time

slot (in

bits) (Ŝ)

Server

uti-

liza-

tion

(%)

Previous

Peak hour

ranking

Current

Peak

hour

ranking

Time slot 1 10 000 1 285 15 9 975 0.25 51 200 68.53 −1 2

Time slot 2 12 000 51 200 2 12 145 −1 62 210 82.97 −1 1

Time slot 3 9 000 62 210 0 9 216 −2 46 080 61.44 −1 3

Time slot 4 6 000 46 080 0 6 052 −0.8 32 256 43.01 −1 5

Time slot 5 8 000 32 256 2 7 952 0.6 41 216 54.97 −1 4

Time slot 6 4 000 41 216 0 3 924 1.9 20 736 27.65 −1 6

Iteration 2

Time slot 1 9 000 1 285 14 8 982 0.2 46 080 60.84 2 3

Time slot 2 14 000 46 080 5 14 248 −1.7 74 240 98.99 1 1

Time slot 3 13 000 74 240 0 13 184 −1 70 400 92.17 3 2

Time slot 4 7 000 70 400 0 7 013 −1 36 352 48.09 5 4

Time slot 5 3 000 36 352 0 2 989 0.4 21 365 23.21 4 6

Time slot 6 4 000 21 365 0 3 968 0.8 20 736 27.65 6 5

Table 3. Hourly analysis of server utilization, the peak hour and Bloom filter size predic-
tion for next time slot for incoming data on a network

5 CONCLUSION

In-stream data analytics works by processing data in a defined time windows. To
accommodate dynamic data and query the hourly information, the proposed frame-
work uses Bloom filter with Ageing Bloom filter properties, i.e., evicting data after
fixed time interval. Partition hashing has been used which leads to less inter-hash
function collision. Further usage of double hashing where only two hash functions
are used to generate all k hash functions decreases the computational overhead.
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A learning array has been introduced which stores the size of Bloom filter required
in the next iteration and Kalman filter has been used to predict the size of Bloom
filter required for the next iteration. Results achieved clearly indicate that the pro-
posed framework performs efficiently for the peak hour analysis and server utilization
analysis.
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Abstract. Visual tracking of a deformable object is a challenging problem, as the
target object frequently changes its attributes like shape, posture, color and so
on. In this work, we propose a model-free tracker using clustering to track a target
object which poses deformations and rotations. Clustering is applied to segment the
tracked object into several independent components and the discriminative parts
are tracked to locate the object. The proposed technique segments the target object
into independent components using data clustering techniques and then tracks by
finding corresponding clusters. Particle filters method is incorporated to improve
the accuracy of the proposed technique. Experiments are carried out with several
standard data sets, and results demonstrate comparable performance to the state-
of-the-art visual tracking methods.
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1 INTRODUCTION

Visual object tracking (VOT) has numerous applications in surveillance, intelligent
transportation systems, sports broadcasting, robotics and so on. Single object track-
ing is a base case and, usually, extended to track multiple objects in a scene. Video
analysis is affected by the video quality, scene environment attributes (illumination,
noise, shadow and jitter), spatio-temporal attributes and behavioral change of in-
trinsic properties of a target object (such as shape, color and size). The uncertain
behavior of the intrinsic properties over the length of a video sequence is deformation
of the object.

Single object tracking has defined a work-flow for general VOT cases. The gen-
eral strategy considers detection of the target region (target object), representation
of the target object and activity of the target object. An effective VOT technique is
efficient and wise combination of the aforementioned. A brief description of each of
the stated component work-flow is worth mentioning. The target region is selected
as a preliminary geometric shape such as a quadrilateral or ellipse; these shapes
provide with a benefit of handling few parameters and a disadvantage of redundant
information besides the target object. Specific contours are used to avoid the inef-
fective data for demarcation of the target object precisely, but it burdens with many
parameters to track along. Adaptive selection of the target region can be an effective
way to track deformed objects, but it might come with an associated computational
cost.

Second challenge is representation of the target object. The simplest represen-
tation is the pixels of target regions as color values. The basic RGB color values
are vulnerable to the underlying challenges of video analysis, thus they are not
invariant representation of the target object. Histogram of colors is an effective
representation for alternating color change in the target region. Expensive features
which are invariant to color, rotations and motion are some other choices for the
target object representation. Well known features are edges, HAAR-like features,
SIFT and SURF features, HoG features, etc. Motion representation of the target
object relates its motion within vicinity of the current locality. However, a super
fast object can disturb the tracking results drastically. Alternatively, one can model
the motion from the initial frames of the video which can, later, be used to predict
the location of the target object. Probabilistic Gaussian motion model, Kalman
filters and particle filters, optical flow trackers, etc., are commonly used motion
models.

In the end, prediction of the target object is required to conclude one step
of tracking. Prediction may be as simple as template matching and can extend
to complex sophisticated discriminative classifiers. Tracking of deformable objects
is a situation, where the object alternatively changes color, shape and scale with
motion. These variations make it hard to track deformable objects optimally, as
a general case. In this work, we propose a spatio-temporal representation of target
object and an optimal method to model the activity of the target object. The spatial
representation of the target object is segmented using data clustering techniques,
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and the temporal representation is given by solving the clustering correspondence
problem. Moreover, particle filtering technique is used to model the activity of the
target object.

This paper is organized as follows. Section 2 presents the relevant literature
survey. In Section 3, we explain our proposed method. Section 4 articulates the
evaluation setup used to cross examine and describe our experiments to test the
performance of our proposed method, and presents the obtained results with discus-
sion. Conclusion and possible future directions are briefed in Section 5.

2 RELATED WORK

The single object tracking problem is an active research area, and persuasive lit-
erature is available for study. Comprehensive evaluations and contemplative dis-
cussions, with summaries of most of the interesting techniques, are aggregated in
literature for interested users [26, 28, 25]. Another recent review evaluating the
single object tracking techniques on different video sequences will be helpful for sur-
vey [17]. In addition to the aforementioned references, it will be beneficial to discuss
recent progress in the single object tracking domain. Structure-preserving object
tracker (SPOT) [30, 29] uses online structured SVM to learn the spatial constraints
of different parts of the objects, and it predicts from the candidate windows for ob-
ject tracking. Lucas-Kanade algorithm [19] is extended as an optimization problem
in [23] where the object’s pixels and the background segmentation are optimized
by applying likelihood of a Bayesian framework. Incremental subspace learning and
Fisher discriminant analysis techniques are combined, and a graph based combina-
tion is proposed to effectively capture the dynamic appearance of the target object
and differentiate it from the background [32]. Another graph inspired technique
used graph cut method for object segmentation, and it improved the object track-
ing results, reported in [31].

Since there are plenty of techniques employing variety of strategies to approach
the single object tracking problem a rational thought is to discuss the pertinent lit-
erature which follows henceforth. Mean shift is used to find best candidate windows
for the target object from the next frame by matching histograms discrimination
information from the Bhattacharya coefficients [4]. The target region is divided into
static segments of 20 × 20 pixel values, and each segment is associated with a sep-
arate Kalman filter in [22]. Later, the object tracking is performed using template
matching. A likely idea is to divide the target object in fragments of fixed size
and use the color histogram of these fragments to compare the probable matches
from candidate segments with Earth Movers Distance (EMD) [2] to track. A re-
cent work in similar regards is the representation of the segmented target object by
a superpixel per segment. A superpixel is defined by the center of mass and aver-
age HSV-values [24], and EMD is used for comparisons. The target object state is
sampled using particle filter for the segments. Key-points are used with hierarchical
clustering techniques for deformable object tracking in [21].
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Deformable object tracking has been aimed by many researches from general
to specific cases. As discussed in Section 1, the challenges put forth by change of
shape, occlusion, motion activities, and so on, recognized the deformable object
tracking as a standalone task. A nonlinear model with implicit representation of the
target object by contours and defining generative dynamical model for the motion
is presented in early literature [13]. The boundary element method is applied with
a deformable template to model the displacements, and the template is registered to
the image by energy minimization of the force field [8]. Later, the idea is extended
with the use of canny edge detector for occlusion [9]. An optical flow equation
applied on the whole image with constraints on the elastic deformation is discussed
in [12]. Deformable objects are tracked using a sliding window particle filter, where
the change in an object’s shape is captured using a modified technique of principle
component analysis [16].

Dynamic graphs are employed in tracking to represent the geometrical structure
of the target and the candidate object as nodes, and their interaction is denoted
by edges; Markov random field and spectral clustering is used to solve the target
and the candidate graph matching [3]. A recent work used the weightless neural
networks for tracking the deformable objects to a success [27]. [18] discussed a path
based tracking which overcame the limitation of core reliance on the initialization
by intelligently selecting the correct patches. [5] proposed use of hyper-graph for
guessing correspondence in deformable object in successive multiple frames, which
helped in long-term occlusions and intense deformations. Fusion of the data from
multiple sensors used with a multiple Kalman filters tracking technique to improve
visual tracking is presented in [15].

In comparison to existing techniques, we propose the use of clustering, an un-
supervised technique, to segment the target object into parts, and use these parts
wisely to track the object. We keep with us the discriminative parts of the reference
(target) object, and estimate the location of matching parts in the vicinity of the
object in the previous frame. Moreover, particle filtering is incorporated into the
method to make it more robust to the tracking challenges. We shall discuss the
formal details of our methodology in coming sections.

3 OUR METHODOLOGY

Formally defining the single object tracking problem: given a sequence of N images
I1, I2, . . . , IN , and an initializing bounding box ground truth region bg = b1 in I1
containing the object to be tracked, we aim at predicting the bounding boxes b2, . . . ,
bN that contain the target object in remaining frames of the sequence I2, . . . , IN ,
respectively. The detail of our clustering and particle filter based tracking method
TUC (tracking using clustering) is provided in the remainder of this section. We
call the target object to be tracked as tracked object or reference object, and the
estimated object as the predicted object alternatively.
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3.1 Clustering for Object Segmentation

Data clustering discovers groups of similar patterns in data and its application for
image segmentation is quite intuitive. In our first step, we obtain k segments of bg,
the initially provided ground truth region in I1, using k-means clustering method.
K-means is chosen for its efficiency and simplicity. Note that although clustering
is expensive for large data yet applying it to a usually small region like bg is not
computationally expensive. These k segments of bg become the reference segments
that will be compared with the segments of test regions in next frames to estimate
the tracked object’s location.

3.1.1 Number of Clusters

Number of clusters k is an input parameter for k-means. We tested different values
for k and empirically fixed it to 15 being a good tradeoff between accuracy and
efficiency. Figure 1 shows the segments of an object discovered using different values
of k.

Original k =5 k =10

k =15 k =20 k =25

k =30 k =35 k =40

Figure 1. Segments of the object using different number of clusters, k ∈ {5, 10, . . . , 40}

3.1.2 Feature Selection

Feature selection can be regarded as the most important part in any computer vision,
machine learning and pattern recognition algorithm in general, and in a tracking
method in particular. We segment the object using pixel location, gray intensity,
and x- and y-directional gradient values. The separation of salient segments in
Figure 1 justifies the suitability of using these features.
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3.2 Selecting Discriminative Segments

In practice, the target object’s neighborhood may contain textures that are similar
to the target object itself and can hinder the tracker’s accuracy. Considering the fact
that the far regions has less to add to this obstruction, we select the segments of the
reference object that are most discriminative from the immediate background. We
take four neighboring regions up, down, left and right of the object having same size
as the object, and segment each of these regions with same k value (Figure 2). The
segments of the reference object bg that have high similarity with the segments from
neighboring regions are removed and not used as reference segments. Thus, we ob-
tain the set of most discriminative segments of the reference object, Sg. We removed
the top 25 % most similar segments to the background in our experimentation.

Frame #1

Figure 2. The four background boxes around the tracked object are shown that are used
to calculate discriminative segments of the object

3.3 Object Tracking Using Segments

Once we have the discriminative segments of the reference object from the frame I1,
the next step is to locate and track the object in subsequent frames I2, . . . , IN . For
this, we pick the region bn in frame In where n ∈ {2, 3, . . . , N} in sequence, using the
immediate previous frame’s region information, i.e., the location, width and height
of the bounding box in frame In−1. A realistic assumption which will be relieved
later is that the object is not moving too fast from In−1 to In, and we get some
part of the object in bn to estimate the object’s location in In. However, such fast
motion situations are handled by incorporating particle filter in our method. Detail
of using particle filter is presented in Section 3.5.
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Thus clustering is applied on region bn to obtain the set of k segments Sn, and
these segments in Sn are then compared with the reference segments in Sg. This
comparison, however, demands to solve the segments correspondence problem, which
is discussed in detail in Section 3.4. The segments correspondence problem enables
us to compute the amount of translation between two corresponding segments by
using centroids of the segments. As different pairs of corresponding segments suggest
different translation values, we take the median of these translation values and
predict the translated location of the bounding box in In. Hence, the change in
locations of the corresponding segments in Sn and Sg helps us estimate the distance
the object has traveled.

3.4 Finding Corresponding Segments

Finding correct corresponding segments in the set of current segments Sn and the
set of reference segments Sg is of key importance in our method, and we are able to
solve this correspondence problem pretty accurately. Different regional properties of
the segments are compared to calculate their similarity. These regional properties
include area, eccentricity, Euler number, mean intensity and normalized intensity
range of a segment. Area is the number of pixels in a region. Area is computed as
actual number of pixels in a segment. Eccentricity specifies the eccentricity of the
ellipse that has the same second-moments as the region, analogically it represents
how circular the region is. Eccentricity is computed as a ratio of the distance between
the foci of the ellipse and its major axis length. A line segment has 1 eccentricity
and a circle has 0 eccentricity. Euler number specifies the number of objects in the
region minus the number of holes in those objects. Mean intensity is the average
intensity value of a region, and normalized intensity range of a region is defined as:

(MaxIntensity−MinIntensity)

255
.

Euclidean distances between each pair of segments is calculated based on these
regional properties.

dist(si, sj) =
√∑

(ui − vj)2, ∀si ∈ Sn, sj ∈ Sg, (1)

where ui and vj represent the vectors of the regional properties of segments si and sj,
respectively.

In addition to this distance calculation of regions, overlap of each pair of seg-
ments is also computed using Jaccard index as follows:

o(si, sj) =
|si ∩ sj|
|si ∪ sj|

, ∀si ∈ Sn, sj ∈ Sg. (2)
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Finally, the similarity of two segments si ∈ Sn and sj ∈ Sg is computed as:

sim(si, sj) = α · o(si, sj) + β · 1

dist(si, sj)
. (3)

We fixed α and β values to be 0.25 and 0.75, respectively, based on empirical
results. Section 4.5 shows the impact of various combinations of α and β value on
the quantified results.

The correspondence solving method returns matching segments in Sn and Sg

along with the confidence weights based on similarities of the corresponding seg-
ments. Since there exist low similarity pairs of segments, we pick the top 75 % of
the segment matches based on these confidence weights, and use them for tracking.

3.5 Incorporating Particle Filter

Particle filtering is used to approximate the intractable distributions for sample gen-
eration techniques. It starts by generating a random set of particles and it estimates
states and observations for the next time step. It overcomes the limitation of un-
normalized and non-gaussian distributions and generate samples using the weighted
previous observations. It is interesting to initialize the particles and weights updat-
ing strategy, what is a domain specific gimmick.

We incorporate particle filtering into our clustering based tracking method to
improve its robustness and to behave well with less accurate clustering. P particles
are sampled from a 2-d Gaussian distribution centered at the center of the target
object in previous frame, with covariance matrix V . Initial weight to every particle
is assigned based on two measures. First, the sum of distances of a particle p to all
the centers of the reference object’s segments cgi ; call it wd

p. Second, the correlation
of the reference window bg and the same sized window centered at the particle bp;
call it wr

p.

wd
p =

k∑
i=1

dist(p, cgi ), (4)

wr
p = corr(bp, bg), (5)

wd
p and wr

p are normalized by their total sum values and then combined to find initial
weight of the particle p as:

wp =
1

wd
p

· exp(wr
p), (6)

wp is normalized to sum to 1. The estimate for object’s motion in current frame is
computed using clustering as described in the previous steps of this section. Next
step is to move every particle using this estimated amount of motion. Instead of
using the single motion value, we sample P motion values from a 2-d Gaussian
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distribution centered at the estimated amount of motion, and having covariance Vd.
Updated weights are calculated again using particles’ distance from reference centers
and correlation with the reference window. Finally, particle with the maximum
weight is picked as center of the target object’s new location. Figure 3 gives a small
demo of our tracking method by showing the object, the estimated bounding box
and the particles.

Figure 3. Tracked object (the person moving straight) and particles are shown in 16 con-
secutive frames from top-left to bottom-right (person crossing data set). Successful occlu-
sion handling is also visible.

3.6 Scale Estimation

The estimation of change in scale of the tracked object is assisted by the nature of
our clustering based procedure. Corresponding segments or clusters of the true ob-
ject bg and the predicted object bn are identified, as described in Section 3.4, and the
sizes of these corresponding segments in Sg and Sn are compared. The ratio of their
sizes gives an estimate of the scale-change factor δscale. As different corresponding
segments give different estimate values, δscale is set to be the median of these values.

δscale = median

(
|sci |
|scj|

)
, ∀sci ∈ Sn, s

c
j ∈ Sg. (7)

The superscript c indicates that these are the corresponding segments of the current
and ground truth segments, Sn and Sg, respectively. |.| is the size of the segment
calculated as count of pixels in the segment, also known as area. δscale is used
to get the updated width wn and height hn of the predicted bounding box bn.
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[wn, hn] =
√
δscale · [wg, hg], (8)

where wg and hg are the width and height of the ground truth bounding box bg,
respectively.

The steps of our methodology are summarized in Algorithm 1.

Algorithm 1 TUC – Tracking Using C lustering

Require: I1, . . . , IN {image sequence}, b1 {bounding box in I1}
1: k ← 15 {initialize number of clusters}
2: P ← 200 {initialize number of particles}
3: F1 ← computeFeatures(b1) {features of ground truth bg}
4: Sg ← kmeans(F1, k) {segments of the object bg}
5: Sd

g ← findDiscriminativeSegments(Sg, I1) {discriminative reference segments,
Section 3.2}

6: for n = 2 to N do
7: Pxy ← generateParticles(c0n, V, P ) {Section 3.5 and Equation (11)}
8: wp ← assignWeights(Pxy)
9: Pxy ← resample(Pxy, wp)

10: Fn ← computeFeatures(b0n) {b0n is the box in current frame using previous
frame’s box information}

11: Sn ← kmeans(Fn, k)
12: MATCHES ← findCorrespondingSegments(Sn, S

d
g ) {Section 3.4}

13: txy ← estimateTranslation(MATCHES) {Section 3.3}
14: t′ ← generateRandomSpeeds(txy, Vd, P ){Section 3.5 and Equation (12)}
15: Pxy ← Pxy + txy + t′ {move the particles with estimated and random speeds}
16: wp ← assignWeights(Pxy)
17: cn ← max(wp, Pxy) {estimated center of the object}
18: b0n ← boundingBox(cn)
19: δscale ← estimateScale(b0n, bg) {Section 3.6}
20: bn ← scale(b0n, δscale)
21: return bn {predicted bounding box in In}
22: end for

4 EXPERIMENTAL EVALUATION

We compare our method with state-of-the-art tracking methods on standard data
sets using a popular evaluation measure. Our experimental setup and obtained
results are discussed in this section.
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4.1 Data Sets

Experimental evaluation of our tracking method is carried out on nine standard
publicly available data sets.1 The video sequences in these data sets contain different
visual tracking challenges like deformation, in-plane rotation, out-of-plane rotation,
scale change, occlusions, etc. Figure 4 shows the first frames of these video sequences
and the target object to be tracked.

Figure 4. First frame and the ground truth bounding box are shown for each of the nine
video sequences used in experimental evaluation. The video sequences from top-left to
bottom-right are ball, car2, car chase, cup on table, gym, mountain bike, person, person
crossing and person occlusion.

4.2 Evaluation Measure

Many measures exist in literature for quantitative evaluation of tracking methods.
The center-error measure expresses the distance between the centroid of the pre-
dicted box and the centroid of the ground truth. This measure is not bounded and
ignores the scale and the aspect ratio of the bounding boxes. We have selected the
commonly used overlap measure:

o(bn, bg) =
|bn ∩ bg|
|bn ∪ bg|

, (9)

where bn refers to the predicted bounding box and bg refers to the ground truth
bounding box. This measure is bounded between 0 and 1, penalizes translation

1 http://www.gnebehay.com/cmt/

http://www.gnebehay.com/cmt/
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and scale alterations, and is popularly known to be a better indicator for per-frame
success [20].

In order to find an overall score for a sequence, a threshold τ is applied on Equa-
tion (9) to find true positives (TP). True positive rate (or recall) is then reported
for all sequences.

recall =
TP

TP + FN
. (10)

The value of recall gives the percentage of frames that are tracked correctly, i.e.
when o ≥ τ .

Results are computed for three different values of τ , i.e., 0.25, 0.50 and 0.75.
These threshold values are suggested by [20] with an interpretation as low, medium
and high requirements on accuracy.

4.3 Comparison Methods

A comparison of our approach is performed with the state-of-the-art tracking ap-
proaches. The comparison methods include CMT (Consensus-based Matching and
Tracking [20, 21]), STRUCK (Structured output Tracking [10]), TLD (Tracking-
Learning-Detection [14]), LM (LearnMatch [11]), FT (Fragments-based Track-
ing [2]), HT (HoughTrack [6]) and SB (Semi-supervised online Boosting [7]).

4.4 Parameters Setting

Required parameters of our method were set once and then used for all of the data
sets consistently. The setting was guided by initial experimental results.

The number of clusters parameter k which becomes the number of tracked seg-
ments is set to be 15. Number of particles P is set to be 200. Covariance matrix V
for initial random Gaussian particles is set to be

V =

[
7 1
1 7

]
, (11)

and covariance matrix for random motions of the particles Vd is set to be

Vd =

[
2 1.5

1.5 2

]
. (12)

Covariance matrix V is used to generate initial random Gaussian particles. The
shape of the target object (width and height of the bounding box) and the dominant
direction of motion can help in determining this spread to be more in one direction
or other (we fixed to 1 and 7 in our experiments). V controls the spread of particles
and can be learned through some initial frames or adapted incrementally (not done
in the current work). In the case of Vd, the covariance matrix of random motions,
the values are small and almost identical for both horizontal and vertical directions
(1.5 and 2).
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Sequence τ CMT STR TLD FT LM HT SB TUC

0.25 0.98 0.30 0.40 0.31 0.14 0.15 0.30 0.90
ball 0.50 0.57 0.15 0.28 0.19 0.12 0.11 0.28 0.58

0.75 0.19 0.10 0.19 0.13 0.09 0.10 0.12 0.15

0.25 0.90 0.81 1.00 0.04 0.46 0.59 0.72 0.98
car2 0.50 0.88 0.47 1.00 0.04 0.36 0.47 0.72 0.94

0.75 0.64 0.11 0.95 0.03 0.17 0.00 0.70 0.72

0.25 0.30 0.08 0.16 0.04 0.00 0.04 0.08 0.32
carchase 0.50 0.20 0.03 0.15 0.03 0.00 0.04 0.08 0.13

0.75 0.07 0.02 0.06 0.02 0.00 0.00 0.05 0.04

0.25 0.83 1.00 0.89 1.00 0.68 1.00 0.47 1.00
cup on table 0.50 0.81 0.92 0.64 0.88 0.54 1.00 0.47 0.98

0.75 0.61 0.35 0.06 0.40 0.31 0.48 0.34 0.53

0.25 0.93 1.00 0.76 0.24 0.10 0.30 0.61 1.00
gym 0.50 0.86 0.93 0.32 0.22 0.05 0.00 0.58 0.89

0.75 0.22 0.3 0.08 0.12 0.02 0.00 0.22 0.36

0.25 0.99 0.99 0.37 0.65 0.11 0.99 0.20 1.00
mount-bike 0.50 0.98 0.93 0.36 0.63 0.08 0.40 0.17 0.88

0.75 0.48 0.23 0.16 0.18 0.04 0.03 0.08 0.27

0.25 0.95 1.00 0.92 1.00 0.75 0.49 0.52 1.00
person 0.50 0.82 0.95 0.71 0.95 0.67 0.00 0.52 0.99

0.75 0.49 0.50 0.25 0.54 0.31 0.00 0.40 0.57

0.25 0.76 0.51 0.86 0.88 0.80 0.18 0.96 0.87
person-cro 0.50 0.70 0.42 0.70 0.66 0.75 0.10 0.91 0.78

0.75 0.58 0.12 0.10 0.15 0.42 0.04 0.16 0.13

0.25 1.00 1.00 1.00 1.00 1.00 1.00 0.99 1.00
person-occ 0.50 0.94 0.91 0.87 0.91 0.95 0.93 0.91 0.92

0.75 0.82 0.80 0.58 0.80 0.82 0.44 0.80 0.80

0.25 0.85 0.74 0.71 0.57 0.45 0.53 0.54 0.90
Average 0.50 0.75 0.63 0.56 0.50 0.39 0.34 0.52 0.79

0.75 0.46 0.28 0.27 0.26 0.24 0.12 0.32 0.40

Table 1. Comparison of our method (last column) with existing methods on 9 video se-
quences. Recall results are reported for 0.25, 0.50 and 0.75 threshold (τ) values of overlap
with the ground truth. The top recall values are highlighted in bold and average values
are presented in italic typeface.

4.5 Results and Discussion

Figure 5 shows results of our tracking method obtained using clustering alone, and
after incorporating particle filtering and discriminative segments. Improvement in
results is visible when particle filtering is added to the simple clustering based track-
ing. Removing ambiguous segments and keeping discriminative segments only, fur-
ther improves the tracking accuracy.
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Figure 5. Comparison of our tracking method using clustering (C), and after incorporat-
ing particle filtering (CP) and discriminative segments (CPD). Overlap threshold τ = 0.50.
Combined method, i.e., clustering with particle filtering and discriminative segments
(CPD) achieves the best performance.

Table 1 presents the comparison of our proposed method (TUC) with existing
methods. Recall values for seven comparison methods are taken from [20]. Our
method attains the highest average value for low and medium accuracy require-
ments, i.e., when overlap with the ground truth bounding box is greater than or
equal to 0.25 and 0.50 threshold (τ) values, respectively. For high accuracy re-
quirement, i.e., when τ is 0.75, our method achieves the second highest average
value as CMT gets on the top. This slightly lower performance of our method
in this case is attributable to the randomness involved in the method causing
atremble movements of the bounding box sometimes. Note that this random-
ness, on the other hand, helps in keeping track of the object in other scenarios
(low and medium accuracy requirements) where other methods show lower per-
formance. After TUC and CMT, the next best results are achieved by STR and
TLD.

Eminent performance of our method is clearly observable on sequences staging
deformable objects (e.g., gym and person). Taking discriminative and using top
75 % parts of the object that match the reference model helps in achieving these
high quality results, particularly for videos having deforming objects. We fixed the
parameters for our method, e.g. variance (as described in Section 4.4), for all pre-
sented experiments. Adapting these parameters intelligently based on the object and
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its environment information in a sequence can further improve the overall results,
and can make the method more generic in the future.

Figure 6 demonstrates the qualitative results of our method compared with the
selected techniques. The figure gives the frame number and each frame shows the
tracked object in the boundary from all 228 frames of the mountain-bike sequence.

Figure 6. Qualitative results of our proposed tracking method compared with TLD, HT
and CMT techniques (mountain-bike data set). Left column gives the frame number.

As discussed earlier, some of the values of control parameters are selected empir-
ically, based on the best combination of correctness and efficient. Table 2 shows the
recall values computed while trying different combinations of numbers of clusters
and numbers of particles value. It is evident that after a certain number of clusters
the segments become too sparse to track. Table 3 shows the recall values computed
while trying different combinations of α and β value.

Currently, k-means clustering has been applied for object’s segmentation. In
the future, other clustering methods (e.g. density based) can be tested. In addition,
more features and key-points detection and description methods can be explored
to further improve the performance and to handle full occlusions more effectively.
The method can also be extended to update the reference model at run-time and
to generalize this technique to perform better in all cases. Super-pixel algorithm [1]
(i.e. SLIC) can also be used for a fine and quick construction of the segmentation
of the target object, as it is faster and more memory efficient. Moreover, some
control parameters in this work are selected empirically, what we have considered
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Number of Clusters

Number of Particles 5 10 15 20 25

100 0.52 0.7 0.92 0.85 0.85

150 0.65 0.79 0.81 0.59 0.97

200 0.6 0.85 0.98 0.82 0.87

250 0.58 0.83 0.94 0.84 0.86

300 0.56 0.68 0.89 0.72 0.83

Table 2. Recall values for combinations of number of clusters and number of particles
experimented with the car2 video

Alpha

Beta 0.25 0.5 0.75 1

0.25 0.70 0.68 0.85 0.84

0.5 0.73 0.88 0.67 0.80

0.75 0.97 0.83 0.79 0.75

1 0.74 0.80 0.75 0.81

Table 3. Recall values for combinations of alpha and beta value experimented with the
car2 video

as sufficient for the scope of this work. An adaptive parameter learning technique
can be introduced for the further experimentation and extension of this work.

5 CONCLUSION

In this paper, we have proposed a single object tracking method, Tracking Using
Clustering (TUC) by employing data clustering and particle filter. TUC outper-
forms state-of-the-art tracking methods in deformable object tracking while achiev-
ing competitive performance in general. Data clustering is applied to segment the
target object into several unstructured parts. To reduce ambiguity, discriminative
parts of the object are selected by removing its segments similar to the neighbor-
ing background segments. Particle filtering is employed to improve the accuracy
and robustness of our method and overcome the lacking caused by the randomness
inherited by data clustering methods. Experimental results on nine standard data
sets demonstrate the effectiveness of our approach.
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Abstract. This paper deals with mining conversational content from the social me-
dia. It focused on two issues: opinion and emotion classification and identification
of authoritative reviewers. The paper also describes applications representing the
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1 INTRODUCTION

The social web is a phenomenon of the present day where users create a huge amount
of information called conversational content. It increases the number of interactions
among web users affecting our decisions in real life situations. Therefore, application
of both sentiment analysis and authority mining can be useful in the process of
decision making. The input of this application can be a hypertext reference to the
related web discussion or a key phrase from the area of interest being discussed. The
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output is a summarized opinion [2] (clearly positive, neutral or negative) represented
in this discussion as well as information about authoritative discussants.

Authoritative users can influence us more than the others, therefore, having
knowledge about them can improve the precision of sentiment analysis. In this
paper, an authoritative user or authoritative reviewer will be referred to as “au-
thority”. The problem of “authority identification” can be solved through finding
a function for estimation of the value of authority, which represents the measure
of authoritativeness of a given discussant, and defining a threshold on the value
of the variable authority. All discussants with the value of authority equal to or
higher than the defined threshold will be “identified as authorities” of a given web
discussion.

In this paper, we focus on two main issues. The first is sentiment analysis. The
concept of the sentiment is represented by the opinion or some kind of emotion.
Based on the expression of the sentiment we divided our work into opinion classifi-
cation and emotion classification. We used two different dictionaries: one to classify
opinions into positive and negative classes and the other to classify emotions into
six basic emotions.

The second issue is based on authority identification. We define authority as
a person, who understands the topic, writes comprehensive answers, has many good
reactions to his/her comments and has a good reputation in the community. We
analyse these features as well as the state threshold of the authority value and label
all authors having a higher value than the authorities in the discussion.

Thus, the main contributions presented in this paper are new approaches to
classifying opinions and emotions, and a completely original approach to estimation
and identification of the authority in web discussions.

2 STATE OF THE ART

The tasks of both sentiment analysis and opinions and emotions analysis can be
performed using two main approaches [22]:

• Lexicon based approach, which calculates the polarity of a comment from po-
larities of words or phrases in the text of the comment. According to [16] the
lexicon-based approach uses the lexicons which can be created manually, semi-
automatically or automatically by using another dictionary or corpus.

• Classification based approach, which builds classifiers from labelled examples of
comments. This approach can use statistical or machine learning methods.

The lexicon-based approach takes into consideration only the words which can ex-
press the sentiment the best way and are stored in a classification dictionary. Based
on the polarity of each word in the dictionary, the polarity of the whole comment
and subsequently of the whole web discussion can be determined. The polarity of
a word may also depend on the context. Consideration of the context requires using
more complicated techniques. The simplest dictionaries enable to perform binary
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classification into positive or negative sentiment. More complex dictionaries can also
determine the strength of this polarity. Such dictionaries can be created for a partic-
ular domain or application. Some well-known lexicons are, for example, WordNet1,
WordNet-Affect [26], SenticNet [6], SentiWordNet [1, 9], etc. An approach most
similar to our solution of the sentiment analysis problem is presented in [27]. It uses
a dictionary of words annotated with their polarity. This work splits this dictio-
nary into four sub-dictionaries according to word classes (adjectives, nouns, verbs
and adverbs), these dictionaries are checked for consistency and reliability. In this
approach, more words in the dictionary can result in an increase of noise levels and
subsequently decrease in the precision.

In the classification based approach, many of the well-known machine learn-
ing methods can be used. The machine learning methods estimate user’s opinions
or emotions on the basis of a set of training examples. These training examples
are represented by annotations of comments to a web forum. The most common
machine learning methods are, for example, Näıve Bayes classifier or Support Vec-
tor Machines (SVM), as well as statistical methods such as Maximal Entropy. All
these algorithms were used in the work [10]. The author focused on the sentiment
classification from the micro-blog service Twitter. When machine learning is used
for sentiment analysis it is important to select the best features. Different kinds
of features, such as pointwise mutual information, information gain, chi-quadrat
and term frequency were tested in works [28, 32]. Another approach presented
in [29] is focused on the SentiStrength detection algorithm, which solves some prob-
lems connected with sentiment analysis, for example: generation of the sentiment
strength list, optimization of the sentiment word strengths, allocation of missing
words, spelling correction, creation of the booster word list, negating word list and
emoticon list, processing of the repeated letters and ignoring negative emotion in
questions. Their approach is based on using machine learning techniques (Logistic
Regression, Support Vector Machine, J48 Classification Tree, AdaBoost, Decision
Table, Multilayer Perceptron and Näıve Bayes).

An important drawback of the machine learning approach is its dependency on
a huge amount of annotated training examples. An annotation tool with some level
of automation had to be utilized. The source [25] describes some annotation tools,
for example, GATE (General Architecture for Text Engineering), SemTag (Seman-
tic Annotation Tool), the annotation platform KIM (Knowledge and Information
Management) and Luvak, or a more general semi-automatic annotation tool built
on the Eclipse platform.

The second problem, which we tried to solve in relation to sentiment analysis,
was the authority identification in some web discussions. The most known ap-
proaches determine the authority degree only from the conversation structure [4, 7,
31]. Our approach is not based on NLP (Natural Language Processing) or on in-
formation retrieval algorithm but on generating the estimation function for labeling
the degree of authority prediction (see Section 4).

1 http://wordnet.princeton.edu

http://wordnet.princeton.edu
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3 SENTIMENT ANALYSIS

3.1 Opinion Classification

Our opinion analysis approach has focused on the classification of web users’ opin-
ion. It summarizes positive, neutral or negative polarity across the discussion. This
classification is provided in several steps. At first, the polarity of particular words is
identified. Next, the polarity of particular lexical units is distinguished and conse-
quently the polarity of the whole comment is stated. The final step is classification of
the whole discussion to positive, neutral or negative polarity. Other web discussions
concerning the discussed topic can be also processed. It means that the resulting
opinion can be compiled from more web sources.

The basic problems can be simply solved using classification dictionaries. These
dictionaries focus on words, which express sentiment very well – mainly adjectives
(e.g. “extraordinary”) [3] and adverbs (e.g. “awfully”) [17]. On the other hand, some
other words must be also taken into account in order to achieve the satisfactory
precision, for example nouns (e.g. “crash”) or verbs (e.g. “damage”) [27]. All of
these words are identified in the text; they usually enter the dictionaries with their
degree of polarity.

For the purpose of deeper processing of a text, shifters can be used, which are
words that can change the polarity of a word. The positive influence of the shifters
processing was studied in work [14]. Shifters can be divided into two groups:

• negation,

• intensification.

There are two basic approaches to negation processing : a switch negation and
a shift negation. The switch negation is simply reversion of the polarity of a lexical
unit. In this case, the reversion is changing the sign of a number, which represents
the polarity degree (from minus to plus and vice versa). There are many words
related to negation such as not, any, never, nothing. They are usually located next to
the related word. Other negations as without, don’t, lack etc., which can be situated
at a significant distance from the lexical item should also be considered. These
negations can be hardly processed by the switch negation. In some cases, the switch
negation may not be sufficiently precise because the negation of a strong positive
word is rarely a strong negative word and vice versa. More often the negation of
a strong positive word is a slightly negative word. The shift negation, instead of
changing the sign, shifts the polarity degree towards the opposite polarity by a fixed
value (e.g. value 4 in the implementation [27]). For example: “She’s not terrific
(5− 4 = 1) but not terrible (−5 + 4 = −1) either.”

The intensification processing assumes the existence of a dictionary of intensi-
fiers. An intensifier is a word, which can increase (or decrease) the intensity of po-
larity. According to [27], intensifiers can be of two categories: amplifiers (e.g. very)
increase the semantic intensity of a neighbouring lexical unit, whereas downtowners
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(e.g. slightly) decrease it. All intensifiers are stored in the dictionary together with
a sign and a value. The value represents the percentage of the change in the polar-
ity intensity and the sign represents the type of this change (“plus” represents the
increase in the polarity value by an amplifier and “minus” represents the decrease
in the polarity value by a downtowner).

3.1.1 N-Grams Approach to the Opinion Classification

An n-gram can be defined as a series of items from a sequence. From the semantic
point of view, it can be a sequence of characters or words. In practice, n-gram as
a sequence of words is the most common. Our approach uses n-grams for splitting
web discussion comments into lexical units and that is a dictionary-based approach.
This application works with Slovak texts. The dictionary consists of two parts. The
first part contains adjectives, nouns and verbs. The second part contains adverbs
and negations. The first part of the dictionary is used to solve the basic problems of
the opinion classification. The second part of the dictionary is used in negations and
intensification processing, because only adverbs can increase (“surprisingly nice”)
or decrease (“extremely low-class”) the intensity of a related word polarity. The
first (basic) dictionary also contains some emoticons, which naturally can express
emotions and opinions very well. In the case, when the analysed text is less clear, the
emoticons can increase the precision of the classification. All words and emoticons
from the first dictionary are quantified to the polarity degree from the interval 〈−3, 3〉
(Table 1). Intensifiers (adverbs) in the second part of the dictionary are assigned
values from the interval 〈−0.5, 1〉 and negations are represented by the value −2
(Table 2).

Polarity Degree Words and Emoticons

3 :D, godlike, extraordinary
2 :), super, excellent
1 nice, functional, OK
−1 unpleasant, weak
−2 :(, shocking, miserable
−3 :((, fatal, catastrophic

Table 1. Polarity degrees of example words and emoticons (the first part of the dictionary)

Polarity Degree Words

1 very, totally, extraordinarily
0.5 suitably, really, actually
−0.5 little, overly, unnecessarily
−2 Negations: no, not, don’t

Table 2. Polarity degrees of negations and intensifications (second part of the dictionary)
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All the words from the analysed comments are compared with all words stored
in the first and in the second part of the dictionary. In case that words match
with the first dictionary, the values of all matching words are summed up. The
resulting sum represents the solution of the basic problems of opinion classification
(the first sum in the formula (1)). The second sum takes into account negations
and intensifications of the related words incorporated in the first sum. This is the
reason why multiplication (not an aggregation) was proposed to be used between
the first and the second sum in the formula (1). The second sum aggregates the
values obtained from the second dictionary for intensifiers and negations. But if
comments do not contain any negation or any intensification, the second sum will
be zero, and consequently the resulting polarity of the comment will be zero. Thus,
value “1” was added to the second sum as a neutral value. This idea is represented
by the formula (1):

P =
∑

v(w1
i )
[
1 +

∑
v(w2

J)
]

(1)

where:

• P is the polarity degree of analysed text,

• v(w1
i ) is the value of word wi from the text found in the first dictionary,

• v(w2
i ) is the value of word wJ from the text found in the second dictionary,

•
∑

v(w1
i ) is the first sum from the first dictionary (solution of the basic prob-

lem),

•
∑

v(w2
J) is the second sum from the second dictionary (solution of the negation

and intensification).

To illustrate the topic, we give a few examples:

• A sentence containing only positive and negative words without negations and
intensifications can be processed using only the first dictionary

– “The mouse is nice but the processing is miserable and globally it is unsuc-
cessful.” is processed in the following way. Only three words from the first
dictionary were found in the sentence with their degree of polarity in the
parentheses:

nice (+1) + miserable (−3) + unsuccessful (−1).

There are polarity degrees were the sum and the final polarity of the sentence
equals P = −3.

A sentence containing negation

– “It is not a good solution.” is processed in the following way. Only the
word good (+1) was found in the first dictionary, so the result of the first
sum is “1”. The sentence contains also negation not (−2) from the second
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dictionary, so the result of the second sum is “−2”. According to formula (1)
the final polarity is: P = 1 ∗ [1 + (−2)] = −1.

A sentence containing intensification

– “Globally, the processing is very polite.” is processed in the following way.
Only the word polite (+1) was found in the first dictionary, so the result
of the first sum is “1”. The sentence contains also intensification very (+1)
from the second dictionary, so the result of the second sum is “1”. According
to formula (1) the final polarity is: P = 1 ∗ [1 + 1)] = +2.

More information on this approach can be found in [20]. In our approach, the
dictionary can be created directly from web discussions. It increases the precision
of the opinion classification in the given domain. Our approach also uses a different
method for the processing of negations and intensifications based on the formula (1).
Our approach does not need an intensifier (negation) to be located in the neighbour-
hood of the related word. They can take any position around the lexical unit. This
length is limited by the value “4” in 4-gram approach. There are two possibilities
for the location of the intensifier and negation. They can be located before and/or
after the related word.

The value n = 4 in the n-gram was determined experimentally. Experiments
with the value n from 2 to 4 were performed to find the best value of n. The ideal
value had to be sufficiently big to avoid isolation of the processed word but not too
big to cover the whole sentence. The experiments showed that n = 4 was sufficient.
Thus, the greater value, for example n = 5, would only make the processing more
complex. When we compared 4-grams with other n-grams, 2-grams and 3-grams
did not bring any benefit, because 4-grams could also cover phrases of two or three
words. The work [15] also uses 4-grams in the sentiment analysis engine called
Umigon for the sentiment analysis of tweets. The texts of tweets are decomposed
into a list of 4-grams, and they are compared with terms in lexicons. Each term
searched in the lexicon is processed using heuristics and decision rules for 4-gram
polarity determination.

The n-grams approach applied to the opinion classification was tested on a set
of discussion comments from the portal http://www.mojandroid.sk (discussion
thread related to reviews of the mobile telephones HTC One X and HCT One S) and
http://www.pocitace.sme.sk (discussion thread related to reviews of two products
Asus Transformer Prime TF201 and Asus Transformer Pad TF300T). 200 comments
including 100 positive and 100 negative were used in the experiments. Thus, objects
were equally divided into the two classes. The evaluation of n-gram implementa-
tion was based on the pair of the well known metrics – precision and recall. These
measures depended on the numbers of true positive, false positive and false negative
classifications of our implementation in comparison with the opinion of a human ex-
pert on real positivity or negativity of the evaluated cases. The resulting precision
and recall of our n-gram implementation is given in Table 4. The achieved preci-
sion and recall, mainly recall of negative comments, was low. These results were

http://www.mojandroid.sk
http://www.pocitace.sme.sk
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influenced by comments containing irony or the polarity hidden in the context. On
the other hand, this implementation had quite a good precision in the processing of
positive comments.

3.1.2 Opinion Classification Based on a Special Lexicon

Because of the unsatisfactory results of the implementation based on n-grams, we
improved our dictionary-based approach. Our aim was to increase the efficiency of
this approach and to extend it by a special lexicon2 for the Slovak language. The
lexicon with Slovak words was created by the translation of its available version in
English used in work [13]. We added synonyms and negations of words from the
Slovak thesaurus into this lexicon. The new lexicon contains 1 430 words (598 posi-
tive words, 772 negative words, 41 intensifiers and 19 negations). As in the previous
case, our lexicon contains the following word classes: adjectives, adverbs, nouns and
verbs. Each word has two attributes. The first attribute is a degree of polarity
within the range from −3 to 3, where −3 is the most negative polarity and 3 is the
most positive polarity. The second attribute denotes the type of a given word from
four possibilities:

• p – positive word,

• n – negative word,

• i – intensifier,

• o – opposite/negation.

Negation words are assigned the value −1. Intensifiers have values of polarity
degree in the range 〈1.0, 2.0〉. Examples of words and their values of the polarity
degree and the type of word are illustrated in Table 3.

Polarity Degree Type of Word Word

3 p extra, genius, super, brilliant
2 p better, advanced, success
1 p good, ok, strong, smart
−1 n bad, weak, boring
−2 n dangerous, hostile, stupid
−3 n terrible, waste, worst
−1 o no, not, never, haven’t
1.25 i really, rather
1.5 i middle, pretty
1.75 i too, complete

2 i very, total, absolute

Table 3. Examples of words in the dictionary with the polarity degree and the type of
word

2 http://klanaz.studenthosting.sk/sa.html

http://klanaz.studenthosting.sk/sa.html
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The analysed comment text was split into individual sentences and diacritic
marks were removed from the text. All words of the text were converted into nomi-
native of the plural using the modified version of the Lancaster stemming algorithm3.
The converted words were compared with the words in the dictionary. The sentence
was processed word by word. Each positive or negative word was multiplied by
intensifications and negations. Then, all polarities of positive and negative words
were summed up according to the formula (2). In the case, when a comment did not
contain any intensification or negation, the values of intensification and negation
were set to 1.

P =
∑[

ww

∏
wi

∏
wn

]
(2)

where:

• P – polarity degree of the analysed sentence,

• ww – value of positive or negative word,

• wi – value of intensifier,

• wn – value of negation,

•
∏

wi – multiplication of all intensifiers,

•
∏

wn – multiplication of all negations.

The resulting polarity of the sentence was adjusted using logarithmic function
in the formula (3) to avoid processing huge numbers – values of P . When the value
of the sentence polarity before adjusting was 0, the adaptation was not used. When
the value of the sentence polarity was lower than 0, the absolute value was adjusted
and multiplied by −1 to maintain the negative polarity of the comment.

A dataset did not contain comments with just facts. Such comments were not
collected and added to the dataset during its creation. Sentences which contained
no sentiment words were evaluated as mistakes. For example, the sentence which
was labelled as positive but contained no sentiment word was evaluated in the same
way as a negative one. The resulting sentiment value was 0 in these cases.

Pl = 1 + log10 |P | (3)

where

• Pl – the new value of sentence polarity,

• P – the polarity value of sentence obtained by the formula (2).

The following examples illustrate the above computation of the polarity degree
value. A sentence containing only positive and negative words without intensifica-
tions and negations

3 https://goo.gl/STmHi0

https://goo.gl/STmHi0
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• “The mouse is nice but the processing is miserable and globally it is unsuccess-
ful.” is processed in following way. Three words from the dictionary were found
in the sentence with their degree of polarity in parentheses:

nice (+1) + miserable (−2) + unsuccessful (−1).

These degrees of polarity were the sum and the final polarity of the sentence is
P = −2. After adjustment according to the formula (3) Pl = −1.3.

A sentence with intensification (very) and negation

• “It is not a very good solution.” is processed in following way. Three words from
the dictionary were found in the sentence with their degree of polarity. The first
word was good (+1), so ww = 1. The sentence also contains intensification
very (2), so wi = 2 and negation not (−1), so wn = −1. According to the
formula (2) the final polarity is P = −1∗2∗1 = −2. After adjustment according
to the formula (3) Pl = −1.3.

This approach is a little different in comparison with the previous n-gram based
application. It uses only one dictionary for all types of words and this dictionary con-
tains mainly adjectives and nouns in nominative plural (the dictionary also contains
verbs in the form as they appear in the original text without any modification). In
comparison with the n-grams implementation, this approach uses a different method
to process intensification and negation. Moreover, this approach can process multi-
ple intensifications (e.g. very very good).

Our approach was tested on two datasets. The first dataset was the same as the
dataset for n-grams. It allowed to compare our method with the previous one based
on n-grams. A new dataset was created to test our approach. This second dataset
contained collected comments from different areas (e.g. films, electronics, politics,
etc.) Each comment was labelled by a human annotator. The neutral ones and
facts were removed from this dataset. The second experiment was performed on the
set of 5 242 comments and 182 645 words, where 2 573 comments were positive and
2 669 negative so that the objects were equally divided into available classes. The
dataset is available on the website4.

The results of testing given in Table 4 show that quite a good recall was achieved
for positive comments. We compared our approach with the n-grams approach in
the first test. The precision obtained for positive comments was lower, but the
results for other indicators were better. The reason could be the dictionary, which
contains more words and more comprehensive computation of the polarity degree.
This approach is more similar to human understanding of the text. In the second
experiment, a good recall was achieved for positive comments, but it was low for
negative comments. The results could be influenced by irony, sarcasm or description
of opinions without polarity words. The number of missclassified comments was
also increased by comments, which did not contain polarity words. These comments

4 http://klanaz.studenthosting.sk/dataset.txt

http://klanaz.studenthosting.sk/dataset.txt
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were evaluated as mistakes and added to the same class as incorrectly evaluated
comments.

Experiment
Precision
(pos)

Precision
(neg)

Overall
Precision

Recall
(pos)

Recall
(neg)

Overall
Recall

NGR 1 0.830 0.570 0.700 0.652 0.214 0.433
SD 1 0.654 0.727 0.691 0.850 0.471 0.661
SD 2 0.561 0.675 0.618 0.802 0.396 0.599

Table 4. The precision and recall of tests achieved by the n-grams approach (NGR) and
the approach based on the special dictionary (SD)

The results of our experiments with opinion classification showed that using our
first approach (Section 3.1.1) the best value of precision obtained was 0.830 and the
best value of recall 0.652. Our experiments with modified approach (Section 3.1.2)
achieved better results in recall (0.850) than in precision (0.727). In comparison
with another method of opinion classification using an approach that is very close
to the processing negation and intensifiers [27], our results were slightly worse. The
results of F1 (combining precision and recall using equal weights) presented in the
study by Taboada, were in the range from 0.58 to 0.89 according to types of reviews.

3.2 Emotion Classification

Emotion analysis is a similar problem as the opinion classification. Both of them
(opinion and emotion classification) represent the sentiment analysis. Accordingly,
in emotion classification words from dictionaries representing emotions (joy, anger,
disappointment, . . . ) are searched for in the input text. The type of emotion
expressed by these words denotes the kind of emotion presented in the given text.

According to [11], three major directions in emotion computing can be recog-
nized: categorical/discrete, dimensional and appraisal based approaches. Despite
the existence of other models, the categorical and dimensional approaches are the
most commonly used models for automatic analysis and prediction of the emotion
in the continuous input.

The Categorical Approach claims there is a small number of basic emotions that
are hard-wired in our brain, and recognized across the world. Emotional states are
classified by a single category. However, a couple of researchers proved that people
show non-basic, subtle and rather complex emotional states that could be impossible
to handle, such as embarrassment or depression [12].

The Dimensional Approach is based on Wundt’s [30] proposal that feelings
(which he distinguishes from emotions) can be described as pleasantness – un-
pleasantness, excitement – inhibition and tension – relaxation, as well as Osgood’s
work [21] on the dimensions of affective meaning (arousal, valence, and potency).
Most recent models concentrate on only two dimensions, valence and arousal. Va-
lence (pleasure/displeasure) depicts how positive or negative emotions can be. Arou-
sal (activation/deactivation) depicts how exciting or apathetic emotions can be.
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For our research purposes we decided to choose the categorical approach, i.e.
Ekman’s [8] six basic emotions: happiness (positive), sadness (negative), surprise
(positive/negative), fear (negative), disgust (negative), and anger (negative).

There are four major approaches to emotion classification in the text: dictionary-
based methods, machine learning methods, knowledge-based methods and hybrid
methods. Our main interest is the dictionary-based methods. As our target lan-
guage is Slovak, and we are not aware of any Slovak lexicon for emotional words,
we created one. Every word (see Table 5) in the lexicon is labelled by an appropri-
ate emotion (happiness, sadness, surprise, fear, disgust, and anger), part of speech
(noun, adjective, adverb, verb) and intensity (in the range 〈−3; 3〉, −3 being the
most negative and 3 the most positive). Emotions can be typically positive or nega-
tive. For example, sadness is a negative emotion, but a surprise can be both positive
and negative. In such a case, the resulting polarity depends on the context in the
form of the surrounding words. The dictionary used in our study was created using
a web based application and contains about 19 000 words with information about
polarity and emotions (see Table 5). We consider the wisdom of the crowd being
the most straightforward way of obtaining data from users.

Word Part of Speech Emotion Polarity

horlivo (eagerly) adverb joy 3
nenávid́ım (hate) verb angry −3
horšia (worse) adjective sadness −3
bezstarostnosť (carelessness) noun joy 0

Table 5. Examples of Slovak words in the dictionary with the part of speech tag, type of
emotion and polarity degree

The experiment was performed on the same dataset, which was used in the
second experiment SD2 within “Opinion Classification Based on a Special Lexicon”.
This dataset contained 5 242 comments and 182 645 words, where 2 573 comments
were positive and 2 669 negative. Thus, in this experiment, objects were also equally
divided into classes. The results of tests are given in Table 6. The highest recall was
achieved for the emotion “happiness” and the lowest for the emotion “surprise”. It
could be caused by the fact that the emotion “surprise” is hard to label (for every
other emotion it is easy to determine either positivity or negativity but surprise
can represent both classes). The labelling of emotions was based on computing the
probability of each emotion for the given text. For the rest of the emotions, we
needed to improve our dictionary by adding new words to it because the values of
precision and recall were low.

The results of our experiments also showed that we might need to reconsider
using Plutchik’s wheel of emotions illustrated in Figure 1 which adds two basic
emotions (anticipation and trust) to Ekman’s six emotions. It could cover a wider
range of words and also increase a recall for each emotion.

In the tests presented in Table 6, the evaluation through precision and recall was
based on comparison of our implementation of “opinion” on the resulting emotion
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Emotion Precision Recall

Happiness 0.651 0.701
Sadness 0.589 0.590
Surprise 0.423 0.382
Fear 0.566 0.506
Disgust 0.473 0.424
Anger 0.622 0.651

Table 6. Achieved precision and recall of tests of the designed approach

with an “opinion” of human experts on the emotion presented in the text. These
comparisons were made by a contingency table, from which all values of precision
and recall were calculated. In this contingency table, all emotions were represented
by six classes. Of course, there can be more than one emotion in one review. If that
is the case, the resulting emotion is the emotion, which is the most probable, because

Figure 1. Plutchik’s wheel of emotion [23]
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the given review contains most words labelled with the considered emotion. When
more than one emotion achieves the same number of votes, then all these emotions
are taken into consideration. The result is that the given input text contains more
emotions and this fact has to be a part of using the emotion classification for practical
purposes. For example, a robot should adapt its behaviour to all these emotions.
A problem can arise only when these emotions are in a contradiction. In this case,
the result is not usable (e.g. in human–robot interactions).

4 AUTHORITY IDENTIFICATION

This section is focused on the identification of the authority of persons, who comment
a topic on a web discussion forum. Authority identification represents a different
problem than authorship identification. It does not answer the question “Who is
the author?”. Authority identification answers the question “Does the author have
a deep knowledge of the topic?”.

Authority can be formal (stated by a measure of power) and informal (stated
by a measure of favour). The formal authority is given by a position or function
in the organization. The informal authority is given by his/her credibility, wisdom,
orientation, ability of good decision making, etc. This authority is enforced by other
people’s respect. Our approach has focused on the informal authority identification
in web discussion forums. During the process of an online discussion, the structure
of a conversation is created. This structure can be represented by an acyclic graph –
the conversation tree.

People have various reasons for contributing to a discussion forum. Many of
contributors are people, who want to find answers to their questions. These contrib-
utors create a core of the discussion, but they are not very authoritative. A smaller
group of contributors is the group of troublemaking actors. They are provocateurs
seeking an opportunity to present their opinions and invoking conflicts. They are
not authoritative as well. They should be eliminated from the discussions. The
last group of contributors are actors, who express their knowledge and share their
ideas or opinions. These actors enter into the discussion seriously, add only truth-
ful information, and join only if they are familiar with the topic. They are really
authoritative contributors. We are interested in distinguishing them from the other
actors.

The search for authoritative actors involves mining from web discussions. The
input data contain the following aspects of comments:

• contributor name,

• reacting comment,

• length of the comment,

• position of the comment in the discussion represented graphically by the con-
versation tree.
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The problem of authority identification is based on the estimation of authorita-
tiveness (A). The value of A is related to the contributors. Thus, data about each of
117 contributors in our dataset were collected including the following information:

• NC is the number of comments of a given contributor. We proposed that some-
one who understands the topic (authority) would contribute to the discussion
more often than other actors.

• ANR is the average number of reactions to the comment(s) of a given author.
This argument represents the number of reactions that support or negate a state-
ment of the author, whose authority is examined. We started from the as-
sumption that a more authoritative contributor could evoke a higher number of
reactions.

• AL is the average number of all layers, at which the comments of a discussant
are situated in the conversation tree. The conversation tree is a graphical rep-
resentation of a web discussion. The AL represents the information, when the
discussant joins the discussion, at the beginning or at the end. For example,
a contributor, whose comments are located at the bottom level of the conver-
sation tree, usually adds comprehensive comments answering all the questions.
This can be the authoritative type of contributors.

• NCH is the number of characters, which represents the average length of com-
ments of an author. This number is a common ratio of the number of all char-
acters of the given contributor to the number of all his/her comments in the
discussion. It penalizes authors with too short and thus less informative com-
ments. We assume that an authoritative contributor does not post extremely
short comments.

• K is karma of a contributor in the form of a number from 0 to 200, which
represents the discussant’s activity in the last 3 months from “www.sme.sk”.

• AE is the average evaluation of a comment in the form of the ratio of the sum of
all reactions (agree (+) and disagree (−)) to this comment of a given discussant
to the number of all his/her comments. This average evaluation is available on
the web discussion page. The AE range is a number from 0 to 80.

For the informal authority identification (detection), the main task is to estimate
the function of authoritativeness A. In general, it is the function (4):

A = f(NC,ANR,AL,NCH,K,AE). (4)

Firstly, we used a linear function with weights determined experimentally fol-
lowed by regression analysis to compute weights of linear, polynomial and nonlinear
functions. To compute these weights, it was necessary to know the values of the
independent variables NC, ANR, AL, NCH, K, AE, as well as the values of the
dependent variable A. The values of the variable A were derived from:

• evaluation of each discussant by “human expert”,

www.sme.sk
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• evaluation of each discussant by other discussants – it represents “wisdom of the
crowd”.

The following regression functions for authority estimation were generated in
the process of learning:

• linear function learned from the “human expert”,

• linear function learned from the “wisdom of the crowd”,

• polynomial function learned from the “human expert”,

• polynomial function learned from the “wisdom of the crowd”,

• non-linear function learned from the “human expert”,

• non-linear function learned from the “wisdom of the crowd”.

All these 6 functions were tested and the validation was performed using the
following measures:

• an average deviation – used for the validation of estimation functions,

• a precision – used for the validation of classification,

• a recall – used for the validation of classification.

We classified authors into two classes: Authority and Non-authority. A contrib-
utor with the estimated value of authoritativeness A greater than 70 was labelled
as Authority otherwise he/she was labelled as Non-authority. The value of authori-
tativeness A could be in the interval (0, 100). The test dataset contained the data
on 117 contributors. According to the results presented in Table 7, the best results
were obtained by learning of linear function from the “wisdom of the crowd” in
formula (5) and by learning of non-linear function from the “wisdom of the crowd”
in formula (6). Surprisingly, learning of polynomial function from the “wisdom of
the crowd” also provided good results but only in “recall”.

A = 0.4385AE + 0.325K + 0.002NCH − 0.2928AL− 0.0853ANR

+ 1.0728NC, (5)

A = 0.0185AE1.8135 + 141.5704K−78.39 + 0.0018NCH1.0457 − 0.0011AL3.7717

− 0.5562ANR0.0001 + 37.6642NC0.0038. (6)

Authority identification can be used in a variety of real situations. For example,
an inexperienced web user searches for an authority that is able to provide him/her
with advice and decision-making support. Another example – a technically oriented
organization requires skilled employees, specialists who are authorities in the given
field, and to whom such organization can offer interesting job positions. Thus, the
person responsible for recruiting can search for authoritative users on web forums
focused on the technologies used in this organization to fill in specific job positions.
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Deviation Precision Recall
Version Expert Crowd Expert Crowd Expert Crowd

Linear 17.34 3.29 0.70 0.98 0.67 0.80
Polynomial 24.01 8.79 0.67 0.78 0.61 0.94
Non-linear 18.11 6.56 0.67 0.97 0.67 0.80

Table 7. Achieved average deviation, precision and recall of tests of the designed approach
to the authoritativeness identification

5 CONCLUSIONS

The paper introduces a variety of approaches to social conversation data mining.
The main attention is focused on two problems: sentiment analysis (opinion and
emotion classification) and authority identification. It describes two approaches to
opinion classification and one approach to authority identification.

Using the opinion classification approach, the comments were classified into two
classes: positive and negative. The first opinion classification method used 4-grams
to assign polarity to comments. It was able to process intensification and nega-
tion within the range of 4 words. This approach achieved good results for positive
comments. The classification of negative comments was worse. That was the rea-
son to develop the second opinion classification approach and create a new lexicon
for this new approach. We also used a different method to process intensification
and negation. This second method achieved better results than the one used previ-
ously.

The paper also describes the approach to emotion classification. Such approach
mostly used to identify emotions in a text is similar to the approach used for iden-
tifying the polarity of the text. We focused on the lexicon-based approach in both
cases – therefore, we created a lexicon that gave us information about emotions.
By applying this lexicon we obtained interesting results. However, the results also
showed that we might need to reconsider using Plutchik’s wheel of emotions which
adds two basic emotions (anticipation and trust) to Ekman’s six emotions for the
approach to be more precise in emotion classification. Changing the models also
required reworking of the lexicon. In addition we had to take into consideration
that emotions have no strict boundaries which means they often overlap each other,
so it was a challenge to differentiate them properly.

Implementation of a new approach to authority identification in web discussions
is presented and the resulting rating of authoritative contributors is provided. It
should be noted that the linear model is better than other models. It is because of
the character of input data (parameters of the web discussion) and also due to the
character of the issue which is discussed on the web. Nevertheless, the linear model
is sufficient for authority estimation. It is clear that learning from the “wisdom of
the crowd” is better than learning from a “human expert”. The reason might be that
an expert’s opinion can be biased whereas a combined opinion of many discussants
is probably more objective.
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In our future work, we want to combine knowledge gained from opinion classi-
fication and authority identification. We suppose that a more authoritative author
has a greater influence on the resulting summarized sentiment. In the known ap-
proaches to sentiment analysis, each web forum comment has the same weight. We
will use evolutionary algorithms [18, 5] to find an appropriate form of estimation
function to calculate the authority value and then apply it to opinion classification.
The comments written by authoritative users have higher weight and they will be
classified with higher priority. We would like to apply the weighted opinion analysis
in the domain where we could be able to recognize a person’s aberration based on
his/her written text [24] and also how to decrease the cognitive load for the web
users [19].
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Abstract. Classification of automatically generated malware is an active research
area. The amount of new malware is growing exponentially and since manual in-
vestigation is not possible, automated malware classification is necessary. In this
paper, we present a static malware detection system for the detection of unknown
malicious programs which is based on combination of the weighted k-nearest neigh-
bors classifier and the statistical scoring technique from [12]. We have extracted the
most relevant features from portable executable (PE) file format using gain ratio
and have designed a heterogeneous distance function that can handle both linear
and nominal features. Our proposed detection method was evaluated on a dataset
with tens of thousands of malicious and benign samples and the experimental re-
sults show that the accuracy of our classifier is 98.80 %. In addition, preliminary
results indicate that the proposed similarity metric on our feature space could be
used for clustering malware into families.

Keywords: Malware detection system, feature selection, similarity measure,
k-nearest neighbors classifier, partitioning around medoids

1 INTRODUCTION

The problem of automated malware detection presents challenges for antivirus ven-
dors (AV). Most AV rely primarily on a signature detection technique which is
relatively simple and efficient rule-based method for detecting known malware [10].
Signature (unique hex code strings) of the malware is extracted and added to the
database. The antivirus engine compares the contents of a file with all malware
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signatures in its database and if a match is found, the file is reported as malware.
A good signature must capture malware with a minimal false positive probability.

The major weakness of signature detection is its inability to detect obfuscated
and zero-day malware. A number of non-signature based malware detection tech-
niques have been proposed [19, 11, 20]. These techniques are used in an effort to
detect new or unknown malware and can be grouped into two main approaches:
static and dynamic heuristic methods. Static methods can be based on an analysis
of the file format without actually running the program. Dynamic analysis aims
to examine a program which is executed in a real or virtual environment. Non-
signature based malware detection techniques suffer from two main problems: high
false positive rate and large processing overhead.

In this paper, we present a static malware detection system based on com-
bination of the statistical classifier and the k-nearest neighbors (KNN) classifier.
Experimental results indicate that the combination of the classifiers may provide
a potential benefit for detecting samples not detected by KNN.

In our work we propose the following four main contributions:

• We present a feature space extracted from PE file format by using feature se-
lection method based on information gain.

• We design a new distance function that can handle both nominal and linear
attributes.

• We present a malware detection system for detecting previously unknown ma-
licious PE files. In order to achieve a higher detection rate, the system uses
a combination of two different kinds of classifiers.

• We evaluate the effectiveness of our detection system and distance function on
a real-world malware collection.

The rest of the paper is organized in the following way. Section 2 provides an
overview of previous work on malware classification. In Section 3 we present the
feature space and the distance function used in KNN classifier. Section 4 discusses
our proposed detection technique, while Section 5 covers our experimental results.
Finally, conclusions are given in Section 6.

2 RELATED WORK

In this section, we survey some relevant previous work in the area of classification
schemes for malware detection. To maintain the focus, we mainly discuss the work
using static detection based on machine learning techniques. Then we briefly dis-
cuss various existing statistical-based scores and also several methods that rely on
dynamic analysis.

Schultz et al. [19] introduced the concept of data mining for detecting pre-
viously unknown malware. In their research they presented three different static
feature sources for malware classification: information from the portable executable
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(PE) header and strings and byte sequences extracted from binaries. These features
were used in three different kinds of algorithms: an inductive rule-based learner,
a probabilistic method, and a multi-classifier system. A rule induction algorithm
called Ripper [4] was applied to find patterns in the dynamic-link library (DLL)
data (such as the list of DLLs used by the binary, the list of DLL function calls,
and the number of different system calls used within each DLL). The well-known
probabilistic method, learning algorithm Naive Bayes, was used to find patterns in
the string data and n-grams of byte sequences. Multinomial Naive Bayes algorithm
that combined the output of several classifiers reached the highest detection rate
of 97.76 %. The authors tested the data mining methods against standard signa-
tures and their results indicate that the data mining detection rate of a previously
unknown malware was twice as high in comparison to the signature-based meth-
ods.

Kolter and Maloof [11] improved the Schulz’s third technique by using overlap-
ping byte sequences instead of non-overlapping sequences. They used different kinds
of classifiers: naive Bayes, instance-based learner, similarity-based classifier called
TFIDF, Support Vector Machine (SVM), Decision Trees (DT) and boosted variants
of SVM, DT and TFIDF. Authors evaluated their classifiers performance by com-
puting the area under a receiver operating characteristic curve. Boosted Decision
tree model (J48) achieved the best accuracy, an area under the ROC curve of 0.996
and outperformed the rest of the classifiers.

In other studies, operational code (opcode) has been used as static informa-
tion for malware detection. Common techniques are based on the frequency of
appearance of opcode-sequences [18], examination of opcode frequency distribution
difference between malicious and benign code [2], or identification of critical instruc-
tion sequences [22]. Other techniques use similarity of executables based on opcode
graphs [17]. However, some executable files cannot be disassembled properly, there-
fore the opcode approach is not always feasible [2].

The more recent work [23] contains three statistical-based scoring techniques,
namely Hidden Markov models, Simple substitution distance, and Opcode graph-
based detection. Authors showed that a combination of these scoring techniques
with a Support Vector Machine yields significantly more robust results than those
obtained using any of the individual scores.

We also briefly mention a few existing detection methods that rely on dynamic
analysis. Examples of the information we can obtain from dynamic analysis include
application programming interface (API) and system calls, instruction traces, me-
mory writes, registry changes, and so on. In [24], an artificial neural network was
employed to detect previously unknown worms based on the computer’s behavioral
measures. Eskandari et al. [25] extracted a set of program API calls and combined
them with control flow graph. Qiao et al. [26] proposed a new malware analysis
method based on frequency analysis of API call sequences. Note that dynamic
analysis is time-consuming as each malware sample must be executed for a certain
time period.
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3 FEATURE SPACE AND METRIC

We design our proposed detection system for the portable executable (PE) file for-
mat [5], which is the most widely used file format for malware samples. In order
to classify an executable file in the PE format, we extract static format information
and translate it into a feature vector suitable for classification.

3.1 Feature Space

Before presenting attributes used in our feature vector, let us firstly look at the
general outline of the PE file format. A simplified overview of the PE file format is
illustrated in Figure 1.

DOS header
COFF header
Optional header
Section headers





Headers

Code
Imports
Data



 Sections

PE file

Figure 1. PE file structure

A PE file consists of headers and sections that encapsulate the information nece-
ssary to manage the executable code. The PE file header provides all the descriptive
information concerning the locations and sizes of structures in the PE file to the
loader process. The header of a PE file consists of the DOS header, the PE signature,
the COFF file header, the optional header, and the section headers. The optional
file header is followed immediately by the section headers which provide information
about sections, including locations, sizes, and characteristics. Sections divide the
file content into code, resources, and various types of data.

Based on our empirical studies and analysis of the PE format, we selected a set
of static features that are helpful in distinguishing malware and benign files and
used gain ratio for selection the most relevant features.

3.1.1 Features Selection

In order to determine which attribute in a given training set is the most useful
for discriminating between the classes, we use entropy-based measure, information
gain (IG) [13]. The information gain is the expected reduction in entropy caused
by knowing the value of attribute a. IG(T , a) of an attribute a relative to training
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dataset T and is defined as

IG(T , a) = Entropy(T )−
∑

v∈V (a)

|Tv|
|T |

Entropy(Tv) (1)

where V (a) denotes the set of all possible values for attribute a, and Tv denotes the
subset of T for which attribute a has value v. Note that the entropy of the training
dataset T is given by:

Entropy(T ) = −
∑

c∈C

pc log2 pc (2)

where pc is the proportion of T belonging to class c.
The information gain measure is biased towards attributes with many values.

One way of avoiding this difficulty is to use a modification of the measure called
the gain ratio (GR) [15]. The gain ratio measure penalizes attributes with large
numbers of possible values by incorporating a term called split information (SI):

SI(T , a) = −
d∑

i=1

|Ti|
|T |

log2

|Ti|
|T |

(3)

where Ti are the d subsets of training dataset T resulting from partitioning T by
the d-valued attribute a. Split information SI(T , a) is the entropy of T with respect
to the values of attribute a. The gain ratio is then defined as

GR(T , a) =
IG(T , a)

SI(T , a)
(4)

and we select only features with the highest values of gain ratio.

3.1.2 Our Proposed Feature Space

The following feature set was extracted using gain ratio and used in our work:

• Many fields from the PE headers, such as the number of sections, date/time
stamp, major or minor versions of linker, operating system, image, subsystem;
sizes and addresses of data directories; DLL characteristics, etc. Table 1 lists all
features that are derived from the PE headers. For detailed description of these
features, see Chapter 3 in [5].

• Features from sections and their headers: VirtualSize, VirtualAddress, Size-
OfRawData, PointerToRawData, Section Flags (see Chapter 4 in [5]), and fea-
tures not contained within the PE structure, including entropies and checksums
of sections.

• Resources of the PE file are used to provide supporting content, such as icons,
fonts, strings and other elements. In case of malicious files, resources are often
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used to store code and configuration data. For example, the number of resources
and the number of types of resources were used in our work.

• Overlay is a data that is appended at the end of the executable file. We consid-
ered the size of the overlay.

• Other features: the size of all imports, the number of DLLs referred, the number
of APIs referred.

Feature Feature

NumberOfSections MajorOperatingSystemVersion
TimeDateStamp MajorImageVersion
SizeOfOptionalHeader MajorSubsystemVersion
Characteristics MinorSubsystemVersion
MajorLinkerVersion SizeOfImage
MinorLinkerVersion CheckSum
AddressOfEntryPoint Subsystem
ImageBase DllCharacteristics
SectionAlignment NumberOfRvaAndSizes
FileAlignment Addresses and sizes of data directories

Table 1. List of features from the PE headers

Note that our feature set is similar to that in the existing works [12, 21, 1].

3.2 Distance Function

Many classifiers require some measure of dissimilarity or distance between feature
vectors, and its performance depends upon a good choice of distance function.
Especially the KNN classifier depends significantly on the metric used to compute
distances between two feature vectors.

In this section, we propose a similarity metric on our feature space. We used this
metric to compute distances to find k nearest neighbors used in KNN classifier. Note
that the features used in our work are of various types and sizes. These features can
be divided into three types: numbers, bit fields, and strings. For example, number
of sections or various addresses can be represented by numbers, section flags or
characteristics by bit fields, and checksums by strings. Furthermore, some features
have different ranges. For example, the number of sections is considerably smaller
than the total number of called API functions. The proposed distance function can
handle these types of features and also takes into account their different ranges.

The most commonly used metric is the Euclidean distance which works well for
numerical attributes. However, it does not appropriately handle nominal attributes.
The Value Difference Metric (VDM) [27] was proposed to define a suitable distance
function for nominal attributes. A version of the VDM without a weighting scheme
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is defined for values x and y of an attribute a as:

VDMa(x, y) =
C∑

c=1

∣∣∣∣
na,x,c

na,x

− na,y,c

na,y

∣∣∣∣
q

(5)

where

• C is the number of classes,

• na,x,c is the number of instances in the training set T which have value x for
attribute a and the instance belongs to class c,

• na,x is the number of instances in T that have value x for attribute a.

Since the Euclidean distance is not suitable for nominal attributes, and VDM
is inappropriate for numeric attributes, heterogeneous metric can be used to handle
our feature space. Wilson and Martinez introduced Heterogeneous Value Difference
Metric (HVDM) [29] which is defined for feature vectors x and y as:

HVDM(x,y) =

√√√√
m∑

a=1

d2a(xa, ya) (6)

where m is the number of attributes of the feature vector and the definition of
distance function da(x, y) depends on the type of attribute a as follows:

da(x, y) =





1, if x or y is unknown,

NORM VDMa(x, y), if a is nominal,

NORM DIFFa(x, y), if a is linear.

(7)

Functions NORM VDMa(x, y) and NORM DIFFa(x, y) are defined as:

NORM VDMa(x, y) =
C∑

c=1

∣∣∣∣
na,x,c

na,x

− na,y,c

na,y

∣∣∣∣, (8)

NORM DIFFa(x, y) =
|x− y|

4σa
(9)

where σa is the standard deviation of the values of numeric attribute a.

3.2.1 Our Proposed Distance Function

Since the feature vector described in Section 3.1.2 contains more types of nominal
attributes we propose the following distance function:

D(x,y) =

√√√√
m∑

a=1

d2a(xa, ya) (10)
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where

da(x, y) =





H(x, y), if a is an array of bits,

δ(x, y), if a is a checksum,

NORM DIFFa(x, y), if a is numeric,

NORM VDMa(x, y), otherwise (a is a string).

(11)

H(x, y) denotes Hamming distance defined for binary x = (x1, . . . , xn), y = (y1, . . . ,
yn) as

H(x, y) = |{i | xi 6= yi, i = 1, . . . , n}| (12)

and δ(x, y) is the characteristic function defined as

δ(x, y) =

{
0, if x = y,

1, otherwise.
(13)

Since the distance functions da are metrics, D is also a metric. Properties of
a metric, especially the triangle inequality, can be used in effective finding of nearest
neighbors in a metric space.

Note that we distinguish between a checksum and a string attribute that is not
a checksum. For the demonstration of distance function D on our feature space, we
present the examples of attributes of each type:

• array of bits: Section flags, Characteristics, DllCharacteristics,

• numeric attribute: number of sections, number of DLLs, size of all imports,

• checksum: checksums of various pieces of the file content,

• string: major/minor version of linker, operating system, subsystem.

4 PROPOSED SYSTEM FOR DETECTING MALWARE

In this section, we present a system for detecting malware which is composed of
a KNN classifier and a statistical scoring technique.

4.1 The k-Nearest Neighbors Classifier

The k-nearest neighbors (KNN) classifier is one of the most popular supervised
learning methods introduced by Fix and Hodges [8]. It is one of the simplest and
best-known nonparametric algorithms in pattern classification.

Let T = {(x1, c1), . . . , (xm, cm)} be the training set, where xi is training vector
and ci is the corresponding class label. Given a query point xq, its unknown class cq
is determined as follows. First, select the set T ′ = {(x1, c1), . . . , (xk, ck)} of k nearest
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neighbors to the query point xq. Then assign the class label to the query point xq
by majority vote of its nearest neighbors:

cq = arg max
c

∑

(xi,ci)∈T ′

δ(c, ci) (14)

where c is a class label, ci is the class label for ith neighbor among k nearest neighbors
of the query point, and δ(c, ci) takes a value of one if c = ci and zero otherwise.
Cover and Hart [6] found that if the number of samples approaches infinity, the
nearest-neighbor error rate is bounded from above by twice the Bayes error rate.

Distance-weighted k-nearest neighbor procedure (WKNN) was first introduced
in [7] as an improvement to KNN. This extension is based on the idea that closer
neighbors are weighted more heavily than such neighbors that are far away from
the query point. KNN implicitly assumes that all k nearest neighbors are equally
important in making a classification decision, regardless of their distances to the
query point. In WKNN, nearest neighbors are weighted according to their distances
to the query point as follows. Let x1, . . . , xk be k nearest neighbors of the query
object and d1, . . . , dk the corresponding distances arranged in increasing order. The
weight wi for i-th nearest neighbor is defined as:

wi =

{
dk−di
dk−d1

, if dk 6= d1,

1, otherwise.
(15)

The resulting class of the query point is then defined by the majority weighted
vote as follows:

cq = arg max
c

∑

(xi,ci)∈T ′

wi · δ(c, ci). (16)

Note that finding the nearest neighbors is a very expensive operation due to the
enormous size of our dataset. The nearest neighbors can be found more efficiently
by representing the training dataset as a tree.

4.2 The Statistical-Based Classifiers

In this section, we present the scoring techniques that we used in our research. In
the case of the statistical-based classifier, we ignore the positions of points in our
metric space and we focus on statistical properties of attribute values, in contrast
to the KNN classifier.

4.2.1 Naive Bayes

This section introduces the Naive Bayes classifier [28] for binary (two-class) clas-
sification problems. A Naive Bayes classifier is a probabilistic algorithm based on
Bayes’ Theorem that predicts the class with the highest a posteriori probability.
Assume a set of two classes {C,M}, where C denotes the class of benign samples
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and M denotes the class of malware. Training datasets are provided and a new
(unknown) sample, which is represented by a feature vector x = (x1, . . . , xn), is
presented. Let P (M|x) denote the probability that a sample is malicious given the
feature vector x that describes the sample. Similarly, P (C|x) denotes the probability
that a sample is benign given the feature vector x that represents the sample. The
Naive Bayes classification rule is stated as

If P (M|x) < P (C|x), x is classified as benign sample,

If P (M|x) > P (C|x), x is classified as malware. (17)

The a posteriori probabilities P (C|x) may be expressed in terms of the a priori
probabilities and the P (x|C) probabilities using Bayes’ theorem as

P (C|x) =
P (x|C) P (C)

P (x)
. (18)

Assuming that the values of the attributes (features) are conditionally independent
on one another, Equation (18) may be expressed as

P (C|x) =

∏n
i=1 P (xi|C) P (C)

P (x)
. (19)

Probabilities P (xi|C) can be estimated from the training set by counting the
attribute values for each class. More precisely, the probability P (xi = h|C) is
represented as the number of samples of class C in the training set having the
value h for attribute xi, divided by the number of samples of class C in the training
set. The output of the classifier is the highest probability class C ′:

C ′ = arg max
C

(
P (C)

n∏

i=1

P (xi|C)

)
. (20)

4.2.2 Statistical Classifier – STATS

The following statistical classifier was introduced in [12]. Let x = (x1, . . . , xn) be
a vector from our feature space and M a class of malware. Then probability

P (x ∈M|xi = h) =
nxi,h,M

nxi,h

(21)

is the conditional probability that the output class of x is malware given that at-
tribute xi has the value h. Denote this probability by pi, i = 1, . . . , n. Note that
the notations nxi,h,M and nxi,h were used in the definition of VDM discussed in
Section 3.2. Define a function f with two parameters pi and Sc as

f(pi, Sc) = max{0, pi − Sc} (22)
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where Sc is an empirical constant. For each file x we define a score as

score =
n∑

i=1

f(pi, Sc). (23)

From this score, we can determine a threshold Ss, above which we will classify
a file as malware. The decision rule is then defined as follows:

x is classified as

{
malware, if score > Ss,

benign file, otherwise.
(24)

The pseudocode of the statistical-based classifier is described in Algorithm 1.

Algorithm 1 Statistical classifier – STATS

Input: original training set, query point x, distance metric D
Output: label of x
1: score = 0
2: Compute probability vector (p1, . . . , pn)
3: for i = 1 to n do
4: if pi > Sc then
5: score += pi − Sc

6: end if
7: end for
8: if score > Ss then
9: return malware

10: else
11: return benign file
12: end if

In the rest of this paper, the statistical-based classifier is denoted as STATS.

4.3 Our Approach

We propose a malware detection approach based on a combination of the well-known
KNN classifier and the chosen statistical motivated classifier. In order to achieve
higher detection rates, there should be some kind of diversity between the classifiers.
KNN is a geometric-based classifier which uses labels of the nearest neighbors in
some metric space to classify an unlabeled point. On the other hand, statistical-
based approaches like Naive Bayes or the STATS classifier mentioned above use
conditional probabilities of attributes of sample point and do not use information
about its position in feature space.

The proposed detection method works as follows. First, set the threshold to
some sufficiently high value. Then compute score using the chosen statistical scoring
technique. If the score of the unknown file exceeds the threshold, then the resulting
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class will be malware, otherwise apply distance-weighted KNN. The pseudocode for
the classification scheme is shown in Algorithm 2.

Algorithm 2 Our detection system

Input: original training set, query point x, distance metric D
Output: label of x
1: compute score from the statistical scoring technique
2: if score > threshold then
3: return malware
4: else
5: apply WKNN
6: end if

The reason why we chose KNN is that it is a relatively accurate classifier for large
datasets and the results of our experiments demonstrate that the statistical classifier
is able to correctly classify samples lying in the area of feature space where the
accuracy of KNN is low. The statistical classifier uses information from the training
dataset in a different way than the KNN classifier. It checks whether a feature
vector contains values typical for malware, in contrast to KNN that considers only
differences between feature vectors.

For example, consider a feature vector x = (x1, . . . , xn) containing only a few
values (typically checksums), for which there is a high probability that x belongs
to malware. Many other attributes could have previously unseen values or ones
with a low prevalence. Therefore, malicious nearest neighbors could not be closer
than benign nearest neighbors and in this case, KNN classifier would not be an
appropriate method.

4.3.1 The System Architecture

The system consists of three major components: a PE parser, a database of condi-
tional probabilities and a classification module, as illustrated in Figure 2.

The functionality of the PE parser is to extract all PE format file’s header
information, DLLs, and API functions from programs in the dataset and store all
the extracted information in a database. Recall that our system is applied only
to Windows PE files and the PE parser extracts only the most useful features for
discriminating between benign and malicious files. These features were determined
by the feature selection algorithm mentioned in Section 3.

During the training phase, once the structural information of the PE files is
extracted, the conditional probabilities P (x is malware|xi = h) are computed for
each PE attribute xi and for each possible value h of attribute xi. Note that only
the PE features extracted from labeled samples of the training dataset are used in
the computation of the conditional probabilities.

After extracting PE features and computing the conditional probabilities, fea-
ture vectors are created for every known PE file. The set of these feature vectors
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Figure 2. Architecture of the classification model

called training set will be used in the classification module where the classification
algorithm is applied to feature vectors of unknown PE files.

5 EVALUATION RESULTS AND ANALYSIS

In this section, we introduce the performance metrics and present the results of
our experiments. We compare our approach with several other machine learning
methods for malware detection.

5.1 Performance Metrics

We present the evaluation metric we used to measure the accuracy of our proposed
approach for the detection of unknown malicious codes. For evaluation purposes,
the following classical quantities are employed:

• True Positive (TP) represents the number of malicious samples classified as
malware,

• True Negative (TN) represents the number of benign samples classified as be-
nign,

• False Positive (FP) represents the number of benign samples classified as mal-
ware,

• False Negative (FN) represents the number of malicious samples classified as
benign.

The performance of our classifier on the test set is measured using three standard
parameters. The most intuitive and commonly used evaluation measure in Machine
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Learning is the Accuracy (ACC):

ACC =
TP + TN

TP + TN + FP + FN
. (25)

It is defined on a given test set as the percentage of correctly classified instances.
However, since our dataset is not well-balanced, the accuracy measure could be
an inappropriate measure of performance. If we use a classifier which labels every
sample as benign, then TN will be very high and TP will be very low. As a result,
the accuracy obtained on our dataset will be very high.

The second parameter, True Positive Rate (TPR) (or detection rate), is defined
as:

TPR =
TP

TP + FN
. (26)

TPR is the percentage of truly malicious samples that were classified as malware.
The third parameter is False Positive Rate (FPR) and is defined as follow:

FPR =
FP

TN + FP
. (27)

FPR is the percentage of benign samples that were wrongly classified as malware.
We also evaluate our classifier using Receiver Operating Characteristic (ROC)

analysis [3]. ROC curve is represented as a two-dimensional plot, in which true
positive rate is plotted against false positive rate at various threshold settings. The
area under the ROC curve (AUC) serves as the performance measure of our detection
techniques. An AUC of 1.0 represents the ideal case where both false positive and
false negative equal zero. On the other hand, AUC of 0.5 means that the classifier’s
performance is no better than flipping a coin.

5.2 Dataset

The dataset used in this research consists of a total of 101,604 Windows programs
in the PE file format, out of which 21,087 are malicious and 80,517 are legitimate or
benign programs. There were no duplicate programs in our dataset. The malicious
and benign programs were obtained from the laboratory of the industrial partner.

In order to expose any biases in the data, we used the 5-fold cross-validation
procedure. Generally in k-fold cross-validation [14], the dataset is randomly divided
into k subsets of equal size, where k-1 subsets are used for training and 1 subset
is used for testing. In each of the k folds a different subset is reserved for testing
and the accuracies obtained for each fold are averaged to produce a single cross
validation estimate.

In the cluster analysis we used five prevalent malware families that have appeared
during the year 2016. Specifically, we have used the following malware families:

• Allaple – a polymorphic network worm that spreads to other computers and
performs denial-of-service (DoS) attacks.
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• Dinwod – a trojan horse that silently downloads and installs other malware on
the compromised computer.

• Virlock – a ransomware that locks victims’ computer and demands a payment
in order to unlock it.

• Virut – a virus with backdoor functionality that operates over an IRC-based
communications protocol.

• Vundo – a trojan horse that displays pop-up advertisements and also injects
JavaScript into HTML pages.

5.3 Classification Results

We implemented the classifiers as described in Section 4. The feature space and
the distance function proposed in Section 3 were used in the KNN and the WKNN
classifiers. The combination of the WKNN and the statistical scoring technique
from [12] is denoted as WKNN STATS and the combination of the WKNN and the
Naive Bayes classifier is denoted as WKNN NB. For each experiment, we performed
5-fold cross-validation that gives approximately unbiased estimate of a classifier’s
accuracy.

In our first experiment, we attempt to distinguish between benign and malicious
PE files. We used accuracy, discussed in Section 5.1, as a comparison criterion for
comparing classifiers. The accuracies obtained after applying the WKNN and the
KNN classifiers for various numbers of nearest neighbors are depicted in Figure 3.
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Figure 3. Classification accuracies of the WKNN and the KNN classifiers, for various
numbers of nearest neighbors

The WKNN classifier achieved the highest accuracy using nine nearest neighbors,
while the KNN classifier achieved the highest accuracy using only three nearest
neighbors.

The classification results of the classifiers implemented in this research are listed
in Table 2.
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Classifier TPR FPR Accuracy

KNN 96.23 % 1.07 % 98.37 %
WKNN 96.82 % 0.99 % 98.56 %
NB 82.78 % 1.17 % 95.50 %
STATS 90.08 % 0.76 % 97.34 %
WKNN NB 97.37 % 1.05 % 98.62 %
WKNN STATS 98.08 % 1.01 % 98.80 %

Table 2. Classification results of six approaches implemented in this work

Among these classifiers, the WKNN STATS outperformed others with the high-
est accuracy of 98.8 %. Note that the WKNN STATS classifier was tested for various
threshold values, and the best result was achieved with the following parameters:

• the number of nearest neighbors k = 9 used in the WKNN classifier,

• the thresholds Sc = 0.8 and Ss = 0.53 used in the STATS classifier.

In addition to that, we constructed the ROC curves which are shown in Figure 4
for three chosen classifiers.
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Figure 4. ROC curves for the WKNN, STATS and WKNN STATS classifiers

We can conclude from Figure 4 that a combination of the classifiers outperforms
both individual classifiers.

Table 3 reports the AUC for three classifiers discussed in Section 4 and two
related static methods: KM [11] and PE Miner [21]. As the table illustrates,
WKNN STATS classifier provides the best AUC value with 0.998. The ROC curve
and AUC values confirm that our experiment provides excellent results regarding
malware detection.
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Classifier AUC

WKNN 0.993
STATS 0.983
WKNN STATS 0.998
KM 0.996
PE Miner 0.992

Table 3. Comparison of the AUC value for five static methods

5.4 Clustering Results

In the second experiment we apply cluster analysis to five prevalent malware fami-
lies described in Section 5.2. First, we present the clustering algorithm used in this
experiment and then describe the evaluation measures and show the results.

5.4.1 Partitioning Around Medoids

Partitioning around medoids (PAM) proposed by Kaufman and Rousseeuw [9] is
a well-known technique for performing non-hierarchical clustering. The reason why
we have decided to use the PAM algorithm is that it allows clustering with respect
to any distance metric. The pseudocode of the PAM algorithm is described in
Algorithm 3.

Algorithm 3 PAM algorithm

Input: Number of clusters k, set of data points T
Output: k clusters
1: Initialize: randomly select k data points from T to become the medoids
2: Assign each data point to its closest medoid
3: for all cluster do
4: identify the observation that would yield the lowest average distance if it were

to be re-assigned as the medoid
5: if the observation is not current medoid then
6: make this observation the new medoid
7: end if
8: end for
9: if at least one medoid has changed then

10: go to step 2
11: else
12: end the algorithm.
13: end if
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5.4.2 Evaluation Measures

We evaluated the quality of clusters through the measures of purity and silhouette
coefficient (SC). Let nij be the number of samples of class i in cluster Cj and let
pij =

nij

|Cj | . The probability pij is the probability that a randomly selected sample

from cluster Cj belongs to class i. The purity of cluster Cj is defined as Purity(Cj) =
maxi pij.

The overall purity value is defined as the weighted sum of individual purities for
each cluster, taking into account the size of each cluster:

Purity =
1

n

k∑

j=1

|Cj|Purity(Cj). (28)

To measure the quality of clusters, we compute the average silhouette coeffi-
cient [16] for each cluster. Suppose there are n samples x1, . . . , xn that have been
divided into k clusters C1, . . . , Ck. Consider a sample xi ∈ Cj, and define the average
distance between xi to all other samples in cluster Cj:

a(xi) =
1

|Cj| − 1

∑

y∈Cj

y 6=xi

d(xi, y). (29)

Let bk(xi) be the average distance from sample xi ∈ Cj to all samples in cluster
Ck not containing xi:

bk(xi) =
1

|Ck|
∑

y∈Ck

d(xi, y). (30)

After computing bk(xi) for all clusters Ck, where k 6= j, we select the minimum
of those numbers:

b(xi) = min
k 6=j

bk(xi). (31)

The silhouette coefficient of xi is obtained by combining a(xi) and b(xi) as
follows:

s(xi) =
b(xi)− a(xi)

max(a(xi), b(xi))
. (32)

The value of s(xi) in Equation (32) can vary between -1 and 1. It is desirable
to have the value s(xi) as close to 1 as possible, since then the clusters are well-
separated. The average silhouette coefficient for a given cluster is defined as the
average value of s(xi) over all samples in the cluster.

5.4.3 Experimental Results

We computed the silhouette coefficient, as discussed above. For computing the
silhouette coefficient, we used our proposed distance function on the feature space
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Majority Class Size Purity SC

Allaple 424 0.9343 0.3298
Dinwod 285 0.7429 0.7172
Virlock 452 0.9771 0.5635
Virut 337 0.68 0.2389
Vundo 252 0.6886 0.1921

Overall 1 750 0.8298 0.3883

Table 4. The purity and the silhouette coefficient for clusters

discussed in Section 3. Table 4 summarizes the results of silhouette coefficient based
experiments using the PAM algorithm.

According to the experiences of authors of SC [16], silhouette coefficient values
between 0.7 and 1.0 indicate excellent clustering results. SC values between 0.5 and
0.7 indicate a reasonable structure of cluster. SC values below 0.25 indicate that no
substantial structure has been found.

Regarding the clustering malware into families, our results show that the quality
of clusters varies widely, depending on the particular family. From the results in
Table 4, we see that the PAM algorithm can correctly classify the malware family
with an accuracy of about 68 % to over 97 %, depending on the particular fam-
ily.

Note that such accuracies are lower than those obtained with classifiers presented
in Section 4. The reason is that distinguishing between malware families is a more
challenging problem than a binary classification of malware and benign files.

6 CONCLUSION

In this paper, we proposed a new detection system using a combination of the
k-nearest neighbors classifier and the statistical-based classifier. The system can
automatically detect unknown malware samples. The feature set used in our work
was a collection of properties extracted from the PE file format. We designed a new
distance function that is capable of handling various types of features.

Experimental results indicate that the combination of the classifiers may pro-
vide a potential benefit to detect samples not detected by KNN. We compared the
different classification methods and concluded that the combination of the weighted
k-nearest neighbors classifier and the statistical-based classifier achieves the highest
accuracy, 98.8 %. The results also indicate that the proposed heterogeneous distance
function and the feature space are appropriate for malware detection and could be
also used for clustering malware into families.

The proposed static malware detection system is relatively easy to implement,
and can be utilized to support commercial antivirus systems. For future work, it
would be interesting to experiment with additional statistical scoring techniques in
the context of malware classification.
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