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ABSTRACT  

The current work aimed to analyze the impact of salt bath nitriding on the behavior of the tribological characteristics and surface 

microstructures of AISI 316L stainless steels. Nitriding was carried out at 580 °C for 10 h. The tribological, structural behavior of 

the AISI 316L before and after salt bath nitriding was compared. The surface microstructures, tribological characteristics, as well as 

its surface hardness, were investigated using optical microscopy (OM), X-ray diffractometer (XRD), surface profilometer, pin-on-

disk wear tester, and microhardness tester. In the current work, the experimental results showed that a great surface hardness could 

be achievable through the salt bath nitriding technique because of the formation of the so-called expanded Austenite (S-phase), the 

nitrogen diffusion region. The surface hardness of AISI 316 stainless steel after the nitriding process reached 1100 HV0.025 which 

was six times the untreated sample hardness. The S-phase is additionally expected to the improvement of wear resistance and 

decrease the friction coefficient. 
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INTRODUCTION 
 

Austenitic stainless steel is one of the four categories of 

stainless steel alloy: austenitic [1], ferritic [2], martensitic and 

duplex [3, 4]. The austenitic group of stainless steel has a 

major composition of chromium, nickel, manganese steel, and 

minor amounts of other additional alloy elements [5, 6]. 

Because of their exceptionally high toughness [7], good 

ductility [8,9], formability [10], thermal conductivity [11], 

good welding properties [12], nonmagnetic properties [13], 

high impact energy, and great corrosion resistance [14-16] they 

are widely used in applications of low-temperature technology 

[17] such as orthopedic [18] industries, ocean technology [19], 

aerospace [20], food processing equipment [21], nuclear 

reactors [22, 23], manufacturing of several parts of automotive 

[24],  petrochemical processing [25], etc.  

Austenitic stainless steels, which incorporate the AISI 316L 

stainless steel, have many applications in the industry due to 

their good mechanical characteristics and their exceptional 

corrosion resistance [26], especially in certain environments. 

Low hardness and poor wear resistance [27] are some of the 

main drawbacks of austenitic stainless steels and are therefore 

subject to various types of surface characteristics failure [28]. 

Because of the limited tribological properties of these alloys 

(poor wear resistance), their scope of industrial applications 

was limited [29]. Several studies have shown that nitriding 

treatment has produced a hard surface layer resulting in im-

proved wear resistance. Thus, the nitriding treatment is a 

perfect alternative for raising the surface hardness, This 

ensures the efficacy of the wear resistance characteristic when 

this is required in service [30]. Nitriding is one of the forms of 

surface treatments used to improve the surface properties of 

materials [31]. This technique also improves the hardness, 

mechanical properties, and fatigue strength, and wear and 

corrosion resistance of various tools [32]. According to [33], 

nitriding is a thermochemical process through which nitrogen 

atoms are diffused and dispersed at the surface level of the 

materials at a proper temperature, which leads to an increase in 

the surface hardness and as a result increases the performance 

and the life span of the industrial parts. There are different 

methods of nitriding operations such as salt bath nitriding 

(SBN) [34-36], gas nitriding (GN) [37, 38], and plasma nitrid-

ing (PN) [39, 40]. A literature survey can easily find several 

hundred papers published over the last few years on the topic 

of nitriding of austenitic stainless steel [41-43]. The most 

common nitriding techniques are a salt bath with a nitrogen 

concentration-rich medium. This thermochemical process has 

been used to creating the required properties on the surface of 

stainless steels as such wear [44], fatigue [45], corrosion [46], 

and friction properties [47]. The medium used in salt bath 

nitriding is a salt that contains nitrogen, such as cyanide salt, or 

potassium nitrate. Salt baths with cyanide have the same, or 

even greater, nitrogen potential than ammonia. The nitriding 

behavior can be defined fairly through the diffusion of nitrogen 

into the parts. Most nitrogen is interstitially absorbed during 

nitriding. Minor oxidation was observed following nitriding. It 

can be considered a nitrocarburizing treatment since the salts 

used often typically contribute carbon to the surface of the 

workpiece, and the two elements generally permeate into the 

surface of the industrial parts [48]. There have been researched 

studies of the effects of nitriding treatments on the behavior of 

surface microstructure and characteristics of austenitic stainless 

steel such as AISI 304 [49,50], AISI 304L [51], AISI 321 [52], 

AISI 201 [53], AISI 316 [54], AISI 316L [55,56], AISI 202 
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[57], AISI 316LN [58] and AISI 316LVM [59], AISI 310[60], 

AISI 303[61], AISI 204[62]. However, there is a lack of 

research about the surface microstructural and tribological 

behavior of AISI 316L stainless steel during salt bath nitriding 

by the Tenifer process (TF1) at 580 °C. Therefore, in the 

present work, the structural and tribological behavior of AISI 

316L stainless steel before and after salt bath nitriding (Tenif-

er) was investigated. The tribological properties and surface 

structures formed during nitriding were investigated using X-

ray diffraction (XRD), microhardness tester, pin-on-disk wear 

test, surface profilometer, and optical microscopy (OM). The 

primary objective of the present study is to investigate the 

effect of salt bath nitriding by the Tenifer process (TF1) at 580 

°C on tribological properties and surface microstructure of 

AISI 316L stainless steel. 

 

MATERIALS AND METHODS 

 

Material and salt bath nitriding processes 

 
The material used in the present research was AISI 316L 

austenitic stainless steel with the chemical composition shown 

in Table 1. The specimens for the experiment were machined 

into dimensions of 30 mm × 10 mm × 5 mm.  

 
Table 1 The chemical compositions of the AISI 316L used in 

this study (wt %) 
C Si Mn P S Mo Cr Ni Fe 

0.02 0.52 1.52 0.029 0.024 2.09 16.76 10.14 bal 

 
The salt bath nitriding by Tenifer treatments was performed in 

a DEGUSSA furnace. A small gap was made in each sample 

with a diameter of about 2 mm, which could be attached to the 

end of a metal wire for easier get her out of the furnace. As 

usual, when processing required parts in the industry by salt 

bath nitriding (Tenifer TF1), The AISI 316L stainless steel 

samples were preheated to 350 °C for 30 min in preheating 

tank oven, after that nitriding process was performed at 580 °C 

for 10 h in the salt bath comprising of cyanates (36 ± 2 %), 

carbonates (19 ± 2 %) and cyanides (0.8 %). There is a reaction 

between the molten salt and the AISI 316L stainless steel 

specimens being processed during the salt bath nitriding 

process so that nitrogen and carbon are absorbed and diffused 

through the surfaces of the specimen. 

  

 
Fig. 1 Temperature - time plot for salt bath nitriding treatment 

 

The emerging nitrogen used for the reaction of nitriding 

treatment coming out of the dissociation of Cyanate: 4CNO−→ 

CO3
−2 + 2CN− + CO + 2[N]. The gradual change in the concen-

tration between the surface of the specimen and the nitriding 

salt bath turns out to be the main thrust for the effective 

nitrogen atom to penetrate an austenite structure, which leads 

to the formation of a surface nitride layer. At the same time, a 

few emerging carbons, which come out during the dissociation 

of Carbon monoxide: 2CO → CO2 + [C], also penetrates 

austenite structure along with nitrogen. The parameters and 

processing of nitriding treatment are illustrated in Fig. 1.   
 

 

 

 

 
 

 

 

 
 

 

 

 

 
 

Characterizations of the surface treatments 

 
The samples treated with salt bath nitriding were analyzed 

using optical microscopy examination, microhardness meas-

urements, X-ray diffraction analysis, surface profilometer, and 

wear tests under dry conditions. The microstructure on the 

cross-section of nitrided samples was analyzed after metallo-

graphic preparation and etching with 2% NITAL (2% HNO3 in 

ethanol). The surface microstructure analysis was investigated 

by optical microscopy (GA-120). Measurements of microhard-

ness profiles were obtained before nitriding using a microhard-

ness tester fitted with a Vickers indentation with a load of 25 

gf. This was also used for surface hardness measurements of 

the specimens treated. Averaging at least 3 measurements was 

used to determine the hardness value of samples. The surface 

profilometer was used for measuring and analyzing the surface 

roughness of treated and untreated specimens of AISI 316L 

stainless steel. According to ISO 4287:1997 standard, surface 

roughness was defined by measuring the parameters of surface 

roughness (Ra, Rq, and Rz). The tribological behaviors (fric-

tion and wear) of untreated and treated specimens of 316L 

stainless steel were evaluated under unlubricated condition by a 

pin-on-disk tribometer, in which the sample (disc) was rotated 

against a stationary steel ball as the pin of 5 mm diameter with 

a speed of 60 revs/min at a load of 5 N. The weight loss of the 

sample was evaluated using an electronic balance accurate to 

0.1 mg. 

 

RESULTS AND DISCUSSION 

 

Surface microstructure analyses 

  
Fig. 2 displays the cross-section microstructure of the sample 

of AISI 316L stainless steel, which was treated at the salt bath 

nitriding temperature of 580 °C for 10 h. As shown in the 

figure, the Tenifer nitrided surface (Researchers call it the 

"expanded austenite" or " S-phase) appears to have a multi-

phase structure judged from the variations in layer composi-

tion. The average thickness of this layer was about 72 μm. A 

clear boundary existed between the top layer and the inner 

layer, the upper layer made up of a hardened layer of around 6 

μm depth, accompanied by a slightly etched layer of around 66 

μm depth. Further, the topmost layer (Rich in nitrogen) was 

bright, while the inner layer was completely darkened due to 

the Nital etching. Possibly the dark zone in the inner layer is 

caused by precipitation from CrN. This result ties well with 

previous studies wherein Gui et al. [63] detailed the nitrided 

morphology of AISI 316LSS using the optical microscope at 

580 °C for 2h under salt bath nitrocarburizing. It was shown 

that the surface layer consists of Cr2N/ γ’-Fe4N and CrN/ γ -Fe. 

In another study, Jiang et al. [64] detailed the surface micro-

structure of AISI 316 produced during salt bath nitrocarburiz-

ing but at low temperature (480 °C) for 6 h. They observed that 

the S-phase was formed and this nitrocarburized matrix zone 

was darkened after Nital etching. 
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Fig. 2 Typical optical micrographs of the cross-section of AISI 

316L after nitriding at 580 °C for 10h 

 
Fig. 3 below illustrates a comparison of the XRD diffraction 

pattern of AISI 316 stainless steel between the sample that was 

treated by salt bath nitriding and the untreated sample. It has 

been shown to the untreated sample has a Face Centred Cubic 

crystal structure (γ-Fe) which was expected because the 

Austenitic stainless steels possess austenite as their primary 

crystalline structure (face-centered cubic). The nitrided sample 

at 580 °C has been characterized by the appearance of other 

phases, where a set of peaks, which do not match any existing 

ASTM X-ray diffraction index was distinguished. These peaks 

in this figure correspond to the S-phase (γN), chromium nitride 

phase (CrN), and formation of Fe4N compound.  

 

 
Fig. 3 Typical X-ray diffraction patterns of AISI 316 L SS 

before and after salt bath nitriding at 580 °C for 10h 

 
It can be seen that the corresponding peaks of the expanded 

austenite phase are broadened and turned to lessen angles 

compared to peaks of untreated austenitic stainless steel. The 

crystal structure of the S-phase also has a face-centered cubic 

structure, the S-phase was formed due to the incorporation of 

the nitrogen atoms in the interstitial positions and gaps of the 

austenite structure. Overall these findings are following results 

reported by many studies [55, 56]. 

In addition, the appearance of CrN nitride at 580 °C. It was 

consistent with the conclusions stated in [53], which noted that 

at relatively high temperatures CrN nitride is favorably precipi-

tated. The formation of CrN could be explained in the follow-

ing form: Chromium appears as a solid solution in austenite 

steel, which emerges as the temperature increases of solid 

solution due to the contrast between the thermal properties of 

iron and chromium [65]. Furthermore, the comparatively low 

concentration of CNO− (approximately 36%) in the cyanide-

cyanate during the Tenifer (TF1) process is likely that the 

cause for the formation of the γ’-Fe4N compound rather than 

the ε-Fe2 (N, C). 

 

Surface hardness profile 

 
Fig. 4 shows the microhardness profiles presented as a function 

of the depth of AISI 316L stainless steel after the salt bath 

nitriding process by the Tenifer method (at 580 °C for 10h). As 

can see, the maximum microhardness obtained is up to 1100 

HV0.025, while the substrate possesses a microhardness of 

approximately 200 HV0.025. Besides that, according to the 

graph, it can be seen that the hardness decreases progressively 

as the depth increases until it approaches hardness values to 

those of the untreated sample. The increase in hardness as a 

result of the gas nitriding process has been reported previously 

by Mahmoud et al. [66], where they found that the AISI 316L 

after the nitriding process have greater microhardness than 

compared to the untreated sample. A value surface hardness of 

about 1400 HV0.025 of the AISI 316L during nitrocarburizing 

has also been reported by Pinedo et al. [67]. 

 

 
Fig. 4 Hardness profiles in the surface layer of the specimen 

after salt bath nitriding for 10h at 580 °C 

 
Diffuse nitrogen has strong properties to improve material 

hardness. Both the hardness values and the nitrogen concentra-

tion decreased monotonously with increasing depth of the 

treated sample surface [68]. The high content of nitrogen is 

dissolved in austenite (S-phase), in which intensive precipita-

tion of chromium nitride subsists, which significantly improves 

the hardness property. According to Fader et al. [69], the 

increase in nitride layer hardness is attributable to the higher 

nitrogen concentration, larger grain structure, and the appear-

ance of expanded austenite in those regions. The core hardness 

values of the specimen nitrided before treated by salt bath 

nitriding were 200 HV0.025. It is noteworthy that the core 

hardness of the nitrided specimen was measured at the same 

level as for the specimen nitrided before nitriding in the salt 

bath (200 HV0.025). This confirms that during nitriding 

treatment the core of AISI 316Ldoes not soften by nitriding 

parameters (treatment time and temperature), i.e. microstruc-

ture of the core remains unchanged after nitriding of the salt 

bath. 

 

Surface roughness measurement 

 
Fig. 5 summarizes the average values of surface roughness 

parameters characterizing the surface topography (Ra, Rq, and 

Rz) of the untreated and treated samples, it can be observed an 
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important increase in the surface roughness values of the 316L 

stainless steel sample during the salt bath nitriding. 

 The average roughness value of arithmetic mean deviation of 

the roughness profile (Ra) of the sample nitrided was 0.366 

μm, were higher almost 6 times than the average roughness of 

the sample before treatment. On the other hand, for the square 

mean deviation of the roughness profile (Rq), the roughness 

value was 0.574 μm, which was about 6.5 times higher than 

that of the untreated one. In addition to this, the roughness 

value of the maximum distance between the lowest and the 

highest points of the roughness profile (Rz) of the sample 

nitrided was 5.32 μm, which was about 3 times larger than the 

of the untreated sample. The increased surface roughness 

during salt bath nitriding can be attributed to the formation of 

the sliding bands on the nitrided sample due to the formation of 

the expanded austenite (S-phase). This result ties well with the 

previous study reported by Gajendra et al. [70] explained that 

the increased surface roughness of austenitic stainless steel 

during plasma nitriding could be due to the high chemical 

propagation average of hydrogen atoms by plasma in the 

nitrided layers especially the expanded austenite. 

 

 
Fig. 5 Surface roughness parameters ( Ra, Rq and Rz) before 

and after salt bath nitriding at 580 °C for 10h 

 

Tribological characteristics 

 
In this work, the friction behavior on the non-nitrided sample 

surface has been compared with those on the treated sample 

surface. The variation of friction coefficient measured against a 

steel ball is illustrated in Fig. 6 for the specimens of AISI 316L 

before and after salt bath nitriding in terms of rolling distance. 

At the beginning of the experiment, the coefficient of friction 

in both salt bath nitrided and untreated samples had a relatively 

high value, where the values of friction coefficients were 0.45 

μm and 0.47 μm, respectively. This is due to the presence of 

initial static friction. After that, it was found in each sample 

that the coefficient of friction increased when the test time 

increases to a relatively constant value (by neglecting minor 

changes). The average friction coefficient values for the salt 

bath nitrided sample are approximately 0.486 μm while its 

value is approximately 0.528 μm for the untreated one. 

From the results obtained, it can be said that the friction 

coefficient of the AISI 316L stainless steel sample was reduced 

utilizing surface hardening during salt bath nitriding as much 

as possible. In addition, the behavior of untreated material 

friction coefficient can be ascribed to adhesion wear that 

occurred as the result of increased contact temperature and 

welding points on the surface. 

According to Zhang et al. [71], the low friction coefficient 

measured for the nitrided specimen can be credited to the 

increase of the surface hardness. Also, Yetim et al. [72] indi-

cated that there in an S-phase with perfect friction-resistant 

properties in the surface microstructure of AISI 316L stainless 

steel after nitriding treatment which significantly reduces the 

values of the coefficient of friction. 

 

 
Fig. 6 Variations of friction coefficient of untreated and 

nitrided specimens of AISI 316L 

 
Fig. 7 illustrates the results of the wear behavior of the nitrid-

ing treatment specimen of the AISI 316L compared with the 

untreated sample under the various dry sliding conditions were 

measured using a tribometer. It can be observed that, as 

predicted, the nitrided specimen had the highest wear re-

sistance compared to the untreated one. for example,  before 

salt bath nitriding the loss in weight increased 30 mg for 300 m 

of the sliding distance, while after salt bath nitriding the loss in 

weight increased 20 mg for 300 m of the sliding distance.  This 

result ties well with previous studies wherein were confirmed 

that the resistance of wear resistance was attributable to the 

surface hardness of materials. Higher-hardness materials 

usually displayed greater wear resistance. According to Fig. 4, 

we know that the hardness of alloying elements nitride phase’s 

fine particles (S-phase, CrN and γ’ -Fe4N ) in the surface of 

nitrided sample during salt bath nitriding is more than 1100 

HV0.025, that is about six times harder than that of the untreat-

ed one. Thus, the nitrided sample was expected to have better 

resistance to wear [73-76]. 

 
Fig. 7 Variation of weight loss against the sliding distance of 

AISI 316L SS before and after nitriding at 580 °C for 10h 
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CONCLUSION 

 
The main goal of this work is to study the surface microstruc-

ture, tribological and mechanical behavior of AISI 316L 

austenite stainless steel at 580 °C during salt bath treatment by 

Tenifer processing (TF1). The results of this study can be 

summarized as: 

The salt bath nitrided layer was composed of three sublayers, 

namely the CrN layer, the γ’-Fe4N layer, and γN layer (S-

phase). 

The salt bath nitriding can very efficiently increase the hard-

ness of the surface of AISI 316L. Maximum values obtained of 

the nitrided surface approximately 1100 HV0.025 for 10 h, 

which is around 6 times as hard as the untreated sample (200 

HV0.025). 

The surface roughness (Ra, Rq and Rz) is increased when 

compared with the "base material" condition after the salt bath 

nitriding by Tenifer processing. 

The Tenifer process (TF1) can progress the resistance of wear 

and reduces the friction coefficient of the material under study. 
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ABSTRACT  

Usually, strength-toughness combination in aluminum alloys is improved by heat treatment (solid solution followed by quenching 

and reheating) after a deformation process at high temperature. In some cases, a cold working step is added in the manufacturing 

process before heat treatment aimed to enhance the alloy strength. In recent time, some trials have been carried out finalized to 

replace the cold working step with a warm deformation. Such a process route appeared to be quite effective in improving the 

toughness behavior of 7xxx alloys. Anyway, a metallurgical explanation for such behavior has not still be reported. In this, a 

comparison of the precipitation state following the two different routes is reported. Results show clear differences in the nanopre-

cipitation densities in the two cases, claiming for their responsibility in the definition of the toughness behavior. 

 

Keywords: toughness; aluminum alloys; heat treatment; precipitation 

 

 

INTRODUCTION 
 

Light alloys were considered for a long time the best solution 

for most the high-tech applications, including sport equipment 

[1], energy and automotive [2]. Aeronautical industry was 

considered one mostly requiring such alloys properties. Among 

lightweight alloys, the aluminum based ones are assuming 

industrial impact following their specific combination of 

properties [3]. Following to that, they seem to be the most 

promising candidates for structural aerospace designers if 

compared with different alloys [4-6]. Their specific behavior is 

known to depend on alloying strategies and processes, as 

reported in a rich literature (e.g. [7-9]). The choice of alloying 

elements is made based on the their individual and synergic 

impact on microstructure and hence on mechanical behavior. 

The above statement is reported in detail in [10]. Savage and 

colleagues [11] described the effect of Cu addition on the 

hardening of Al-Mg-Si alloys characterized by a ultra-fine 

grain. In the large number of aluminum alloys the AA7050 one 

assumes particular importance, following its specific balance 

between tensile properties and corrosion resistance [12, 14]. 

Such quite promising behavior is achieved by proper recrystal-

lization phenomena occurring during and after the hot defor-

mation stage [14-17]. Physically based constitutive equations 

and their capability to predict the microstructural evolution in 

such alloy are reported in [18]. A novel approach to recrystalli-

zation phenomena in aluminum alloys is proposed in [19], to 

be applied in the case of complex geometry parts, commonly 

produced by closed-due forging and solution and quenching 

heat treatment. Such effect is also reported in detail by Mac 

Kenzie in [20].  

AMS 4333 International Standard calls for an intermediate cold 

working process step, with a maximum 5% allowed cold 

upsetting, to be performed before the two ageing final steps, 

after the solution heat treatment. This with the aim to best 

define the precipitation state (in terms of precipitation size 

distribution) so assuring the best achievable mechanical 

properties combination [21]. Concerning this topic, Wyss et al. 

proposed the US Patent [22], showing beneficial effect due to 

an intermediate warm hardening process step, to be executed 

instead of the standard cold upsetting, on the facture toughness 

properties. Such process route appeared to be quite promising 

in the case of 7xxx alloys: in particular an improvement of 

toughness was found without any deterioration of hardness and 

tensile behavior [23]. Such route also allowed improving the 

component homogeneity by means of grain refinement [24]. 

This was explained in terms of dislocation cross-slip during 

deformation at the involved temperature range in the consid-

ered process. This phenomenon allows a grain re-orientation 

with a consequent re-organization of sub-grains, moving 

towards high angle boundaries: the higher the deformation 

temperature, the easier the process [25]. Such phenomena are 

reported in literature as Continuous Dynamic Recrystallization 

(CDR) [26-28]. Other phenomena, such as strain hardening 

[29, 30] and recovery [31, 32], depend on dislocation evolution 

in dependence on other present crystallographic imperfections. 

In this paper the effect of process routes on the precipitation 

size distribution is reported. 

 

MATERIAL AND METHODS 
The AA 7025 alloy nominal composition is reported in Table 

1. 

 

Table 1 Chemical analysis of AISI 441 (main elements, mass 

%). 
Elements Al Cu Mg Zn 

Wt, % balance 2.3 2.2 6.25 

 

Three families 10 cm x 6 cm x 3 cm specimens A, (specimens 

A1, A2 and A3), B (specimens B1, B2 and B3) and C (speci-
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mens C1, C2 and C3) were manufactured from around a hot 

forged bar, characterized by an initial diameter  = 120 mm. 

The heat treatment satisfied the AMS2770N specification 

requirements. The process was completed with room tempera-

ture up-setting and final two stages aging at 5 h at     394 K + 8 

h at 450 K (samples A). The two innovative cycles (samples B 

and C) just differed from AMS2770N specification require-

ments in terms of up-setting temperature: as a matter of fact, 

they were carried out at 423 K and 473 K instead of room 

temperature. All the other cycle steps were unmodified (Table 

2).  

 

Table 2 Heat treatment conditions 
Specimen Solution 

heat 

treatment  

Water 

Quenching 

Deformation 

temperature 

(K) 

First 

ageing 

step 

Second 

ageing 

step 

A YES YES 293 YES YES 

B YES YES 423 YES YES 

C YES YES 473 YES YES 

 

All specimens underwent a solution heat treatment at T=748 K 

for 5 h, water quenching, 5% warm deformation, ageing. The 

process conditions differ on the upsetting temperature, (see 

Table 2). A1, A2 and A3 samples were deformed at room 

temperature; samples B1, B2 and B3 at 423 K and samples;C1, 

C2 and C3 at 473 K. After heat treatment transverse specimens 

(in agreement with ASTM-E399) were machined and tests KIC 

toughness were performed (according to the ASTM E399 

standard). Specimens machined starting from the three groups 

(A, B and C) were prepared for metallographic examination. 

Grain size was measured by light microscopy (LM) according 

to ASTM E112 specification. Precipitation state analysis was 

performed with a scanning electronic microscope SEM-FEG 

(SEM FEG LEO 1550 ZEISS (McQuairie, London, UK) 

equipped with an EDS OXFORD X ACT system (v2.2, Abing-

ton, UK). Precipitates number counting has been performed by 

means of IMAGE-J Fiji 1.46, a software for the automatic 

images processing and analyses program. The image analysis 

was carried out by setting a Feret-diameter threshold of 10 nm. 

An example of SEM FEG image prepared for precipitation 

number count by mean of IMAGE-J Fiji 1.46 software is 

reported in Figure 1.  

 

 
Fig. 1 Example of the SEM-FEG image (specimen A) 

 

 

RESULTS AND DISCUSSION 

The effect of the up-setting temperature increase on micro-

structure is shown in Figures 2 and 3: results clearly show a 

grain size refinement. Results from mechanical properties 

related to the considered materials are reported in detail in [33] 

and are here summarized for the reader (see Table 3).  
 

 
Fig. 2 Sample A microstructure (up-setting T: 293 K) 

 

 
Fig. 3 Sample B microstructure (up-setting T: 423 K) 

 
 
Table 3 Mechanical properties and grain size evolution with 

intermediate up-setting temperature 

Specimen 

Upsetting 

temperature 

(K) 

HB 
YS 

(MPa) 

KIC 

(MPa 

m1/2) 

Grain 

size 

(m) 

A 293 145 450 26.8 10.1 

B 423 147 455 28.3 8.6 

C 473 152 470 30.1 7.5 

 
In particular, results reported in put in evidence a not negligible 

KIC improvement, even if both Brinell hardness and yield 

strength were increased. It is worth to be noted that an up-

setting increase up to 473 K resulted in a 10% toughness 

improvement in terms of KIC, with respect to material processed 

in standard condition. Table 3 also shows that tensile properties 

were more sensitive to up-setting temperature than hardness: 

this suggests a significant fine precipitation variation mainly 

following to Guiner-Preston zones [34, 35] formation acting as 

a barrier to grain size evolution. The precipitation distribution 

evolution with up-setting temperature was analyzed by image 

analysis.  

Microstructures of samples A1, B1 and C1 as obtained by 

SEM-FEG at high magnification are shown in Figure 4, 

Figure 5 and Figure 6 respectively. 

Such analysis allowed to divide precipitates in the following 

families:  

1. larger precipitates located at grain and sub-grain 

boundaries (size ranging=100-500 nm); 

2. fine precipitates inside grains and sub-grains (size 

ranging=20-100 nm); 

3. very fine precipitates located inside grains sub-

grains (size ranging= <20 nm). 
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Fig. 4 Sample A microstructure (up-setting T: 293 K) 

 

 
Fig. 5 Sample B microstructure (up-setting T: 423 K) 

 

 
Fig. 6 Sample C microstructure (up-setting T: 473 K) 

 
The dependence of the number of detected precipitates on the 

upsetting temperature is shown in Figure 7.  

In this Figure 7 precipitates are grouped according to their 

average size, considering the above reported ranges. An 

increase of the average fine precipitates number with the 

upsetting deformation temperature is put in evidence in Figure 

7. On the other hand it is worth to be noted that the largest 

precipitates number seems to be almost independent on such 

process parameter [36-38]. The above statement agrees with 

the detected improved toughness and yield strength behavior. 

 

 

 
Fig. 7 Mean values of precipitates number grouped in size 

classes (sample A: intermediate upsetting temperature = 293 K; 

sample B: intermediate upsetting temperature = 423 K; sample 

C intermediate upsetting temperature = 473 K) 

 

 

CONCLUSIONS 

Results of analysis related to AA7050 alloy subjected to warm 

deformation showed that the precipitation state is very sensitive 

to intermediate deformation step included in the heat treatment 

cycle. It is reported that a more evident fine precipitation was 

found after deformation at 473 K. Such precipitation is claimed 

to be responsible of a grain refinement effect, hence of tough-

ness KIC improvement with respect to materials manufactured 

according to standard route. 
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ABSTRACT  

It is well known that pitting corrosion resistance of duplex and superduplex stainless steels strongly depends on microstructural 

characteristics such as ferrite/austenite proportion, presence of intermetallic phases and elemental partitioning between the austenite 

and ferrite phases. In particular, during the welding operation, very fine chromium nitrides may precipitate within ferrite grains of 

the heat affected zone drastically reducing the corrosion resistance of welded joints of duplex and super duplex stainless steels. 

However, due to their small size and low distribution, analyzing the chemical composition and crystallography of chromium nitrides 

is quite difficult and only a restricted number of advanced techniques of investigation may discriminate their signal from the sur-

rounding matrix. This work is aimed at supporting the microstructural characterization of a welded joint of a superduplex stainless 

steel by means of a field-emission gun scanning electron microscope. Sub-micron chromium nitride precipitates, identified within 

the ferritic grains of the heat affected zone, are recognized to be the main reason for the reduced pitting corrosion resistance of the 

analyzed welded joints. The results are supported by a multi-pass welding process numerical simulation aimed at estimating the 

cooling rates promoting chromium nitride precipitation in the heat affected zone. The model is proven to work well and be a useful 

design instrument for assessing optimal welding process parameters. 

 

Keywords: Super duplex stainless steels, Chromium nitride, microstructure, thermal model, multi-pass welding; numerical simula-

tion 

 

 

INTRODUCTION 
 

Duplex (DSS) and superduplex (SDSS) stainless steels are 

increasingly used in aggressive environments thanks to their 

outstanding combination of mechanical strength, corrosion 

resistance in various types of environments and weldability. 

For ensuring such excellent combination of properties, it is 

essential to maintain a ferrite-austenite ratio close to 50:50 and 

avoid the precipitation of undesired phases such as secondary 

austenite (γ2), chromium nitrides, carbides, sigma (σ) and chi 

(χ) phases [1-12]. 

Unfortunately, the thermal cycles induced by welding opera-

tions alter the optimized microstructure of the parent metal. 

The fusion zone (FZ) and the heat-affected zone (HAZ) are 

generally characterized by an unbalanced ratio between ferrite 

and austenite because of the high temperatures reached and the 

high cooling rates characterizing the welding process. Since the 

peak temperature in the HAZ is much higher than the upper 

limit of phase balance between -ferrite and austenite, most of 

the  islands in the prior duplex structure dissolve into the -

ferrite matrix during the heating period. During cooling, in the 

temperature range between 1300 and 800 °C, austenite starts to 

re-precipitate, both in the FZ and HAZ, mainly at the ferrite 

grain boundaries due to higher free energy of these locations. 

Because of the high cooling rate of the weld metal, the ferrite–

austenite transformation is inhibited, and less austenite will be 

formed compared with the parent material (PM). Even if very 

low heat input may prevent the precipitation of brittle interme-

tallic phases such as σ or χ, it may lead to high ferrite contents 

and intense nitride precipitation [13-15]. A proper filler metal, 

the chemical composition of which is rich in Ni, may partially 

restore the balance between primary austenite and  ferrite, but 

unfortunately it does not solve the problem of chromium 

nitrides precipitation in HAZ. 

In fact, it is widely reported that chromium nitride precipitation 

can occur within ferrite grains in different duplex grades during 

the welding process due to the rapid cooling rate [16-22]. 

Indeed, austenite grains transform to ferrite in the high temper-

ature heat affected zone (HAZ) and the high cooling rates 

partially inhibit austenite re-transformation resulting in a 

nitrogen supersaturated ferrite which is enriched in Cr. Conse-

quently, chromium nitride particles precipitate in ferrite grains, 

mainly intragranulary (Fig. 1), but also along the fer-

rite/austenite interfaces and ferrite subgrain boundaries. 
 

 
Fig. 1 Schematic of chromium nitride precipitation in HAZ 
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In multi-pass welding a cooperative precipitation mechanism 

of Cr-N and secondary austenite (2) could take place [23], as 

well. As a matter of fact, a chromium-rich and nitrogen-poor 

zone forms around chromium nitride, which promotes 2 

nucleation.  

Chromium nitrides are found to drastically reduce the mechan-

ical and corrosion properties of DSS and SDSS [24, 25] and 

this is the main reason why the welding engineer should know 

the chromium nitrides mechanism formation, the techiques 

available to detect them, and take care in selecting process 

parameters in order to prevent their existence. However, due to 

their small size and low distribution, the chemical and crystal-

lographic analysis of chromium nitrides is quite difficult and 

only a limited number of advanced techniques may discrimi-

nate their signal from that of the surrounding matrix. In the 

aforementioned works, the chemical analysis of Cr-N is 

generally omitted or deduced. For instance, Zhang et al. [26] 

pointed out that after electrically etching in oxalic acid solu-

tion, some pits were observed, indicating the appearance of 

chromium nitride. 

Only in few investigations of DSS and SDSS, transmission 

electron microscopy (TEM) coupled with electron diffraction 

were carried out to clearly identify the composition and crystal-

lography of chromium nitrides precipitated during thermal 

treatments simulating welding processes [16, 22, 27]. 

Anyway, in practical experience, the precipitation of chromium 

nitrides in welded DSS and SDSS occurs in some ferrite grains 

confined to the thin HAZ layer resulting in a cumbersome 

TEM sample preparation using standard procedures.  

Using Field Emission Gun-Scanning Electron Microscopy 

(FEG-SEM) with a significantly smaller beam and an increased 

current density compared to traditional SEMs, higher resolu-

tion micrographs can be collected, and consequently beneficial 

results are achieved also in chemical microanalysis by an 

Energy Dispersive Spectroscometer (EDS) attached to the 

microscope. 

In the present work, in FEG-SEM the EDS-linescan technique 

was used to determine the elemental composition of sub-

micron precipitates in the HAZ of a welded UNS S32750 

SDSS and a Cr-N particle has been identified. This work is 

aimed both at supporting the microstructural investigation 

carried out in a previous work on the same SDSS welded joints 

[7] and to develop a numerical model of the multi-pass welding 

process useful to predict the conditions under which chromium 

nitrides precipitate. The numerical model should result in a 

design tool useful to the welding engineer to predict the 

conditions promoting Cr-N precipitation as well as the optimal 

process parameters to avoid them. 

 

 

MATERIAL AND METHODS 

Material, geometry and welding process parameters 

 
Butt-welded joints made of SDSS thick plates (15 mm), type 

UNS S32750 previously solution treated at 1070 °C and then 

quenched, were produced by submerged-arc welding (SAW) 

using the groove shown in Fig. 2 and process parameters 

collected in table 1. The heat input is obtained by using the 

following formula: 

 

 

HI[kJ/ mm] = h
V[V]´ I[A]

v[mm/s]´1000                                                 (1.) 

                                                    

where V is the voltage, I is the amperage, v is the travel speed 

and  is the thermal efficiency that for SAW is approximately 

equal to 0.95 [28].  

In table 2, the nominal chemical compositions of both parent 

and filler metal are summarized. It can be noted that the filler 

metal is enriched in nickel compared to the base material in 

order to contrast the high cooling rate and promote the correct 

balanced austenite/ferrite ratio in the FZ. 

 
Fig. 1 Geometry of the adopted groove (T = 15 mm, A = 4 

mm, S = 5 mm, B = 6 mm); figure not to scale 

 

Metallographic examinations 

 
For microstructure characterization, metallographic sections 

transverse to the weld bead were initially ground and polished 

using standard metallographic preparation techniques and then 

chemically etched with a 40%HNO3 aqueous solution that 

does not attack Cr-N precipitates, as reported in Ref. [16]. The 

resulting microstructures were evaluated using Optical Micros-

copy (OM) and Field Emission Gun Scanning Electron Mi-

croscopy (FEG-SEM, Quanta 250 from Fei©) equipped with 

Energy Dispersive Spectroscopy (EDS, Edax©). For elemental 

composition of a precipitate, EDS linescan microanalysis was 

carried out using a probe size of about ~ 50 nm and inter-spot 

distance of ~ 3 nm for a dwell time of 1800 ms. 

 
Material, geometry and welding process parameters 

 
A thermal numerical model was developed using Sysweld® 

numerical code with the aim at estimating the thermal fields 

and cooling rates that promote precipitation of chromium 

nitrides. In particular, the transient analysis of welding heat 

transfer was simulated following the experimental welding 

process parameters in a finite element (FE) model with a 

moving heat source. The temperature history at each node is 

obtained by solving the heat flow balance equation:            
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where the rate of heat flow per unit area is denoted by Rx, Ry 

and Rz; the current temperature is T(x,y,z,t), the rate of internal 

heat generation is q(x,y,z,t), c is the specific heat,  is the 

density, and t is the time. Eq. (2) can be revised by bringing 

Fourier ‘s heat flow as 
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where kx, ky and ky are the alloy thermal conductivity in the 

three directions x, y and z, respectively. 

Due to temperature-dependent material properties (k and c), the 

associated material behavior was considered to be nonlinear. 

Now, by substituting Eqs. (3) into Eq. (2), the differential 

governing heat conduction equation can be rewritten as: 
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The solution of Eq. (4) requires the definition of initial condi-

tions: 

 

 
T(x, y,z,0) = T

0
(x, y,z)

                                                        (5.)                                                                                      

 

as well as boundaries conditions: 
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In Eq. (5), T0(x,y,z) is taken equal to the ambient temperature 

(Ta = 20 °C) or eventually the pre-heating temperature. In Eq. 

(6) Nx, Ny and Nz are the direction cosine of the outward 

projected normal to the boundary; hc (25 W/m2K [29]) and hr 

are the heat transfer coefficients of convection and radiation, 

respectively; T is the surface temperature of the model and Tr 

is the temperature of the heat source instigating radiation. The 

boundary heat flux is designated by qs. The heat transfer 

coefficient of radiation can be written as: 

 
h

r
= seF(T2 - T

r

2 )(T + T
r
)                                                           

(7.) 

                                            
where  is the Stefan Boltzmann’s constant,  is the emissivity 

(0.7) and F is the configuration factor. 

For the sake of simplicity and with the aim at speeding up the 

analysis in view of its use in welding design, a 2D model was 

carried out considering only the transverse section of the bead, 

as shown in Figs. 3 and 4, and exploiting the symmetry condi-

tions. In order to simulate the effects of multi-pass welding, the 

whole mesh was divided into four groups. In Fig. 2, B1, B2, 

B3 are the groups of elements modelling the three fusion 

zones, while the remaining elements belong to the parent 

material (PM). An elements activation/deactivation function 

was used to simulate the effect of deposition of filler metal 

during welding. For instance, during the first pass, only the 

elements belonging to the parent material and group B1 were 

activated. 

 

Table 1 Welding process parameters 
Weld 

layer 

/run 

Side Filler metal  Current Volt range [V] Travel speed 

range [cm/min] 

Average 

heat input Class Diameter 

[mm] 

Type 

polarity 

Ampere range [A] 

1 A 25 9 4 NL 2.4 DC-EP 340 360 29 31 54 56 1.09 

2 A 25 9 4 NL 2.4 DC-EP 390 410 32 34 46 48 1.60 

3 B 25 9 4 NL 2.4 DC-EP 540 560 39 40 38 38 3.35 

 

 

Table 2 Nominal chemical compositions (wt%) of parent and filler metal 
 C Cr Cu Mn Mo N Ni Si P Co V Ti Nb W S 

Parent 

metal 
0.018 24.8 0.32 0.79 3.85 0.27 6.92 0.22 0.025 - - --  - 0.001 

Filler 

metal 
0.014 25.12 0.096 0.45 4.04 0.228 9.6 0.39 0.014 0.085 0.047 0.005 0.01 0.01 0.0005 

 
Fig. 3 Mesh of the numerical model (2427 linear finite ele-

ments) defining the groups of elements 

 
Thermal material properties are taken as a function of tempera-

ture from Sysweld database. The heat source was modelled 

using a double ellipsoid power density distribution function 

developed by Goldak et al. [30] (Eq. 8) that is commonly used 

in literature to model the arc heat source [31]. 
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The meaning of the symbols in Eq. (8) and their values are 

summarized in Tables 3 and 4. 

In 2D cross section models, the heat source is thought to move 

over the analyzed section with a speed equal to that used in 

experiments as schematized in Fig. 4. 

 

 

 

 

 

 
Fig. 4 Schematic of the 2D model and geometrical parameters 

of the heat source 

 
More in detail, for welding pass number 2 and 3, a superposi-

tion of two Goldak’s heat sources were used in order to better 

reproduce the weld pool shapes induced of these last two 

welding runs. Table 4 specifies the different geometrical 

parameters of the overlapped heat sources used in runs 2 and 3. 
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Table 3 Goldak’s source parameters (Fig. 4). *indicates that 

the value used depends on the run (see Table 4).  

Q* Power Input (V·I) [W] * 

 Efficiency 0.95 

Q Absorbed power [W], with Q=Q*  - 

a 

Molten pool dimensions [mm] 

* 

b * 

c1 * 

c2 * 

f1 
Constants for the energy distribution of the heat flux 

0.6 

f2 1.4 

v Welding speed [mm s-1] * 

 
Total duration of time before the welding source has 

traversed the transverse cross section of the plate [s] 
* 

 
Table 4 Geometrical heat source parameters given as a func-

tion of the welding pass. Second and third pass were simulated 

using a superposition of two Goldak’s heat sources  
Welding 

pass 

a 

[mm] 

b 

[mm] 

c1 

[mm] 

c2 

[mm] 
 [s] 

1 6 6.5 5.3 10.9 32.7 

2(1) 25 0.7 7 15 
138.3 

2(2) 2.7 2 3.5 7 

3(1) 25 0.7 7 15 
647.36 

3(3) 3 2 3.5 7 

 
 

RESULTS AND DISCUSSION 

Microstructure 

 
The HAZ microstructure observed by optical microscope is 

shown in Fig. 5. Colonies of precipitates were detected within 

ferrite grains. As shown in Fig. 6, the secondary electron SEM 

micrograph clearly reveals intragranular precipitates after 

chemical etching. 

 

 
Fig. 5 OM micrograph of HAZ in weld SDSS sample 

 

 

 
Fig. 6 Secondary electron SEM micrograph of a colony of 

precipitates within ferrite grain. 

 

Figs. 7a and 7b show the EDS-linescan image and elemental 

distribution profiles across the precipitate and the surrounding 

ferrite grain, respectively. The concentrations of N and Cr are 

higher within the precipitate as compared to the ferrite matrix 

while a Fe reduction is observed; in addition, no variations of 

the C content was observed along the profile excluding carbide 

particle precipitation. Therefore, neglecting the signal contribu-

tion of surrounding α-Fe matrix to the distribution profile, it 

can be concluded that the precipitate is consistent with a 

chromium nitride particle. 

 

 
Fig. 7 a) EDS-linescan image and b) corresponding elemental 

profiles 

 
 
Fig. 8a shows the morphology of nanometer-sized chromium 

nitrides at high magnification. As a comparison, in Figs. 8b and 

8d TEM micrographs taken from the work of Pettersson et al. 

[32] and Nilsson [18], respectively, are reported. In particular, 

in Pettersson’s work chromium nitrides were found to precipi-

tate in a UNS S32750 SDSS cooled from 1225 °C with a 

cooling rate of 100K/s while Nilsson for the first time identi-

fied the rod-shaped precipitates as Cr-N using ED in TEM. 

Finally, Fig. 8c shows another detail of chromium nitride 

distribution found in the present alloy. They are observed both 

inside the ferrite grains and in ferrite sub-grain boundaries. 

 

 
Fig. 8 a) The morphology (a) (b) (d) and distribution (c) of 

chromium nitrides. Pictures (b) and (d) are TEM micrographs 

published in ref. [32] and [18], respectively 

 
Finally, the volume fractions of ferrite in FZ, HAZ and PM are 

summarized in Fig. 9a. It was observed that the HAZ shows 

the highest amount of  ferrite (59%). This is because of the 

high cooling rates and the slow diffusion of Ni in the Ni-rich 

filler metal. Despite the relatively fast diffusion of nitrogen, the 

cooling rate is so high that nitrogen is unable to escape from 

the ferrite leading to supersaturation and subsequent Cr-N 

precipitation, as schematized in Fig. 1. 
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Fig. 9 Microstructure and ferrite proportion in different zones 

of the weld (a) and micrograph of the HAZ (b) 

 

Numerical results 
Fig. 10 shows the shape and dimension of the fusion zone (red 

colour) obtained by welding simulation. The use of a double 

heat source function was found successful in capturing the 

correct FZ shape of beads 2 and 3. The thermal model was 

used to both characterize the austenite proportion in FZ and 

estimate the cooling rate promoting precipitation of chromium 

nitrides in HAZ.  In fact, during cooling, in the temperature 

range 1200 – 800 °C, -ferrite partially transforms to primary 

austenite. The corresponding volume fraction formed at time t 

(V) will depend on the cooling rate according to the relation 

proposed by Lindblom and Hannerz [33]: 
 

 
V

g
= (Dt

12-8
)m

                                                                   (9.) 

 

where t12-8 is the time interval elapsed during cooling from 

1200 to 800 °C while m is a parameter that depends on the 

alloy composition. Using numerical simulation and the meas-

ured austenite volume fraction in FZ induced by the last 

welding pass (V = 0.47, Fig. 9) it was obtained t12-8 = 24 s 

and therefore, from  
 

 
Fig. 10 Temperature maps at the instant of maximum FZ size 

(red color) as a function of welding pass and comparison with 

weld bead macrograph. 

 

Eq. (9), m = -0.237. In Fig. 11, both the temperature evolution 

and its derivative at a node belonging to the HAZ of the third 

weld bead are plotted. During cooling, in the temperature 

interval between 1280 and 900 °C, the cooling rate ranges from 

-50 °C/s to -20 °C/s, that is in perfect agreement with the 

cooling rates promoting Cr-N precipitation in the same SDSS 

(-20÷-100 °C/s) found by Pettersson et al. [32]. 

The 2D proposed model is therefore proven to be a useful 

design tool instrument able to capture the conditions under 

which chromium nitrides may forms. Because of its rapid 

solution, it can be used to predict the optimal process parame-

ters assuring the lowest risk of secondary phases precipitation. 

 

 
Fig. 9 Temperature and its derivative evolution in HAZ of the 

third weld bead 

 

   

CONCLUSIONS 
 

Rapid cooling prevents the formation of intermetallic phases 

but if the cooling is not properly controlled, there is a risk of 

forming chromium nitrides in nitrogen-rich DSS and SDSS. 

Chromium nitrides can promote pitting corrosion and must 

therefore be avoided. Unfortunately, they are not easily detect-

able with standard metallographic techniques, because of their 

sub-micron dimensions. On the other hand, investigations 

using advanced instruments such as the transmission electron 

microscope, are time-consuming and, consequently, of limited 

practical use for industrial application. A methodology aimed 

at detecting Cr-N in the HAZ of a SDSS using the field-

emission gun scanning electron microscope is suggested and 

presented here. It was found to be more efficient and practical 

compared to TEM investigations. Finally, a thermal numerical 

model of the multi-pass welding process was also developed 

that allows welding engineer to estimate the cooling rates 

promoting Cr-N precipitation in the HAZ. The results were 

found to be in excellent agreement with those found in the 

literature. 
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ABSTRACT  

This study presents results of an experimental investigations of the materials used in passive damping vibrations. The main purpose 

of this paper was to examine the damping properties of selected viscoelastic materials (VEM), using the modal analysis. In present-

ed analysis three configurations of specimens were considered. At first, the separated steel beam was analyzed. As results of this 

analysis, the frequencies and amplitudes of the beam during resonance were obtained. In next part of the work the modified speci-

men was investigated. In this modification the bitumen-based material (as a damper) was fixed to the surface of the beam. This 

method is known as free layer damping (FLD) treatment. In last configuration, the butyl rubber layer was connected to the steel 

beam. Using the Unholtz-Dickie UDCO-TA250 electrodynamic vibration system, the natural frequencies and amplitudes of free 

vibrations for all examined specimens were obtained. The vibration amplitude of the beam was measured using piezoelectric 

acceleration sensors. In order to define the damping capabilities of both the bitumen based material and the butyl rubber, the relative 

amplitude of specimens and the loss factor using half-power bandwidth method were calculated. 

 

Keywords: passive vibration damping, experimental modal analysis, viscoelastic material, free layer damping, loss factor. 

 

 

INTRODUCTION 

 
There is many sources of sounds and vibrations in the aircraft 

structures and the cars. The main reason of vibrations is an 

unbalanced engine. The next sources of vibrations are related 

to: aerodynamics (i.e. fluctuations of pressure in the boundary 

layer of the stream flowing around the structure) and mechan-

ics (i.e. driving wheeled vehicles on uneven surfaces). The 

large amplitudes of vibrations can be reason for decrease of the 

fatigue life of structures. Moreover the high level of noise in 

the pilots or drivers cabin has an indirect influence on the 

safety of the air and car transport.  

 
Fig. 1 Loss factor and storage modulus as a function of fre-

quency [1, 6, 14] 

 

From mentioned above reasons there is need to decrease a 

noise in the cabin, mainly in aviation and the automotive 

industry. The first way to decrease the vibration of aircraft 

structures and cars is minimization of vibrations of engine. 

Unfortunately each turbine engine (and especially the piston 

engine) cannot be perfectly balanced.   

Vibrations are transmitted in various ways, generating unpleas-

ant noise and directly affecting the human body and the vehicle 

structure. For example, in the aircraft during flight, the com-

pressor blades are subjected to vibration. The resonant vibra-

tions decrease the fatigue life of the blades [5, 15-17]. The 

most common way of suppressing vibration is attaching to the 

face of an element the layer made of damping material. Viscoe-

lastic polymers are commonly used in automotive and aviation 

industry as passive damping [1, 18]. Such materials have both 

viscous and elastic properties. Because viscoelastic polymers 

have such features, after removing the load from them, some of 

the energy is recovered and some is dissipated in the form of 

thermal energy. Their damping capabilities strongly vary with 

the temperature and frequency (Figs 1, 2). The best damping 

effect (Fig. 1) is achieved in transition region, where the loss 

factor has the highest value. The storage modulus E’ has the 

highest value in the glassy region. 
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Fig. 2 Loss factor and storage modulus as a function of tem-

perature [1, 6, 14] 

 

The most effective way for using viscoelastic materials are free 

layer damping (FLD, Fig. 3) and constrained layer damping 

(CLD [18,19, 20]). 

 

 
Fig. 3 Viscoelastic materials damping: FLD treatment (a) and 

CLD treatment (b) 

 

The first configuration dissipates energy caused by vibration, 

through extension, the second one mostly due to shear. FLD 

treatment is basically a viscoelastic layer connected with the 

structure. In CLD treatment a thin constraining layer is added, 

providing the shear deformation [2]. The aim of those treat-

ments is to minimize vibration amplitude of the structure. In 

consequence the decrease of both the noise and stress is 

observed. It also causes extension of the fatigue life. The most 

common viscoelastic materials used in automotive and aviation 

industry are butyl rubber and bitumen-based material. The 

advantage of this approach is no need of external source of 

power like in active vibration isolation. Viscoelastic materials 

work best in high range of frequency. In some situations, such 

passive damping cannot be used at high temperature [7].  

Kerwin [8, 9] was one of the first who observed that a stiff 

constraining layer placed on top of the viscoelastic layer can 

increase the damping capabilities. In his work, he also exam-

ined the influence of temperature on the loss factor. Di Taranto 

[10] developed an analytical model of a freely vibrating beam 

with free boundary conditions, which enables the determination 

of the damping coefficient. Mead and Markus [11] derived 

mathematical formula determining the transverse displacement 

of a three-layer beam with a viscoelastic core. Rao [12] pre-

sented the formula for the natural frequency and the loss factor 

for a multi-layer beam under different boundary conditions. 

Hujare and Sahasrabudhe [13] conducted a study of CLD 

treatment with various damping materials. The damping 

properties of seven kinds of viscoelastic materials were inves-

tigated. The considered beam was symmetrical in the form of a 

sandwich structure.  

 

EXPERIMENTAL ANALYSIS 

 
In order to determine the damping capabilities of investigated 

viscoelastic materials, the experimental modal analysis was 

performed. During the experiment the Unholtz-Dickie UDCO 

TA-250 electrodynamic vibration system (equipped with the 

shaker, controller and the amplifier) was used. In Fig. 4 the 

investigated beam covered by bitumen based material was 

shown. The beam was fixed to the movable head of the shaker.  

During the experiment the Oberst beam method was utilized 

[2]. As a base beam a steel cantilever was used. It is typical 

material for such analysis, because it has very low loss factor 

and its storage modulus does not depend on frequency [1].  

   

  
Fig. 4 View of investigated beam covered by bitumen based 

material. The beam was fixed to the movable head of the 

shaker using the special grip     

 

 
Fig. 5 Top view of the experimental setup. Location of the 

acceleration sensors used in modal analysis (related to the 

measure and control channel)      

 

The dimensions of investigated beam were as follows: length 

250 mm, width 20 mm, thickness 1 mm. The thickness of 

damped material was 2 mm. In performed experiment three 

configurations were studied. In first configuration the steel 

beam (specimen 1, without damping material) was examined. 

In second configuration the beam was covered by bitumen-

based material (specimen 2). The last examined specimen (no. 

3) was the steel beam with layer made of the butyl rubber. The 

specimens were constructed based on the ASTM Standard 

E756(05) [3] and were investigated at room temperature (20 

°C) in frequency range from 20 Hz to 4 kHz. The modal 

analysis was performed at constant intensity of excitation 1g 

(where 1g = 9,81 m/s2). The intensity of excitation (vibration) 

was measured using the piezoelectric vibration sensor on the 

movable head of shaker (Fig. 5). Signal from this sensor was 

assigned to the control channel. The second vibration sensor 

was located on the beam, 50 mm from the restraint (Fig. 5). 

Signal from this sensor was assigned to the measure channel 

and was used to creation of frequency-amplitude characteris-

tics, for all investigated specimens.  

 

RESULTS AND DISCUSSION 

 
The results of performed modal analysis are presented as 

Frequency Response Function (FRF). Based on the ASTM 
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Standard E756(05) [3] the measure was started from the second 

mode of resonant vibration of the beam. 

Obtained results of experimental modal analysis showed that 

the best damping of beam is observed for frequencies above 

1000 Hz. For first considered modes (from 2nd to 4th) the 

moderate damping effect is observed. From fifth investigated 

mode, the strong damping effect of the beam is visible. The 

quantitative results of performed modal analysis were present-

ed in Table 1. In order to compare the damping effect of 

investigated materials, the relative amplitudes (A2/A1 and 

A3/A1 were computed for each resonance. In the relative 

amplitude calculation, the amplitude A2 of damped beam 

(covered by bitumen material) was divided by amplitude A1 of 

separated beam (without any damping material).  

 

 

 
Fig. 6 Frequency response curves for considered specimens 

 

Table 1 Frequency of resonant vibration and amplitude of acceleration of specimens  

Specimen 1  

(beam without damping) 

Specimen 2  

(beam and bitumen-based material) 

Specimen 3  

(beam and butyl rubber)  

No. 

of 

mode 

Freq. of 

resonant 

vibration 

[Hz] 

Ampl. of 

accel. 

A1 [g] 

Freq. of 

resonant 

vibration 

[Hz] 

Ampl. of 

accel. 

A2 [g] 

Relative 

ampli-

tude 

A2/A1 [-] 

Freq. of 

resonant 

vibration 

[Hz] 

Ampl. of 

accel. 

A3 [g] 

Relative 

ampli-

tude 

A3/A1 [-] 

2 81.3 15.89 71.9 4.674 0.294 74.0 3.502 0.220 

3 226.8 36.27 203.7 3.852 0.106 212.1 3.128 0.086 

4 444.5 42.36 403.2 2.6 0.061 434.4 1.763 0.042 

5 741.5 27.2 686.2 1.351 0.050 730.5 0.9606 0.035 

6 1115.8 3.098 1059 0.59 0.190 1169 0.5082 0.164 

7 1146.4 3.097 1408 0.6289 0.203 1435 0.5425 0.175 

8 1584.3 9.591 1581 0.521 0.054 1581 0.7061 0.074 

9 2100 47.21 1879 1.073 0.023 1982 0.8722 0.018 

10 2680 31.79                              2503 1.266 0.040 2501 0.9557 0.030 

11 3331 4.957 3059 0.9891 0.200 3057 0.8526 0.172 

12 3368 4.084 3185 0.7136 0.175 3185 0.5941 0.145 

 

 

Obtained results of investigations (Fig. 6, Table 1) showed that 

after adding the damping mats to the beam an amplitude of 

acceleration (during resonances) significantly decreased. The 

results presented in Table 1 shows that the butyl rubber 

provides (for most modes) a bit more effective damping than 

the bitumen material. Both the butyl rubber and the bitumen 

material achieve the best results in damping at the following 

modes of vibration: 4, 5, 8-10. For these modes the amplitude 

of acceleration was decreased more than 10 times. 

 

 

For better estimation of the damping factor from frequency 

domain, a half-power bandwidth method was used. In this 

method the amplitude of FRF was used. In first part of the 

procedure the amplitude Amax and frequency fo for each reso-

nance were extracted (Fig. 7). In next step the value of Amax 

was divided by √2. The vertical line (which has coordinate 

Amax/√2) intersects the curve at 2 points. The first coordinate of 

intersection points are: f1 and f2. These frequencies are used in 

half power bandwidth method (Fig. 7). 
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Fig. 7 Visualization of  half power bandwidth method [4] 

 
Structural loss factor η is equal to twice the viscous damping 

factor ζ [1]. Using equation shown below, the loss factors have 

been computed for every investigated mode of resonant 

vibration. 

 

2 1

0 0

2
f f f

f f
 

 
  

                                    (1.) 

where:    [-] – loss factor 

                 ζ [-] – damping factor 

              
0 f  [Hz] – natural frequency 

              
2 1  ,f f  [Hz] –frequencies used in half power band-

width method (Fig. 7) 

 
The frequencies f1 and f2 were next used for calculation of the 

damping capabilities of examined materials. The structural loss 

factor and the damping factor for considered beams 

are presented in Table 2. 

Obtained results of investigations (Fig. 6, Table 2) showed that 

after adding the damping mats to the beam, the loss factor and 

the damping factor significantly increased. The beam without 

damping (specimen 1) has very low loss factor for all modes. 

The small value of loss factor is typical for the steel, which 

dissipates very much of energy during vibration. Performed 

experiment showed that both the butyl rubber and the bitumen 

material increased the structural damping significantly. For 

modes in medium frequency range the loss factor achieves the 

highest values (Table 2).  

In Fig. 8 the relative damping factor of specimen no. 2 and 3 

was shown. From this figure is visible that for specimen 3 

(beam with butyl rubber) the highest values of relative damp-

ing were observed. It means that the butyl rubber has better 

damping properties than the bitumen material. The highest 

values of relative damping factor were observed for modes 4-7 

and 9. 

 

Table 2 Loss factor, damping factor and relative damping factor of specimens  

Specimen 1 

(beam without damping) 

Specimen 2 

(beam and bitumen-based material) 

Specimen 3 

(beam and butyl rubber) 

No. 

of 

mode 

Loss  

factor 

(η1) [-] 

Damping 

factor 

(ζ1) [-] 

Loss  

factor 

(η2) [-] 

Damp-

ing 

factor 

(ζ2) [-] 

Relative 

damping 

factor  

ζ2/ ζ1 [-] 

Loss  

factor 

(η3) [-] 

Damp-

ing 

factor 

(ζ3) [-] 

Relative 

damping 

factor  

ζ3/ ζ1 [-] 

2 0.032 0.016 0.067 0.033 2.1 0.095 0.047 3.0 

3 0.011 0.006 0.083 0.042 7.6 0.118 0.059 10.7 

4 0.006 0.003 0.104 0.052 18.5 0.147 0.074 26.2 

5 0.005 0.003 0.112 0.056 20.8 0.159 0.079 29.4 

6 0.008 0.004 0.154 0.077 19.1 0.256 0.128 31.7 

7 0.005 0.003 0.131 0.065 25.0 0.132 0.066 25.3 

8 0.005 0.003 0.021 0.010 4.1 0.025 0.012 4.9 

9 0.002 0.001 0.103 0.052 48.2 0.151 0.075 70.4 

10 0.003 0.002 0.033 0.016 9.8 0.053 0.026 15.7 

11 0.007 0.003 0.046 0.023 7.0 0.050 0.025 7.5 

12 0.004 0.002 0.026 0.013 5.9 0.038 0.019 8.6 
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Fig. 8 Relative damping factor of specimen no. 2 and 3 

 

 

CONCLUSIONS 
 

In this study the experimental modal analysis of beams covered 

by the viscoelastic material was performed. Viscoelastic 

materials, especially the bitumen and the butyl rubber are often 

used in automotive and aviation industry in order to damping 

the vibrations of thin-walled structures. In this work three 

specimens were examined (steel beam without damping 

material, the beam with bitumen material and the beam covered 

by the butyl rubber layer). During experimental investigation 

both the natural frequencies and also the vibration amplitude of 

examined specimens were obtained. In order to define the 

damping capabilities the relative amplitude and also the loss 

factor using half-power bandwidth method were computed. 

Obtained results of investigations (Fig. 6, Fig. 8, Table 1, 

Table 2) showed that after adding the damping mats to the 

beam an amplitude of acceleration (during resonances) signifi-

cantly decreased. The results presented in Tables 1 and 2 

shows that the butyl rubber provides (for most modes) a bit 

more effective damping than the bitumen material. The highest 

loss factor is achieved in medium frequency range. Obtained 

results are important from both the research and also the 

practical point of view because the passive damping of vibra-

tion is used in many branches of industry (automotive, avia-

tion, railway technology). Reduction of vibration amplitude 

causes increase of the fatigue life of thin-walled structures. 

Moreover, the passive damping of vibration causes reduction 

of noise in cabins of cars and aircraft what indirectly affects the 

safety of transport. 
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ABSTRACT  

The paper presents a comparative analysis of the practical and calculated values of the thermophysical properties of heat-resistant 

nickel alloys of directional solidification. Using an empirical approach, new ratios of the elements K and K have been obtained 

for the first time, which take into account the combined effect of alloying elements on the temperature of multicomponent composi-

tions of cast heat-resistant alloys. The calculated values of the critical temperatures for the Ni-6Al-9Co-8W-4Re-4Ta-1.5Nb-1Mo-

0.15C system are in good agreement with the experimental ones. The dependence of the K ratio on the alloying system; the influ-

ence of alloying on the liquidus temperature of the alloys is studied. The ratios of the content of alloying elements and regression 

models that can be used to predict the width of the crystallization temperature range and the optimal homogenization temperature 

for a particular alloy are presented. 

 

Keywords: casting heat-resistant nickel alloys directional solidification, thermodynamic processes phase separation, critical tem-

peratures 

 

 

INTRODUCTION 

 
In recent years, the development of jet aircraft, the temperature 

of the hydrogen-containing gas at the turbine inlet has in-

creased from 1200 K in the second-generation engines to 1800-

1950 K in the fifth-generation engines. About 70% of this 

increase was obtained due to the improvement of air-cooling 

systems for gas turbine blades, and 30% - as a result of an 

increase in the level of mechanical properties of heat-resistant 

nickel alloys (HRNA) [1 - 5]. 

The main thermophysical and structural-phase characteristics 

that determined the choice of the most promising compositions 

of the developed alloys were the temperatures: complete 

dissolution of the γ'-phase in the matrix γ-solid solution tc.d 

(solvus γ '), local melting of the nonequilibrium eutectic 

(peritectic) γ + γ ', solidus tS and liquidus tL. The achievement 

of the maximum values these temperatures (thermodynamic 

stability of the phases) determines the high temperature per-

formance and creep resistance of the HRNA 6-9. It should be 

noted that while striving to increase the critical temperatures 

tc.d, teut, tS and tL, it is necessary to provide a sufficient tempera-

ture interval - (teut - tc.d) to eliminate the risk of melting during 

homogenizing annealing 10-15. 

As a result of this empirical approach, heat-resistant nickel 

alloys are the most complex alloys for structural purposes, 

since they contain more than 15 alloying and microalloying 

elements. Currently, with alloys of this class, tests are being 

carried out to optimize the chemical composition, which will 

make it possible to obtain the required set of properties 16-

23. 

The purpose of this work is to obtain predictive regression 

models, with the help of which, it is possible to adequately 

calculate the critical temperatures for the HRNA directional 

crystallization, without conducting preliminary experiments. 

 

MATERIAL AND METHODS 

 
For experimental and theoretical studies of temperature per-

formance, a working sample of alloys was formed, consisting 

of well-known industrial HRNA for directional crystallization 

of domestic and foreign production, the following brands: ZhS-

26, ZhS-26U, ZhS6F, ZhS-28, ZhS-30, VZhL-20, GTD-111, 

Mar-M247, CM-247LC, Mar-M200 + Hf, Mar-M246 + Hf, U- 

500, U-700, PWA-1422, PWA-1426, CM-186LC, Rene 142, 

Rene 150, IN-792LC, DS-16, Mar-M002, Rene 125, Rene 

80H. The selection of alloys was made from the standpoint of a 

variety of chemical compositions (alloying systems), which 

have a wide alloying range in terms of the content of the main 

elements. 

The obtained values were processed in the Microsoft Office 

software package in the EXCEL package to obtain correlation 

dependences of the "parameter-property" type with obtaining 

mathematical equations of regression models that optimally 

describe these dependences. The dependences have a suffi-

ciently high coefficient of determination R20.85 and are 

suitable for determining the temperature characteristics of the 

HRNA. 

 

RESULTS AND DISCUSSION 
 

The heat resistance of alloys is determined by the thermody-

namic stability of the phases, which is proposed to be estimated 

by the temperatures tc.d, teut, tS, and tL. Development of a 

method for calculating these values from the chemical compo-

sition of the alloy is an urgent task. 
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All components used for alloying HRNA can be conditionally 

divided into three groups: dissolving mainly in the -solid 

solution (Co, Cr, Mo, W, Re), dissolving mainly in the-phase 

(Al, Ti, Ta, Hf ) and carbide-forming elements (Ti, Ta, Hf, Nb, 

V, W, Mo, Cr). 

On the other hand, many elements can be included in the -

phase: Al, Ti, Nb, Cr, Co, Mo, W, V, etc. But their content in 

the -phase and the effect on its amount in the structure are 

different. This effect is associated with the ability of the 

elements to form stable intermetallic phases of the Ni3Me type 

with nickel. Hence, it follows that the critical temperatures of 

alloys are influenced not only by the elements that belong to -

forming, but also those that are classified as -solid hardeners. 

As a result of processing the experimental data and the above 

reasoning, the relationship 

γ

γ

γ

(Al+Ti+Nb+Ta+Hf)
К =5

(Cr+W+Mo+Re+Co+Ru)








elements to assess the 

thermodynamic stability of phases, which takes into account 

the complex effect of all alloy components. This ratio corre-

lates well with the temperatures tc.d, teut and tS, thomo, C 

which, in turn, correlate well with the heat resistance of the 

alloys. Also, this ratio can be used in the design of other types 

of heat-resistant nickel-based alloys 24. 

The relationship between the temperatures of complete dissolu-

tion of the -phase, eutectic transformation and solidus with 

the proposed K ratio (Fig. 1) is adequately described by 

regression models (Table 1). An increase in the thermophysi-

cal characteristics of alloys with an increase in the parameter 

K  is associated with an increase in alloying of the alloys with 

both -forming elements and elements in the -solid solution. 

However, at a value of 1.6 ... 1.7 K, a decrease in tempera-

tures tc.d and tS is observed, due to the peculiarities of alloying 

in this range, namely, an increase in the content of elements 

that are classified as -hard mortar hardeners. With an increase 

in the value over 2.2 ... 2.3 K, an increase in the temperatures 

tc.d and tS is observed, which is associated with a change in the 

interatomic bond forces (due to an increase in alloying alloy-

ing). 

 

 
a 

 
b 

 

 
c 

 
d 

Fig. 1. - Dependence critical temperatures and homogenization 

interval on the ratio alloying elements in the composition of the 

HRNA: а – tc.d.=(K); b – teut= (K); c - thomo=( K); d - 

tS=( K). (- calculated values;  - experimental values) 

 
Using the constructed regression models (Table 1), it is 

possible to predict with high accuracy the critical temperatures 

of alloys without preliminary experiments by the method of 

differential thermal analysis, and also to calculate the width of 

the temperature range for efficient homogenizing annealing 

depending on the content of alloying elements in the alloy. 

 
Table 1 Dependences of the thermophysical characteristics of 

the liquid pumping station on the parameters K and K. 

Critical temperature Predictive regression models 

Temperatures of 

complete dissolution 

of the -phase 

tc.d.=504,84(K)3- 2942,7(K)2 

+5611,1(K)-2284,3 

Temperature of 

eutectic transfor-

mation γ + γ ' 

teut=-

26,039(K)2+145,92(K)+1071,5 

Temperature range 

for homogenizing 

annealing 

thomo=-97,465 

(K)2+424,79(K)-412,46 

Solidus temperature 
tS=186,75(K)3- 1125,5(K)2 

+2202,4(K) -90,528 

Liquidus tempera-

ture 

tL = -10,235(K)2 + 75,121(K) + 

1234,1 

Crystallization 

temperature range 

tcryst=49,07(K)3- 318,68(K)2 

+978,96(K) -777,42 

 
However, the relationship between the K ratio and the 

liquidus temperature turned out to be ambiguous. The initial 

dependence had a low coefficient of determination (R2  0.1). 

This is explained by the fact that at temperatures close to the 

melting point, there are two phases in the structure, a liquid and 

-solid solution. The liquidus temperature is associated with the 

thermodynamic stability of the solid solution, which is influ-

enced by the refractory elements in it, they dissolve mainly in 

the -solid solution and significantly increase the thermody-

namic stability of the phases in the HRNA due to the low 

diffusion coefficient, which leads to inhibition of the mobility 

of atoms in - phase. Therefore, after processing the experi-
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mental data, and following the above judgments, the following 

ratio of elements was proposed for the first time: 

  
γ

γ

γ

(Cr+W+Mo+Re+Co+Ru)
К =

(Al+Ti+Nb+Ta+Hf)





 , which makes it 

possible to accurately predict the liquidus temperature and the 

temperature range of the HRNA crystallization 24. 

 

Figure 2 shows the dependences of the liquidus temperature 

and the crystallization interval on the K ratio. The liquidus 

temperature increases with an increase in the value of K, 

which is typical with an increase in elements that are in a solid 

solution. The dependence of the temperature range of crystalli-

zation on the value of K has a similar character with tc.d and tS 

and obeys the above relationships. 

 

 
a 

 
b 

Fig. 2. - Dependence of the liquidus temperature (a) and the 

crystallization interval (b) on the K ratio. ( - calculated 

values;  - experimental values) 

 

Thus, using the above regression models (Table 1), it is 

possible to calculate the liquidus temperature and the width of 

the crystallization temperature range, which significantly 

affects the manufacturability of the alloy during the formation 

of a defect-free structure in castings. 

The results of calculating the thermophysical characteristics of 

the directed crystallization HRNA were further compared with 

the experimental data obtained using differential thermal 

analysis (DTA). To confirm the calculated data, industrial 

high-temperature nickel alloys of the Ni-6Al-9Co-8W-4Re-

4Ta-1.5Nb-1Mo-0.15C system (ZhS32-VI, ZhS32B-VI and 

ZhS32E-VI) were selected. Based on the analysis of the 

experimentally obtained data on the critical temperatures of 

phase transformations on the experimental alloys, Table 2 

presents the values of the calculated thermophysical character-

istics obtained using an active experiment. 

 

 
Table 2 Calculated and experimental thermophysical characteristics HRNA 

Method of obtaining results 
Critical temperatures, С 

tc.d teut tS tL thomo tcryst 

ZhS32-VI 

Calculated 1205 1265 1303 1355 55 53 

Experimental 1197 1260 1298 1352 48 54 

ZhS32B-VI 

Calculated 1250 1273 1302 1372 31 70 

Experimental 1230 1270 1296 1368 40 72 

ZhS32E-VI 

Calculated 1261 1278 1306 1376 37 69 

Experimental 1250 1271 1297 1367 35 70 

 
Table 2 shows that the calculated and experimental data are in 

good agreement with each other in almost all characteristics. 

Based on the calculated and experimental values obtained, the 

error does not exceed 15°C, thus, the obtained mathematical 

dependences make it possible to predict the thermophysical 

characteristics, which depend on the alloying system of the 

alloy, both in the development of new compositions of the 

HRNA for directional crystallization, and in the improvement 

of known industrial compositions within the brand composi-

tion. 

 

CONCLUSION 

 
1. On the basis of an integrated approach, both computational 

and experimental, for multicomponent liquid pumping stations, 

new regression models have been obtained that make it possi-

ble to adequately predict the thermophysical characteristics by 

the chemical composition of the alloy. On the basis of the 

thermodynamic approach, new ratios of K and K have been 

obtained for the first time; by their value, one can adequately 

predict the temperature characteristics for multicomponent 

compositions of directional crystallization of HRNA. 

2. The dependences of the ratio of K to the temperatures of 

complete dissolution of the  phase, eutectic transformation 

and solidus have been revealed; they are explained by the 

connection between alloying of the alloy with -forming 

elements, and being in the -solid solution. 

3. It has been established that the liquidus temperature increas-

es with an increase in the value of K, which is typical with an 

increase in elements that are in a solid solution. The depend-

ence of the temperature range crystallization on the value of K 

has a similar character with tc.d and tS. 

4. The results obtained show that the ratios of such a group of 

elements practically unidirectionally affect the diagrams 

(behavior of figurative points of state diagrams from virtual 

alloys) of the considered heat-resistant alloys. Good agreement 

between the calculated and experimental results made it 

possible to believe that the "intersection" of multidimensional 
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parabolas of various hypersurfaces of phase equilibria makes it 

possible to obtain a binary section of conditional equilibrium 

diagrams with lines of equilibrium phases corresponding to 

physical reality. 

5. A promising and effective direction is shown in solving the 

problem of predicting the thermodynamic stability of alloy 

phases, which affects the service properties of alloys both in 

the development of new HRNA and in the improvement of the 

compositions of well-known industrial brands of this class. 
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ABSTRACT  

The effect of plastic deformation upon the grain structure and mechanical properties of Al-Cu-Mg-Mn alloy tubes under upsetting 

was investigated. It was found that plastic deformation techniques such as cold upsetting can overcome the disadvantages of the 

cutting process, such as the anisotropy of the original material, no grain structure, and not high mechanical properties, while also 

improving the mechanical properties of the product in local plastic deformation zones by changing the grain and fiber structure of 

the material. This article presents the results of our research and evaluates the increase of material durability in the tubes’ defor-

mation zones compared with the initial state. In this study Al-Cu-Mg-Mn alloy material had been cutting with turn machine and 

plastic deformation by upsetting. Microstructures and hardness variations of cut surfaces that are obtained with different processes 

have been investigated. 

 

Keywords: Al-Cu-Mg-Mn; Fiber structure; metal forming; tube cold upsetting 

 

 

INTRODUCTION 

 
Aluminum alloy is a light-weight, corrosion-resistant metal 

with a good load capacity; however, its strength is insufficient 

for many applications in engineering and equipment operating 

under high mechanical loads. Therefore, it is important to find 

ways to improve the mechanical properties while maintaining 

the lightness and specific strength of aluminum alloys. Modern 

approaches to this problem include ultrafine grinding of the 

alloys’ grain structure by methods such as plastic deformation 

[1-7], as well as heat treatment methods such as annealing by 

stimulating static recrystallization [8], and aging after harden-

ing and high-pressure torsion [9]. In fact, plastic deformation is 

often applied to increase the mechanical properties of a solid 

material [10-14]. Presently, few studies have considered 

hollow parts. Methods for steels [15], such as extrusion, 

rolling, and brazing [16], can also be applied as a hydrostatic 

forming method for copper [17]. These studies are mainly for 

tubes with a relatively small thickness and height. Currently, 

aluminum tubes with a special long shank shape and relatively 

large thickness are mainly machined from solid workpieces 

[18, 19]. The major disadvantage of cutting methods is the low 

coefficient of the using material, especially when the part has a 

variable cross section and diameter [20]. The machined parts 

are often stress concentrated at the changed sections, so they 

are often broken or destroyed when working. Tubular parts can 

also be fabricated by an extrusion method; however, because 

direct extrusion generates tremendous friction and heat be-

tween the billet and the container wall, pressure and tempera-

ture vary during the extrusion process. The result is an incon-

sistent grain structure and compromised metallurgical proper-

ties in the finished product [21]. To overcome the shortcomings 

of manufacturing parts with these methods, our research team 

has proposed the application of pressure machining techniques 

such as upsetting and testing for thin tubes of variable thick-

ness. The tube upsetting technology has the advantage of 

optimizing the weight of the workpiece. This saves materials 

because, during the formation process, the tube thickness will 

be distributed according to the structure of the workpiece. 

Additionally, this method will save time, reduce the cost of the 

machining process, and improve the part’s mechanical proper-

ties because the deformation process will create the necessary 

grain direction, avoiding stress concentration at the position 

where the cross section changes [1]. 

When using a tube upsetting technology, folding defects may 

appear because the upsetting height is much larger than the 

tube thickness. Therefore, it is necessary to calculate and select 

suitable technological parameters [22-24]. Currently, the tube 

upsetting technology is quite suitable for forming aluminum 

materials in a cold state. After shaping a specific workpiece, it 

is necessary to evaluate and analyze its ability to meet technical 

requirements based on the consideration of the folding defects, 

metal microstructure in deformed areas, and metal-grain 

direction and to compare its mechanical properties with those 

of the original material. To evaluate the above factors, the 

authors selected a tubular product (as shown ìn Fig. 1) made 

from Al-Cu-Mg-Mn alloy using the local upsetting technology. 

Currently, the above part is made using a machining method 

with a tensile strength, b, of 420–430 MPa and a hardness 

HV0.05 of 86.2. To improve the mechanical properties to ensure 

that the part meets the requirements, the pressure machining 

method has been used. 

This tubular part is made by cutting from a Ф75 × Ф40 × 190 

mm tubular billet with a material efficiency reaching 31.58% a 

very low efficiency that wastes materials and pushes up 

production costs. Eight tasks are used to fabricate the part, 

namely, cutting, rough turning, face trimming, inner rough 

turning, inner cylindrical turning, thread turning, outer-surface 
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turning, and aging the tube surface. Furthermore, if a pressure 

deformation machining method is used, the ratio of the final 

pipe thickness S1 at the forming part to the original pipe 

thickness S0 will determine the number of forming steps. It is 

necessary to define the critical ratio S1/S0 that ensures that the 

parts will not be destabilized. This study performs numerical 

simulations to determine the critical ratio, and the results are 

verified experimentally while evaluating the metal structure 

and properties of the material Al-Cu-Mg-Mn alloy before and 

after deformation. 

 

 
Fig. 1 Technical drawing of a tabular workpiece 

 

 

MATERIAL AND METHODS 

 

Experimental material 

 
A tube of Al-Cu-Mg-Mn alloy (named D16 alloy) in its initial 

state (as-delivered) had a standard chemical composition (Al-

4.4Cu-1.4Mg-0.7Mn, wt.%) with a diameter of 

Ф75 × Ф65 × 185 mm; it was heterogeneous, coarse-grained, 

and had low hardness values, of which the average was 

HV0,05 = 86.2. Table 1 shows the mechanical properties of Al-

Cu-Mg-Mn alloy. 

 
Table 1 Mechanical properties of Al-Cu-Mg-Mn alloy 

Elastic 

modulus E 

(10−5) 

Tensile 

strength b 

(MPa) 

Yield 

stress c 

(MPa) 

Hardness, 

HV0,05 for Al-

Cu-Mg-Mn 

alloy 

0.72 390–420 255 86.2 

 
The material parameters and deformation curve of Al-Cu-Mg-

Mn alloy are included in the material model [25]. The coeffi-

cient of friction when pressing is 0.1, and the displacement of 

the punch is 25 mm. After performing the simulation, the stress 

distribution, strain, force diagram, and mesh deformation 

corresponding to the case of the most suitable critical thickness 

ratio S1/S0 were obtained. 

 

Estimation of critical thickness ratio by numerical 

simulation 
 
The critical thickness ratio S1/S0 is determined by simulation. 

The initial workpiece thickness, S0, is 4.08 mm. 

 

 

The simulation model is built according to the technology 

diagram shown in Fig. 2, including the billet, punch, ring, and 

pilot punch (positioning pestle) with sizes designed to create 

the product shown in Fig. 1. The boundary conditions are 

indicated; for example, the coefficient of friction when press-

ing is 0.1, and the displacement of the punch is 25 mm. 

 

Experimental process 

 
The tubular workpiece was made by machining pressure from a 

tube billet with a size of Ф75 × Ф65 × 185 mm. The material-

use efficiency is 56.53%. The number of tasks was reduced, 

and the remaining ones included cutting, narrowing of the head 

(step 1), renarrowing of the head (step 2), annealing, trimming, 

upsetting, aging, turning, hole turning, and threading the 

M42x1. 

Based on the simulation results, a stamping step is used to 

ensure a critical thickness ratio of S1/S0, which is the most 

feasible for the technical requirements of the part. The cold 

upsetting deformation area located in region II serves to 

increase the size of the workpiece, as shown in Fig. . 

+ Region I (billet storage area) provides materials for a local 

upsetting process in a closed die located in region II. The 

height, ∆h, of the upsetting workpiece is 9 mm; the workpiece 

height is reduced in region I, but the cross section increases in 

region II. 

+ Region II (upsetting deformation): Metal is filled by upset-

ting in the mold cavity, increasing the thickness from 4.08 to 

5.87 mm. 

+ Region III (without deformation): The shape of this part is 

kept intact during deformation. Hence, to prevent this area 

from deforming, a positioning and clamping mechanism for 

which the shape of the workpiece does not change under the 

axial compression effect from region II should be used. Addi-

tionally, the forming process is performed on a 315 ton hydrau-

lic press machine. 
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Fig. 2 Cold upsetting forming region 

 

 

 
Fig. 3 Microstructure observation positions: (a) the sample is 

machined; (b) the sample is deformed by upsetting 

 

 
Fig. 4 Tensile testing experimental samples 

 

After fabrication, the workpiece is cut in half to measure the 

part’s diameter and thickness dimensions. These dimensions 

have the same values as shown in the part’s technical drawing. 

In the upsetting position, the direction of the metal grain is 

observed to run along the part, and no folding defects appear. 

To consider the appearance of the folding defects and micro-

structure investigated in the deformation area when using a 

cold upsetting process, the experimental sample was cut and 

enlarged at locations 1, 2, 3, and 4, as shown in Fig. . The 

investigated locations correspond to the positions of deformed 

region II. Hence, in the deformation region, an investigation 

was conducted at different positions to evaluate the uniformity 

of the metal microstructure. Additionally, an observation of the 

workpiece’s cross section in the upsetting area shows that no 

folding defects appear. The metal fiber is compressed, swollen, 

and used to gradually fill the mold cavity. No metal flows in 

different directions, which would lead to creases in the sub-

strate material. 

To compare the tensile strengths of the samples, several 

experiments were conducted using the tensile testing process in 

region II before and after deformation on the tensile testing 

machine MTS–809. Figure 4 shows the images of the testing 

samples used in the experiments. The fabricated samples and 

the tensile testing procedure are performed as specified. 

Furthermore, to evaluate the stiffness of the samples after 

deformation, measurements were made on the HUATEC 

MHV1000 hardness-measuring device at three points on the 

deformation zone of the investigated sample. The calculation 

result is the average value of the measurements; it is used to 

evaluate the stiffness of the shaped parts. 

 

RESULTS AND DISCUSSION 

 
As shown in Table 2, the simulation results of the critical 

thickness ratio S1/S0 are obtained. 

 

Table 2 Thickness and critical thickness ratio of the workpiece 

S0 S1 S1/S0 

4.08 5.87 1.44 

 
This critical value ensures the ability to fill the part in the 

closed die. Without the stress exceeding the limit value, the 

filling part is free of defects. The maximum compressive stress 

on the part is −371 MPa, smaller than the value of the breaking 

stress. 

 

 
(a) 

(b) 

Fig. 5 Distribution diagram of upsetting force (a) and stress 

state (b) on the workpiece 

 

Investigation of the microscopic organization of the 

deformation area after upsetting 

 
At the survey locations, the sample was magnified 50 and 200 

times, respectively. Fig. 6 shows the microstructure of the 

material in region II, corresponding to four positions before the 



Trung-Kien Le et al. in Acta Metallurgica Slovaca 

 

 DOI: 10.36547/ams.27.2.812  75 

upsetting deformation. The metallic structure observed at these 

points is almost the same. It can be seen that the organized 

metal of the tubular workpiece was produced by bar melting. 

The metal grains are elongated and oriented parallel to the 

tube’s centerline. The layer metal structure distributed in the 

texture is the input metal structure for a melt-pressing process. 

The initial horizontal particle size ranges from 10 to 20 m. 

 

 
Fig. 6 Microstructure of the sample before the upsetting 

deformation in position 2 

 

 
(a) Position 1 

 
(b) Position 2 

 
(c) Position 3 

 
(d) Position 4 

Fig. 7 Microstructure of the samples shaped by upsetting at 

different survey positions 

 
Fig.  shows the photos of the metal microstructures after the 

upsetting deformation, as taken at positions 1, 2, 3, and 4. It 

can be seen that at the positions of deformation (such as 

positions 2 and 3 in the upsetting metal area), the substrate’s 

structure is in an alpha phase. Simultaneously, there exist 

scattered intermetallic phases in the metal. 

- Position 1: Based on the dimension H = 46.96 mm (shown in 

Fig. ), the metal grain is deformed in the axial direction, the 

grain boundaries are clear, and the intermetallic phases exist, 

scattering in the grain structure. The 200× magnified image 

shows the microscopic grain arrangement along the body of the 

part, forming a longitudinal fiber. There is not large defor-

mation in zone I, but it moves into deformation zone II; thus, 

the grain direction remains the same as in the original material. 

The layered structure of the original material has been elimi-

nated. 

- Positions 2 and 3: The grain is deformed in the direction of 

curvature, and there exists a horizontal flow. The metal whirl-

ing in the direction of material flow is due to the tendency to 

fill in the corner positions of the mold, which greatly improves 

the material’s mechanical properties. The particle density is 

tighter, although the particle size is insignificantly smaller, and 

the grains usually appear with sizes of about 5 to 10 µm. 

Because the metal is compressed, the metal grain no longer 

elongates but tends to be curved. The grain border is therefore 

clear, and there exist scattered intermetallic phases in the grain 

structure. Based on the 200× magnification image, one can 

clearly see that the grain tends to curl according to the upset-

ting device profile. Thus, this direction of curvature will create 

a part with superior tensile load capacity. 

- Position 4: Since the metal is not deformed in this area, it 

only affects the direction of zone II, so the grain direction and 

grain form are the same as in the original material. 

 

Compare the strength of the material in the upset-

ting strain zone with the original material 

 
The samples for tensile test are separated from the formed part 

by upsetting and turning (Fig. 4) and they are stretched in the 

longitudinal direction of the tube or z-direction. The sample 

tensile testing results are shown on Z-axis stresses comparison 

graph, as shown in Fig. 8. There is a sudden kink in the Stress 

in Z-direction and strain plot for machining sample due to the 

low ductility of the machined sample, and no grain direction as 

in the case of deformed samples. During tensile testing, the 

uniform deformation occurs only for a short time or for several 

percent of elongation, then the sample is non-uniformly 

deformed and the necking appears. When necking occurs, the 

z-axis stress will decrease dramatically. After upsetting, the 

metal exhibits an increase in deformability and tensile strength, 

which is explained by grain deformation in the direction of 

curvature. Such a material construction helps the part to better 

withstand traction in both the radial and axial directions. The 

elongation of the original metal sample reaches a maximum of 

approximately 3.3%. The maximum achievable elongation of 

the sample after upsetting increases approximately three times 

and reaches 9%. A fine grain size will certainly improve the 

yield strength and stress relaxation resistance of the finished 

product. 

 

 

Fig. 8 Comparison of the tensile strengths of the sample 

formed using upsetting and the original sample 
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Comparison of the microscopic hardness of the 

material at the upsetting strain area with the origi-

nal material 

 
Table 3 presents the hardness evaluation (HV0.05) results of the 

samples. After upsetting, the microscopic hardnesses measured 

at three points on the upsetting deformation area are 103.6, 

104.2, and 103.9 HV, respectively. The average hardness value 

obtained is 103.9 HV. Hence, hardening significantly increases 

the microhardness to 103.9 HV0.05. 

 
Table 3 Mechanical properties of the Al-Cu-Mg-Mn alloy 

before and after upsetting 

N0 Condition 
Tensile strength 

b (MPa) 

Hardness 

(HV) 

1 
Original 

material 
427 86.2 

2 
After upset-

ting 
556 103.9 

 

CONCLUSION 

 
The hollow parts with variable thickness and diameter can be 

fabricated using plastic deformation of material such as upset-

ting technology. However, the upsetting technology of tube or 

hollow billet needs to be carefully calculated using numerical 

simulation and experiments must be performed to take the 

advantages of plastic deformation process compared to ma-

chining technology. 

The result of this study shows that the mechanical properties 

like hardness and tensile strength for the Al-Cu-Mg-Mn alloy 

have been improved by 20–30% by plastic deformation.  

The application of an upsetting technology for hollow cylindri-

cal parts with variable cross sections and diameters enables an 

increased thickness ratio of 1.44, that leads to material-use 

efficiency increasing of 56.53% compared with machining 

methods only about 31.58%. 

The mechanical properties of materials after upsetting have 

improved, For example the tensile strength improved by 1.3 

times from 427 to 556 MPa and the hardness HV0.05 in the 

strain area improved by 1.2 times from 86.2 to 103.9 HV. 

The upsetting technology will be applied to manufacture the 

mechanical parts to reduce machining steps and improve 

productivity and economic efficiency. 
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ABSTRACT  

The terminal ballistics is the study of science that deals with the interaction involved in two impacting bodies. Identifying the 

optimum thickness ratio of layered composites that offers efficient resist to impending projectile is a great challenge in ballistics 

engineering. This research focused on the high-impact resistance of layered composite comprising of alumina ceramic and armour 

steel using numerical approach (Abaqus) in determining the composite thickness ratio. The composite was designed to have ceramic 

as the facial plate with armour steel as its backing plate. From the numerical study, the ceramic thickness was varied (6, 8, 10, 12 

mm) while keeping the thickness of backing steel constant (7 mm). The projectile, 7.62 mm armour-piercing (AP), was set with a 

velocity of 838 m/s and made to impact the different ceramic–steel composite target configurations at zero obliquity. The study 

captured fracture processes of the ceramic, the deformation of projectile, and backing steel. An effective optimum thickness ratio of 

1.4 (ceramic:steel; 10/7) for the ceramic/steel components with less deformation of the backing steel was found. Thereafter, the 

result of the numerical study was validated by experimental ballistic investigation of the determined optimum ceramic/steel ratio. 

The experiment corroborated the simulation results as the alumina ceramic provided efficient protection to armour steel component 

after a severe interaction with the impacting projectile. 

 

Keywords: ceramics; steel; composites; armour; terminal ballistics 

 

 

INTRODUCTION 

 
Armour structure provides ballistic defeat to imminent projec-

tiles or blast fragments. Traditionally, ballistic protection is 

primarily made of high hardness steel owing to its high 

strength and rigidity. However, most systems requiring ballistic 

protection are mobile (military vehicle, tank, aircraft and/or 

military/security personnel). Thus, thickness of the protective 

materials, related to weight, becomes a critical issue in armour 

design. Two, it is becoming easy to defeat strong steel via 

armour piecing (AP) projectile that causes a major setback for 

conventional steel. Understanding this weakness, ammunition 

designers are replacing standard metallic projectile nose with 

toughened-ceramic nose in an attempt to increase projectile 

penetration capability in protection targets [1]. These led to 

search for high-performance but lightweight and low-cost 

protective materials (for personnel and vehicles) to improve 

manoeuvrability, survivability and reduce injury when subject 

to threats including blast [2,3]. Thus, enhanced mobility, high 

strength to weight ratio with the high impact resistance are the 

primary concept of lightweight armour design [4].  

Consequently, ceramic-steel composites have been introduced 

to offer the solution for efficient lightweight armours [5-10]. 

Precisely, low density, high hardness, high rigidity and com-

pression strength of ceramics [1,5] makes it popular and 

suitable for armour systems; including aircraft structures, 

personal armour and military vehicles [11-15]. Several ceramic 

materials are used for facial ballistic armours: alumina [16-18], 

boron carbide (B4C) [19], silicon carbide (SiC) [20]. The 

backing steel provides structural integrity as ceramics lack 

strength under tension [21]. 

The experimental research requires many samples to be 

prepared and evaluated ballistically against several projectiles 

at varying conditions. This consumes much time, cost and 

often lead to abandoning of quite a few scenarios. So, to 

predict various cases of material behaviour, modelling and 

simulation are adopted through discrete numerical methods 

(e.g. finite element method, FEM or smoothed particle hydro-

dynamics, SPH) [22]. Besides, the high speed involved in 

terminal ballistics makes it challenging to visualize and analyze 

projectile-target interaction damage, but numerical simulation 

permits such studies [23]. 

Fawaz et al. [24] used finite element code LS-DYNA in 

simulating the normal and oblique ballistic impact of projectile 

against alumina ceramic plate and carbon/epoxy composite at 

low velocity (315 m/s). They found that the bullet erosion in 

the oblique impact was slightly more than that of normal 

impact, while the distributions of global kinetic, internal and 

total energy versus time were similar for normal and oblique 

impacts. Akella [7] studied the layering effect of ceramic 
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armour in an effort to improving toughness property over 

aluminium-alloy backing using numerical methods of Autodyn. 

A monolithic ceramic or layers of ceramic at a given thickness 

were studied over a constant thickness of the backing. The 

simulated impact velocity was 800 m/s using 5 mm diameter 

steel projectile. It was observed that increasing the layers 

lowered the penetration resistance of ceramic but with better 

multi-hit capacity when compared with monolithic ceramic of 

the same strength. It was reported that the reduction in layer 

thickness leads to increase in the system strength. 

Alumina ceramic had been previously prepared by sintering 

process from purified corundum [25, 26]. This study strives to 

determine the ballistic influence of the ceramic on ceram-

ic/steel composite as well as finding the optimum thickness of 

the ceramic required to make an applied component of ceram-

ic/steel armour system for structural ballistic applications. 

 

2. MODEL AND MATERIAL DESCRIPTION 

 
The simulations models were developed and carried out using 

the Abaqus/Explicit 6.12 simulation software in a computer 

equipped with Intel core i5 CPU at 2.20 GHz [27]. 

 

2.1 Creation of the models 

2.1.1 Projectile 

 
The conical-point cylindrical projectile was modelled as 7.62 

mm in diameter using the revolving tool after creating the 2D 

profile with a length of 28.1 mm; following NIJ Standard 

0108.01 (1985) [28]. The revolve command was set at 90° to 

produce a quarter model of the projectile (symmetry) as shown 

in Fig. 1(a). 

 

Fig. 1 Model and finite element representation of impacted 

alumina ceramic/steel composite amour target (a) projectile (b) 

laminate (c) projectile-laminate finite element assembly. 

 

2.1.2 Components (layers) of the armour system 

 
The rectangular armour target has its frontal plate as alumina 

ceramic with varying thickness (6, 8, 10 and 12 mm), and a 7 

mm steel backing. These plates were created by extrusion tool 

of ABAQUS after creating 2-D square profiles (50 X 50 mm), 

Fig. 1b. Then the parts created separately were imported into 

assembly environment of the software. Mates command were 

applied to the components to create the parts assembly. The 

assembled meshed model in the ABAQUS interface is as 

shown in Fig. 1c. 

 

2.2 Models definition and constraints 

 
Two different material models were used for this simulation. 

The Johnson-Cook (JC) constitutive model was used to predict 

the material behaviour of the backing steel plate and projectile. 

JC model is commonly used to predict the material response of 

metals: armour steel, aluminium alloy and projectile material 

[28]. The model is supported by most finite element code, and 

the model constitutive dynamic flow stress (𝜎𝑓) relation is 

expressed in Eq. (1) [29-32]. 

𝜎𝑓 =  {𝐴 + 𝐵(𝜀𝑒𝑓
𝑝

)
𝑁

} [1 + 𝐶𝐼𝑛
�̇�𝑒𝑓

𝑝

�̇�𝑜
] [1 − (

𝑇−𝑇𝑜

𝑇𝑚−𝑇𝑜
)

𝑀
]            (1.) 

 
Where, 𝜀�̇� is the equivalent plastic strain rate, 𝜀�̇�𝑓

𝑝
is the effec-

tive plastic strain rate, 𝜀𝑒𝑓
𝑝

is the effective plastic strain. 𝑇𝑜 and 

𝑇𝑚 are reference and melting temperature, respectively. A, B, 

C, N, M are the material property constants required for the 

material model. 

The JC model is also incorporated with a failure model which 

is related to von Mises stress (𝜎), the three normal stresses 

average (𝜎𝑚), temperature, T and 𝜀�̇�𝑓
𝑝

. The expressions for the 

damage, D is given in Equation 2 - 3, according to Lamberts 

[32]. 

 

𝐷 =  [
�̇�𝑒𝑓

𝑝

�̇�𝑜
]                  (2.) 

 

𝜀�̇� =  {𝐷1 + 𝐷2𝑒𝑥𝑝 (𝐷3
𝜎𝑚

�̅�
)} [1 + 𝐷4𝐼𝑛

�̇�𝑒𝑓
𝑝

�̇�𝑜
] [1 + 𝐷5  

𝑇−𝑇𝑜

𝑇𝑚−𝑇𝑜
]       (3.) 

 
Where 𝐷1, 𝐷2, 𝐷3, 𝐷4 and 𝐷5 are material parameters. Johnson 

Holmquist (JH-2) material models was implemented into 

ABAQUS as user-defined material model in predicting the 

material behaviour of the alumina. JH-2 predicts mechanical 

characteristics of brittle materials (e.g. rock, ceramics, con-

crete) subjected to excessive loading [29]. The key features of 

the model comprise pressure-dependent strength, damage and 

fracture, substantial strength after fracture, bulking and strain 

rate effects [33, 34]. According to Kędzierski et al. and Ming 

and Pantalé [29, 35], the normalized equivalent stress, 𝜎∗, is 

given in Eq (4),  

 

𝜎∗ = 𝜎𝑖
∗ − 𝐷(𝜎𝑖

∗ − 𝜎𝑓
∗)                            (4.) 

 

Where, 𝜎𝑖
∗ is the normalized intact equivalent stress; 𝜎𝑓

∗ is the 

normalized fracture strength stress and 𝐷 is the damage varia-

ble; (0 ≤ 𝐷 ≤ 1). Eqs (5) and (6) give the expressions for the 

normalized intact equivalent stress and normalized fracture 

equivalent stress, respectively given as 

 

𝜎𝑖
∗ = 𝐴(𝑃∗ + 𝑇∗)𝑁(1 + 𝐶𝑙𝑛(𝜖̇∗))                                  (5.) 

 

𝜎𝑓
∗ = 𝐵(𝑃∗)𝑀(1 + 𝐶𝑙𝑛(𝜖̇∗))              (6.) 

 
A, B, C, M and N are material constants; 𝑃∗ is the normalized 

pressure; 𝜖̇∗ is the normalized strain-rate; with energy conver-

sion factor (β) and equation of state parameters (K1, K2, K3). 

The material property constants required for the models were 

sourced from literature [7, 24, 29, 33, 34] and presented in 

Tables 1 and 2. The constrained tied with Surface-To-Surface 

Contact element was selected to connect the ceramic and 

backing plate. The boundary or contact procedures between the 

projectile and the armour system were defined with Contact-

Eroding-Surface-To-Surface. The nodes that make up the 

projectiles mesh were allocated an initial velocity of 838m/s in 

accordance to (NIJ Standard 0108.01, 1985). The projectile 

was impacted normally on to the different ceramic–steel 

composite target configurations. 

 

3. NUMERICAL SIMULATION RESULTS 

3.1 Projectile/target interaction 

 
For this simulation, the evaluating parameter was the optimum 

thickness of the ceramic on armour system in order to avoid 

any complete penetration of the target at the limit velocity of 

the projectile, as well as saving both space and weight for a 
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lightweight armour system. Therefore, various target configu-

rations are modelled and simulated by varying the ceramic 

thickness (6, 8, 10, 12 mm) over a constant 7 mm backing 

armour steel. 

 
Table 1 JC model parameters for projectile core and armour 

steel 

Property Unit Projec-

tile 

Backing 

steel 

Density g/cm3 7.85 7.85 

Young’s modulus GPa 202 202 

Poisson ratio  0.3 0.3 

JC Constants:    

A GPa 1.576 0.849 

B GPa 2.906 1.39 

N  0.1172 0.0923 

C  0.00541 0.00541 

M  0.87 0.87 

Melting temperature K 1800 1800 

Transition tempera-

ture 

K 293 293 

Referential strain 

rate 

1/s 1 1 

Failure Constants:    

D1  0.0356 -0.4 

D2  0.0826 1.5 

D3  -2.5 -0.5 

D4  0 0.002 

D5  0 0.61 

 
Table 2 JH-2 model parameters for alumina ceramic 

Property Unit Alumina Ceramic 

Density kg/m3 3700 

Shear modulus  GPa 90.16 

JH-2 Constants:   

A  0.93 

B  0.31 

N  0.6 

C  0 

M              0.6 

Referential strain rate 1/s 1 

JH-2 Failure:   

D1  0.005 

D2  1 

EOS Constants:   

K1 Pa 1.3095 E11 

K2 Pa 0 

K3 Pa 0 

Beta, β  1 

 

 

3.1.1 6mm-ceramic/7mm-backing steel (6-7 Armour 

System) 

 
The computational impact process for the 6-7 armour system at 

different time interval is shown in Fig. 2(a-f). It illustrates the 

position of the projectile in the impact process at different 

times, according to the von Mises stress. By the impact of the 

projectile, fractures are initiated instantaneously in the facial 

ceramic plate around the region of projectile impact periphery. 

The fractures occur in 2 µs of the total 40 µs of projectile-

armour target interaction which is ascribed to the extreme 

compressive stress at that point. The ceramic plate is observed 

to be fully eroded by the projectile in Fig. 2(f-h); all depict the 

same final stage of erosion. Fig. 2(g) only carries the meshing 

feature, while the worn projectile was hidden (removed) in Fig. 

2(h), from the impact site, in order to vividly reveal the de-

struction state at 40 µs. A conical crushed ceramic region 

remains in front of the deformed projectile while the fractures 

reach the interface of ceramic-metal composite. The result is in 

agreement with the literature [24]. At the interface, the projec-

tile is seen to be squashed, stopped but caused severe bulging 

on the armour steel backing. 

 

 

a 

 

 

b 

 
c 

 

d 
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e 

 

f 

 

g 

 

h 

 
Fig. 2 Impact processes for 6mm ceramics/7mm backing steel composite 

 

3.1.2 8 mm-ceramics/7mm-backing steel (8-7 Ar-

mour System) 

A similar occurrence is observed when the configuration with 

8mm-ceramics/7mm-backing steel plate was impacted with the  

 

 

same projectile; see Fig. 3. The gradual erosion of the projec-

tile and the ceramic commenced from Fig. 3(a-f), while tensile 

deformation of the backing plate without complete perforation 

was also observed but is less than 6-7 armour system. 

 

 

a 

 

b 

 

c 

 

d 

 

e 

 

f 
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g 

 

Fig. 3 Impact processes for 8mm ceramics/7mm backing steel composite 

3.1.3 10 mm-ceramics/7mm-backing steel (10-7 

Armour System) 

The gradual erosion of the projectile and the ceramic com-

menced from Fig. 4(a) through to Fig. 4(g), while tensile 

deformation of the backing plate without perforation was 

observed. The worn projectile was hidden (Fig. 4(f and g)) 

from the impact site in order to reveal the destruction level. 

Interestingly, 10-7 armour system, in comparison with 6-7 and 

8-7 armour systems (Table 3 and Fig. 6), is observed to leave 

less deformation or stress on the backing after the projectile-

ceramic mass erosion. Residue thickness of the compressed 

fractured ceramic layer is also visible after the impact phenom-

enon; Fig. 4(e and g). 

 

a 

 

b 

 

c 

 

d 

 
e 

 

f 

 
Fig. 4 Impact processes for 10mm ceramics/7mm backing steel composite 

3.1.4 12 mm-ceramics/7mm-backing steel (12-7 

Armour System) 

Similarly, on increasing the ceramic thickness to 12 mm over 

the same thickness of metal backing, the projectile penetration 

phenomenon was the same with low bulging of the backing 

steel, Fig. 5. The erosion of the projectile and ceramic com-

menced from Fig. 5(a-f). The worn projectile was hidden 

(removed), in Fig. 5(f). The 12-7 configuration, in comparison 

with 10-7 armour systems (Table 3), is also observed to leave 

less deformation or tensile stress on the backing after the 

projectile-ceramic mass erosion. In comparing with 10-7 

system, higher residue thickness of the fractured ceramic layer 

is visible after the impact phenomenon, Fig. 5(f). 

At various stages, Fig. 2 - 5 have revealed the resulting con-

tours of damage during the impact processes. The damages 

were initiated at the instance of affecting points, followed with 

the fracture front growing outwards, generally, in the radial 

direction. It was also appreciated that the impact generated 

compression on the armour laminate systems and this travelled 

(across the laminates) considerably faster than the damage 
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fronts. Usually, at the second stage of the penetration phase of 

the projectile, the compression waves were always observed to 

have travelled through the thickness of the ceramic and the 

metal composite. The metallic backing experienced lesser 

compression as it is seen from the simulation result that the 

backing has the next deep blue colouration to the original deep 

blue colour of the backing plate. As reported by Cronin et al. 

[36] that used LS-DYNA tool for simulating impact on ceramic 

material, the wave was reflected at the free surface bringing 

about a tensile wave with sufficient pressure to initiate tensile 

or spall failure of the ceramic component. The penetration of 

the projectile through the target materials led to erosion and 

massive change of the projectile shape. In addition, the de-

formed bullet left crater of higher diameter than the projectile, 

which is in agreement with the works of Hub and Kneys [37] 

and Şenyilmaz et al. [23]. The deformation on the backing 

steel, as the ceramic get thicker, was observed to reduce, 

probably due to energy released from the fractured ceramic 

particles [38]. 

 

a 

 

b 

 
c 

 

d 

 
e 

 

f 

 
Fig. 5 Impact processes for 12mm ceramics/7mm backing steel composite 

 
Fig. 6 Bulging left on the backing armour steel after the 

fracture of the facial ceramic on the different ceramic/steel 

composite configurations 

 
Table 3 shows the final stages of the different simulated 

configurations in order to compare the deformation levels. Fig. 

6 depicts that the level of bulging left on the backing steel 

reduced with increase in ceramic thickness until an optimal 

ceramic thickness 10 mm is attained. Beyond this thickness 

(ceramic:steel = 10:7), increase in the ceramic thickness 

insignificantly influenced the ballistic resistance of the target 

system against 7.62 mm AP projectile. Therefore, the 10/7 

armour assembly was considered to be the optimum system 

which could save space and weight in the composite armour 

assembly. Hence, the composite was selected and processed for 

experimental validation in section 4. From the numerical 

simulation result, it is concluded that the optimum erosion of 

7.62 mm projectile could be achieved with a composite armour 

system comprising of 10 mm thick alumina ceramic on the 

steel plate. 

 

3.2 Deformation energy history 

 
The global energy history plots generated during the impact 

process for 10-7 armour system is presented in Fig. 7. It was 

observed that the kinetic energy (Fig. 7a) gradually reduced as 

the projectile penetrated the armour. In contrast, the system 

internal energy was observed to have increased, which agrees 

with literature [24, 39]. The dissipation of kinetic energy from 

1.4 x 103 KJ to approximately zero in 40 µs resulted from 

deceleration on the velocity of the projectile, mass erosion of 

both the projectile and the armour system and the heat  
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losses associated with the impact phenomenon. The projectile 

kinetic energy is transferred to the armour composite system 

after impact. Hence, the internal energy, at a lower rate, 

increased from zero to its peak of about 900 KJ at 40 µs, Fig. 

7b. The difference in the energy rate caused the total energy of 

the system to increase with decrease in kinetic energy, Fig. 7c. 

KE is computed by summation of 0.5 (nodal mass X nodal 

velocity2) for both the nodes of projectile and the target. When 

this node-velocity comes to zero, the projectile comes to a 

complete rest. 

 

(a) 

 
 

 

 
 

 
 

(c) 

 
 

Fig. 7 Computed global energy (kJ) against time (µs) (a) 

kinetic energy (b) internal energy (c) total energy 

 

Table 3 Comparison of last stages of impact simulation in armour assembly configurations 

Armour 

configuration 

Free edge laminate 

with projectile 

Meshed laminate 

without projectile 

6-7 

  

8-7 

  

10-7 

  

12-7 

  

(b) 
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4. EXPERIMENTAL BALLISTIC STUDY 

 
Normally, the ability of armour to stop bullets, ballistics 

effectiveness, is not determined by visual inspection but must 

be inferred from the results of live-firing test [40]. Sintered 

alumina ceramic (10 ×120 ×120 mm) prepared by sintering 

process [26] was used as the facial plate; and Table 4 gives the 

physical properties of the sintered alumina (AC-86.6). The 

ceramic was laminated onto 7×120×120 mm armour steel 

(donated by Defence Industries Corporation of Nigeria), Fig. 

8a, using synthetic Araldlte® epoxy adhesive and then left to 

dry for 24 hr under 26 MPa. Thereafter, the glued plates were 

wrapped with transparent polypropylene to enhance the firm-

ness, Fig. 8b. The prepared samples were first conditioned at 

23 oC for 24 h [27,41,42]. Test was taken at normal obliquity, 

15 m from the weapon muzzle with projectile velocity main-

tained at 838 ± 15 m/s. Light automatic rifle was used for firing 

7.62×51 armour piercing projectile (AP). 

 
Table 4 Mechanical properties of sintered ceramic 

 
ρ 

g/cm3 

CS 

MPa 

FS 

MPa 

E 

GPa 

KIC 

MPa.m1/2 
BHN 

AC-

86.6 
3.45 1912 295 270 3.75 75 

Note: CS-compressive strength, FS-flexural strength, E-

Young’s modulus, KIC-Fracture toughness and BHN-hardness 

 

4.1 Evaluating armour steel 

 
The as-received armour steel was first solely hit with 7.62×51 

mm AP. The result of the impact against the armour steel plate 

at 0° obliquity is depicted in Fig. 9. The plate was penetrated 

completely through rearward petalling mode of perforation 

failure. This was expected as the strongest steel could easily be 

defeated by AP projectile [3]. The plate slightly bent inward at 

the impact of the projectile, which induced high circumferen-

tial stress at the impact point, and the compressive wave 

propagated inward leading to the failure of the armour steel 

[43]. The reverse side of the armour plate showed minute 

ductile-hole enlargement deformation, which is comparable to 

literature [44]. This failure mode is typically observed in a high 

ductile metal in which the nose of the conical bullet concen-

trates stresses at the contact point and results in intense defor-

mation of the crater axis [45, 46]. 

 

4.2 Composite: Laminate of alumina ceramic and 

armour steel 

 
Fig. 10(a) depicts laminate of ceramic and armour steel after 

impact process. The compression at the point of impact caused 

the debonding of ceramic and failed by pulverization into 

several pieces, while the backing armour steel was intact after 

the projectile impact. The pulverization of the ceramic oc-

curred after the formation of microcracks, which developed 

into comminuted zone, also referred to as Mescall zone [9]. 

The ceramic, supported by high strength armour steel, signifi-

cantly interacted with the projectile and lowered its energy, 

which resulted in the protection of armour steel with less bulge 

on it, Fig. 10(b). As similarly observed by Guo et al. [8], bi-

layered structure of ceramic/metal showed better ballistic 

performance because the ceramic eroded the bullet through 

cracking while the metal absorbed the remnant projectile 

kinetic energy by its deformation. Thus, the experimental 

results agree with the numerical simulation that predicted the 

wearing of the projectile by the ceramic, while the backing 

steel was ultimately protected. 

 

 
 

Fig. 8 (a) Sintered ceramic (left) and backing steel (right); (b) 

assembled composite 

 

 
 

Fig. 9 Armour steel penetrated by 7.62 AP projectile (a) Front 

view (b) back view 

 

 
 

Fig. 10 (a) Fractured ceramic (b) Impression of the bullet 

impact on armour backing plate (red circle) after impact test 

 

5. CONCLUSION 

 
The numerical investigation of alumina ceramic/steel armour 

composite impacted by 7.62 mm AP projectile was studied to 

determine the optimal ceramic thickness required for providing 

high ballistic protection. The study captured the deformation of 

projectile, backing steel and fracture processes of the ceramic. 

The projectile was set with an initial velocity of 838m/s as per 

NIJ Standard and impacted on different ceramic–steel compo-

site target configurations at zero obliquity. An optimum 

thickness ratio of 10:7 (ceramic/steel ratio) was found to offer 

the most effective composite armour system with the least 

trauma on the target steel. The simulation results depicted 

severe interaction of the projectile and the composite, wherein 

gradual erosion and retardation of the projectile by the ceramic 

component was achieved leaving armour steel plate protected. 

Finally, the experimental result corroborated the simulation 

result as the alumina ceramic provided efficient protection to 

armour steel component despite its failure. Therefore, the result 

of the finite element model was found useful in the improve-

ment of lightweight armour laminate system design. 
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ABSTRACT 

 
Damping behaviour of ductile and grey cast irons micro alloyed with combinations of Mo, Ni, Cu and Cr, was investigated in this 

study. This was aimed at establishing the effect of composition and microstructural parameters on the damping properties of the 

micro alloyed cast irons. Grey cast iron was micro alloyed randomly with molybdenum, nickel, chromium and copper at an amount 

not more than 0.2 % each; magnesium was added to the melt in ladle prior to casting. The microstructures showed that ductile iron 

was formed and grey iron was also formed due to insufficient ‘nodulizer’, the ductile iron consisted of pearlite and ferrite phases 

with their nodular graphite. The micro-alloyed ductile iron generally had higher storage (78906 – 120868 MPa) and loss modulus 

(5375 – 6715 MPa) than that of the grey cast iron and ductile iron composition without alloying elements. Although the damping 

capacity of the composition without micro alloying elements was initially higher for all the cast irons (~ 0.085), but failed at 

approximately 110 ᵒC, while most of the micro-alloyed ductile irons exhibited relatively satisfactory capacity for vibration energy 

dissipation up to 190 ᵒC than the micro-alloyed grey irons.  

 
Keywords: Damping; microalloying; mechanical, ductile and grey cast iron, temperature; frequency 

 

 

INTRODUCTION 

 
The utilization of ductile irons has increased globally as a 

result of its good mechanical properties, low cost of 

production, and adaptability for mass production [1]. However, 

they possess moderate to low corrosion, fracture, wear 

resistance and damping capacity – properties that are now 

critical requirements for several nascent automobile and 

machinery components [2, 3]. This has raised concerns about 

the continued suitability of ductile irons, for the design of these 

mechanical systems [4]. This development has challenged the 

iron metallurgy community to explore ways of enhancing the 

material property spectrum of ductile irons while still 

maintaining low cost processing which has been an age long 

attraction for ductile irons [5, 6]. 

Several researchers have explored the use of micro alloying 

elements such as nickel, copper, chromium, molybdenum, 

among others to improve the properties of ductile irons [7]. 

Rao et al. [8] reported that manganese/copper ratio can be 

optimally selected for enhanced pearlite formation, which 

results in improved mechanical properties in ductile irons. 

Similar outcome was achieved with the use of manganese, 

nickel, molybdenum, and copper as micro alloying addition, as 

long as the composition of these elements did not exceed 0.5% 

[9].  

It has been reported that optimal selection of combinations of 

Mo, Cr, Ni and Cu as micro alloying addition in ductile irons, 

results in improved strength, toughness and wear resistance 

[10, 11]. However, the effect of these micro alloying additions 

on the damping properties of ductile irons has not come under 

scrutiny. High damping capacity is considered as one of the 

required properties needed in the selection of material for 

several machinery and automobile elements, where high 

vibration damping resistance is very critical for optimal service 

performance [12]. The performance of dynamic mechanical 

and construction equipment, often results in undesirable 

vibration which have negative impact on the life of the 

machine [13]. Generally, the damping capacity of cast irons is 

reported to be influenced by factors such as the internal friction 

mechanism of the graphite, graphite volume fraction, count and 

morphology, matrix structure, matrix phase surrounding the 

graphite, presence of alloying elements, among others [14-16]. 

These microstructural variables are largely dependent on the 

composition, and processing deployed for the cast iron 

production [17, 18]. Pereira et al. [19] stated that generally, any 

material that has the capacity to dissipate energy of vibration 

otherwise known as loss modulus, will minimize noise and 

vibration. In the case of ductile irons, solid solution 

strengthening of the ferritic matrix phase of a ductile iron as 

well as increase in the nodule density, was reported to help 

improve the damping capacity in ductile irons. However, the 

impact on these phase and graphite parameters and the 

consequential effect on the damping properties of the specific 

alloy combinations selected as micro-alloying additions in this 
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study, to the best of our knowledge has not received attention 

from literature. 

Hence, the aim of this study is to evaluate the influence of the 

selected microalloying combinations on the mechanical 

damping properties (storage modulus, loss modulus and 

damping capacity) of the ductile and grey irons developed. The 

research questions which the present study intends to provide 

answers to are: does the micro alloying composition influence 

damping properties of the ductile irons produced? How are the 

damping properties influenced by the test conditions such as 

test frequency and temperature? What are the underlying 

mechanisms responsible for the damping characteristics 

displayed by the ductile irons? Are these postulations 

supported by microstructural evidences? That is, can the 

microstructures help elucidate the damping behaviour 

manifested by the ductile irons? It is envisaged that the 

outcomes from the investigation will help establish the 

reliability of the selected micro alloying combinations for 

practical utilization of ductile irons in component design for 

automobile and machinery applications, where an excellent 

balance of damping, mechanical and wear properties are 

desirable. 

 

MATERIAL AND METHODS 

Ductile Irons Production 

The procedures adopted for the production of the ductile irons 

have been reported in details by Omole et al. [10, 11]. The 

process summarily, involved utilization of grey cast iron scrap 

as base metal, while ferro-molybdenum (72%), ferro-chrome 

(64% Cr), copper and nickel, were utilized as micro alloying 

additions. Ferrosilicon magnesium (5 % Mg, 45 % Si), graphite 

(as recarburiser), calcium carbide (as sulphur removal) and 

calcium carbonate (as flux), were other materials utilized as 

casting additives. Seven charge compositions were prepared for 

the ductile iron production with micro alloying combinations 

and weight percent, added in proportions as presented in Table 

1.  

The cast irons were produced by melting the base metal (grey 

iron scraps) and then adding the respective alloying elements to 

the melt. The melt was super-heated to 1430 ᵒC and then 

tapped into a ladle containing magnesium in the ladle pocket 

and was cast to produce the ductile irons. Cast irons were 

allowed to solidify to room temperature in green sand mould 

before knockout of the castings in the mould. The chemical 

compositions of the cast irons produced are shown in Table 2. 

After the production, it was noted that two of the seven 

compositions did not develop ductile iron structures but that of 

grey irons, thus the compositions were designated AG1 and 

AG2, to distinguish them from the other compositions which 

developed nodular structures. 

 

Characterization with Optical Microscope 
Each specimen was first prepared through metallographic 

processes of grinding and polishing. This was done using 

different grits of grinding and polishing paper with pastes to 

obtain a mirror finished surface. The polished surfaces were 

etched using 4% nital for 10 seconds. The structures were 

examined with Zeiss optical microscope with Axiom5 camera 

attachment. 

 

Damping Test 
Assessment of the damping properties of both the ductile and 

grey irons were carried out on a Dynamic Mechanical Thermal 

Analyzer (DMTA) using three-point bending mode in 

accordance with ASTM 756 -05 (2017) [20] standard. 

Specimens used for this study were machined to a flat 

rectangular shape of dimension 5 mm width by 2 mm thickness 

and 55 mm length. The thermal analysis determines the 

stiffness of the materials under the application of dynamic load 

as a function of temperature, frequency, amplitude and time. 

The test was performed using strain amplitude of 2 µm (2 x 10-

6), vibration frequency of 1 and 5 Hz, temperature range of 

room temperature to 200 ᵒC and heating rate of 5 ᵒC per 

minute. The parameters evaluated are: the storage modulus 

(dynamic modulus) (E’), loss modulus (E”) and damping 

capacity (also known as tan δ) – which was determined using 

the relation [21]: 
 

Tan δ = E’
E”    .                                                                (1.) 

Table 1 Charges Combination for Melting in the Furnace 

Melt/ Sample Initial Charge Material in the Furnace 

AD1 Fe scrap, graphite (C), Si, Mn (in base metal), 0.15%Mo, 0.15%Ni, 0.15%Cu 

AD2 Fe scrap, graphite (C), Si, Mn (in base metal), 0.15%Mo, 0.15%Ni 

AD3 Fe scrap, graphite (C), Si, Mn (in base metal), 0.15%Cu, 0.15%Cr 

AD4 Fe scrap, graphite (C), Si, Mn (in base metal), 0.15%Mo, 0.15%Ni, 0.15%Cr 

D5 Fe scrap, graphite (C), Si, Mn (in base metal),  

AG1 Fe scrap, graphite (C), Si, Mn (in base metal), 0.15%Mo, 0.15%Cr, 0.15%Cu 

AG2 Fe scrap, graphite (C), Si, Mn (in base metal), 0.15%Ni, 0.15%Cu, 0.15%Cr 

Note: AD denotes alloyed ductile iron, D5 unalloyed ductile iron and AG denotes alloyed grey iron  
  
Table 2 Chemical Composition of the Specimens Produced 

6.5 AD1 AD2 AD3 AD4 D5 AG1 AG2 

CE 4.27 4.38 4.14 4.23 4.18 4.16 4.33 

%C 3.42 3.50 3.20 3.40 3.30 3.30 3.45 

%Si 2.50 2.60 2.80 2.45 2.62 2.53 2.60 

%Mn 0.35 0.39 0.53 0.50 0.42 0.58 0.47 

%Mo 0.11 0.19 - 0.24 - 0.13 - 

%Ni 0.16 0.22 - 0.18 - - 0.16 

%Cr - - 0.12 0.10 - 0.11 0.11 

%Cu 0.20 - 0.21 - - 0.19 0.19 

%Mg 0.073 0.086 0.095 0.091 0.081 0.039 0.032 

%S 0.030 0.034 0.026 0.031 0.027 0.026 0.030 

%P 0.048 0.042 0.030 0.048 0.029 0.041 0.042 
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RESULTS AND DISCUSSION 

Microstructure Characterization 

The microstructures of the cast irons produced are presented in 

Figure 1. It is observed that Figures 1(a) – 1(e) contain 

nodular/spheroidal graphite morphology, which indicates that 

the structures are that of ductile irons. It is noted that the matrix 

structure of the ductile irons consists of pearlite and ferrite 

phases with proportions as presented in Table 3.  

The nodular graphite structures are observed to be 

circumscribed by ferrite in their immediate vicinities. This is in 

accordance with microstructure study by many authors [22-24]. 

However, it is more pronounced for the compositions AD1, 

AD2 and AD4, which contain Mo-Ni-Cu, Mo-Ni, and Mo-Ni-

Cr, respectively as micro-alloying elements. AD3 which 

contains Cu-Cr did not have as much ferrite surrounding the 

nodular graphite as in the other micro-alloyed ductile iron 

compositions. It is also confirmed from Table 3 that it has the 

least volume fraction of ferrite for all the cast iron 

compositions produced. Figures 1(f) and 1(g) on the other 

hand, show flaky graphite structure, which is characteristic of 

grey irons. It is noted that the two compositions, AG1 and 

AG2, both contain micro alloying elements – Mo-Cr-Cu and 

Ni-Cr-Cu, respectively. The quantified microstructural 

parameters for the cast irons produced are presented in Table 

3. 

 

Table 3 Results of Microstructure Characterization of all the Samples (Omole et al. [11]). 

Sample Volume fraction 

of Pearlite 

Volume fraction 

of Ferrite 

Volume fraction 

of Nodule/ 

Pearlite 

Nodularity % Nodules count 

(per mm2) 

AD1 49.38 % ±2.55  38.93 % ±2.35 11.14 % ±1.82     91 110 

AD2 49.70 % ±2.82  40.11 % ±2.64 10.98 %±1.68     90 115 

AD3 56.06% ±1.85 29.83 % ±2.43 14.51 %±2.08     88 105 

AD4 56.59 % ±2.32  32.68 % ±2.42 11.31 %±1.95      92 120 

D5 30.63 % ±2.12  59.37 % ±2.71  10.27% ±2.10     88 107 

AG1 37.37% ± 2.26 39.86 % ±2.25 22.73% ±2.20      -   - 

AG2 33.12% ± 2.22 51.82 % ±2.18 15.50% ±2.16      -   - 
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Fig. 1 Microstructures of Ductile and Grey Cast Irons 

Produced (a to e are the microstructures of ductile iron with 

nodules while f and g are the microstructures of grey iron 

containing flakes) 

 

 

Damping Behaviour 

 
The results of the damping tests are presented in Figures 2 – 4. 

It is observed from Figures 2(a) and (b) that the storage 

modulus, which serves as a measure of the capacity of a 

material to absorb/store vibration energy is marginally 

influenced by the test frequencies (1 and 5 Hz) utilized in the 

study. From Figure 2(a), it is noted that the ductile iron 

composition designated AD2 (which contains Mo-Ni), had the 

highest storage modulus values (120868.51 MPa), compared to 

the other ductile and grey irons investigated. Generally, it is 

noted that the storage modulus of the micro alloyed ductile 

irons (78906.39 – 120868.51 MPa) were higher than that of the 

micro alloyed grey irons (61118.79 – 79314.9 MPa), and the 

ductile iron composition without micro alloying elements, had 

the least storage modulus (19890.19 – 19699.15 MPa). This 

can be confirmed in Table 4.  

The way of absorbing energy during damping test by cast irons 

is said to depend on the graphite count of the iron, graphite 

surface areas and the contact interaction of ferrite phase with 

the graphite [16]. The additional effect of contact interaction 

between the ferrite and graphite phases, which is more 

pronounced in the micro-alloyed ductile irons, may be linked to 

the higher storage modulus exhibited by the micro-alloyed 

ductile irons compared with the micro-alloyed grey irons.  It is 

also noted that with the exception of the ductile irons 

designated AD1 and AD4, there was basically slight reduction 

in storage modulus with increase in temperature within the 

range of 40 – 190 °C used in the study.  

Alaneme and Fajemisin [25] reported that decrease in storage 

modulus is associated with increase in temperature, because of 

the decrease in dynamic stiffness of the material with 

temperature, which arises on account of the weakening of inter-

atomic bonds in the material. The implication of the higher 

storage modulus of the micro alloyed ductile irons is that they 

possess higher energy absorption capacity compared to the 

other cast iron grades produced. Virtually the same trend and 

arguments subsists for the storage modulus values assessed at 

both test frequencies of 1 and 5 Hz. 

The loss moduli of the ductile and grey irons produced are 

presented in Figure 3. It is observed that why apparently the 

loss modulus appears to follow the same trend at both 1 and 5 

Hz test frequencies, the loss modulus values in most cases, are 

slightly higher at test frequencies of 1 Hz compared to 5 Hz, as 

can be confirmed from Table 5. The effect of cast iron 

composition and test temperature was however, more distinct 

and consistent than that of test frequency. It is observed from 

Figure 3 that for both test frequencies, the micro alloyed 

ductile irons with the exception of AD2 had higher loss 

modulus values which decreased with intermittent high peaks 

at temperatures between 40 to 190 ᵒC than the other cast iron 

compositions produced. Ibrahim et al. [16] reported that 

increase in energy dissipation is enhanced in cast irons with 

greater graphite count and higher amount of ferrite surrounding 

the graphite nodules. That is, the ferrite surrounding the 

graphite serve as additional vent for energy dissipation due to 

the easier plastic flow that occurs in the interface between the 

graphite and ferrite phases [2]. In the grey irons, the energy 

dissipation is ideally linked squarely to the internal friction 

mechanism which occurs in the graphite precipitate [14, 15]. 

But in the ductile irons, the ferrite surrounding the graphite 

contributes to the greater energy dissipation observed. The 

least loss modulus and storage modulus was observed in the 

ductile iron composition without micro-alloying addition.  

The decrease in loss modulus with temperature may be as a 

result of reduction in internal friction of the material as the 

kinetic energy increases with increase in temperature. The 
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implication is that there is slight reduction in energy dissipation 

capacity of the irons with increase in temperature.  

The damping capacities of the cast irons produced are 

presented in Figure 4. It is observed that the damping capacity 

variation pattern was slightly different at the test frequencies of 

1 and 5 Hz. It is observed that at 30 ᵒC, the damping capacities 

of the micro alloyed ductile irons AD3, AD1 and AD4 are 

higher than that of other cast irons investigated. The damping 

capacities are observed to drop sharply from ~ 0.07 – 0.08 at 

30 ᵒC to ~ 0.06 at 50 ᵒC; after which fairly more stable values 

with intermittent high and low peaks were obtained for these 

ductile iron compositions. The ductile iron composition 

without micro alloying elements (D5), exhibited the reverse 

trend as its damping capacity values increased from 0.057 at 30 

ᵒC to approximately 0.09 at 110 ᵒC, which was the temperature 

at which the sample failed. Despite the higher damping 

capacity values above that of samples AD3, AD1 and AD4, the 

fact that it failed at a relatively lower temperature of 110 ᵒC 

compared to the other cast irons tested to temperature of 190 

ᵒC, raises concerns on its suitability compared to the other cast 

irons produced. The ductile iron composition AD2 is observed 

to have the lowest damping capacity, which can be linked to its 

high energy absorption capacity and relatively low energy 

dissipation characteristics. It is also noted that the micro-

alloyed grey irons had damping capacity values lower than that 

of the other micro alloyed ductile irons – AD3, AD1, AD4.  

The generally higher damping capacity of the micro-alloyed 

ductile irons can be attributed to contributions of the graphite 

nodules and the ferritic matrix surrounding the graphite [16], as 

is observed in Figure 1. The ferrite phase circumjacent to the 

spherical graphite ensures that plastic flow occurs more readily 

in the interface between the graphite and ferrite phases, thereby 

resulting in higher damping capacity. Thus, the higher the 

number of graphite nodules and nodules surrounded by ferrite, 

the higher the damping capacity due to the higher (energy   

absorption/dissipation centres) contact surface between 

graphite and ferrite, which help attenuate vibration effects and 

thus resulting in higher damping capacity in the ductile irons. It 

is also worth remarking that the effect of the test frequency was 

more consistent at near room temperature, where it is observed 

that the damping capacity values for AD3, AD1 and AD4, are 

lower at test frequency of 5 Hz than that observed at 1 Hz (as 

shown in Table 6).  

(a) 

(b) 

 

Fig. 2 Storage Modulus as a function of Temperature at 

(a) 1 and (b) 5 Hz Frequencies 

Table 4 Storage Modulus of all the Specimens @ 40 ᴼC and 190 ᴼC for Test Frequencies of 1 and 5 Hz 

      Sample Storage Modulus (MPa) @ 40 ᴼC 

  1 Hz                             5 Hz                    

Storage Modulus (MPa) @ 190ᴼC  

   1 Hz                           5 Hz 

       AD1 78906.39                 79165.72 76184.99                     77360.41 

       AD2 120868.51               120245.91 115283.00                   114702.71 

       AD3 98523.26                 102349.12 77429.42                     78493.48 

       AD4 87073.29                 88296.05 95879.31                     97159.99 

       D5 19890.19                 19699.15 -                               - 

       AG1 68490.37                 68965.09 61118.79                     62006.61 

       AG2 79272.43                 79314.91 74634.42                     75452.19 

Table 5 Loss Modulus of all the Specimens @ 40 ᴼC and 190 ᴼC for Test Frequencies of 1 and 5 Hz 

      Sample Loss Modulus (MPa)@ 40 ᴼC 

  1 Hz                     5 Hz 

Loss Modulus (MPa)@ 190 ᴼC 

       1 Hz                      5 Hz 

       AD1  5757.99                 5375.53      3909.57                3261.29 

      AD2 2833.05                 2727.13      2332.38                2460.96 

      AD3 6124.51                 6016.62      3197.31                3523.58 

      AD4 6715.14                 5351.41      3949.63                3518.53 

       D5 1338.41                 1272.11                 -                           - 

      AG1 3889.74                 3023.77       2690.81                2258.51 

      AG2 2026.64                 1841.51       2471.03                2063.11 
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Table 6 Damping Capacity of all the Specimens @ 40 ᴼC and 190 ᴼC for Test Frequencies of 1 and 5 Hz  

   Sample Damping Capacity (tan δ) @ 40ᴼC 

  1 Hz                        5 Hz 

Damping Capacity (tan δ) @ 190ᴼC 

       1 Hz                      5 Hz 

   AD1  0.07298                 0.06790      0.05131                0.04216 

   AD2 0.02343                 0.02268      0.02023                0.02146 

   AD3 0.06217                 0.05878      0.04128                0.04489 

   AD4 0.07714                 0.06062      0.04120                0.03621 

    D5 0.06477                 0.06007                 -                           - 

   AG1 0.05678                 0.04384      0.04402                0.03643 

   AG2 0.02557                 0.02322      0.03311                0.02734 

 

(a) 

(b) 

 

Fig. 3 Loss Modulus as a function of Temperature at (a) 1and 

(b) 5 Hz Frequencies. 

(a) 

   

(b) 
 

Fig. 4 Damping Capacity (Tan δ) as a function of 

Temperature at (a) 1and (b) 5 Hz Frequencies. 

CONCLUSIONS 

In this study, the damping characteristics of ductile and grey 

cast irons, micro alloyed with Mo, Ni, Cu and Cr, investigated 

using dynamic mechanical thermal analysis, were reported. 

The results indicated that: 

The Microstructures of the ductile irons contain pearlite, ferrite 

and graphite nodules with nodules count in various 

proportions. The presence of ferrite phase surrounding the 

nodular graphite with the nodule count, accounted for the high 

damping capacity obtained. 
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Ductile iron without micro alloying elements had the least 

storage modulus (19890.19 – 19699.15 MPa), while the micro 

alloyed ductile irons had higher storage modulus 

(78906.39MPa – 120868.51 MPa) than the micro alloyed grey 

cast iron (61118.79 – 79314.9 MPa). So, the energy absorption 

was noticed to be dependent on the graphite count and 

interaction of ferrite phase with the graphite among others. 

The loss modulus of all the samples was distinctly affected by 

the composition and test temperature than the test frequency. 

However, for both test frequencies, most of the micro alloyed 

ductile irons basically had higher loss modulus values than the 

grey cast iron. 

Damping capacity of sample D5 (without micro alloying 

elements) increased progressively from 0.06007-0.06477 at 

room temperature to ~ 0.085 at about 110 ᵒC and failed, while 

samples AD1 AD3 and AD4 damping capacity was higher at 

room temperature but dropped at 50 ᵒC and after which stable 

values was observed even at high temperatures. Therefore, 

samples AD1, AD3 and AD4 displayed the compositions most 

suitable for mechanical damping. 
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ABSTRACT  

The main problem that arises from grinding metal is the generation of a large amount of heat. Exceeding a critical temperature will 

damage the part. However, determining the heat of the metal being processed is a difficult task both practically and theoretically. 

The correct choice of parameters for the abrasive processing is essential to obtain the required quality. This article describes a 

mathematical model that simulates the determination of the maximum heat on the surface of a metal part during grinding. This 

model features the ability to change the initial parameters so that the resulting temperature does not exceed the critical one. The 

model has been tested by a specially developed web application written in JavaScript. It not only calculates the highest temperature 

in the machining zone of the workpiece, but also optimizes the thermal grinding process to give appropriate recommendations. The 

features of such a program are disclosed, including its practical use in production. 

 

Keywords: thermal process; metal; optimization; abrasive processing; model; computer program 

 

 

INTRODUCTION 

 
The key task in production is to create quality products. In 

industry, the quality of a product depends on the quality of its 

parts, which in turn depends on the machining of materials. 

Abrasive processing is widely used in factories to obtain 

increased accuracy and surface quality. For this purpose, 

special circles are used, the cutting elements of which are 

grains. Continuous improvement of machine tools and abrasive 

wheels has made this process a highly productive one. The 

workpieces can be processed with micron precision and 

excellent roughness, which can be achieved, for example, by 

grinding or polishing. 

A common problem in abrasive metal working is an increase in 

temperature. Heat is generated when the abrasive grain is 

loaded. Thermal phenomena arise and are concentrated in 

rather small areas. The generated heat energy provides inten-

sive heating of the part, which can lead to a decrease in quality 

or damage. Temperatures can rise so high that changes in the 

structural composition of the surface layer, local melting, 

deformation, and the formation of microcracks are possible. As 

a result, the quality of the workpiece decreases or it becomes 

unsuitable for further use. This is a significant problem for 

industry, especially in those industries that require a lot of 

cutting and grinding. Enterprises thus suffer substantial losses. 

There are known cases of manufacturer's recalls occurring for 

batches of already sold product due to the fact that the defect 

was detected during operation. The fact is that the human eye 

may not notice thermal damage to the metal. A defected part 

which becomes part of the final product may make it unusable 

before the end of the warranty period. 

In [1-3] the features of the thermal process in the processing of 

materials are discussed. This has also been further investigated 

by many scientists in various aspects [4-7]. 

Knowing the temperature of not only the part but also the 

contact surfaces of the cutting grain is important, since thermal 

conductivity to the grains is possible. Moreover, the tempera-

ture of these surfaces determines the diffusion breakdown and 

wear of the grinding wheels themselves. Therefore, the temper-

ature factor becomes the main limitation in this process.  

In [2, 3], contact and non-contact methods of measuring the 

temperature of the workpiece are studied. The disadvantages 

and problems of such operations are described. It is even more 

difficult to measure the temperature inside a metal part.  

Temperature can be found from the well-known differential 

heat equation. However, as a partial differential equation, it has 

an infinite number of solutions. To select the solution that 

describes the grinding process from this set, additional condi-

tions must be imposed on the sought temperature function. 

These are called initial or boundary conditions. Due to the 

stochasticity of abrasive machining, this is a very difficult task. 

At the moment, the variety of mathematical descriptions 

available does not reflect all the nuances of the grinding 

process. However, this is not necessary if only the basic 

patterns are being studied. Therefore, scientists followed the 

path of rational systematization and used simplified models. 

The creation of a model that is as close as possible to the real 

grinding process and the development on its basis of a comput-

er program that calculates the temperature, speed, force, and 

other parameters of grinding and which gives appropriate 

practical recommendations will change the production of 

products around the world. In view of the importance of this 

model and without exaggeration, I note that the demand for 
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such a program would be greater than that for the vaccine 

against COVID-19. 

The results of the analysis of publications indicate the great 

interest of researchers in the problem of thermal modeling in 

the processing of materials. In the 20th century, many scientists 

made a significant contribution toward a solution, including 

Jaeger (1942), Rikalin (1959), Hahn (1962), Rediko (1962), 

Makino (1966), Malkin (1971), Maslov (1974), Snoeys (1978), 

Lavine (1989), Morgan (1991), Qi (1993), Rowe (1994), and 

Tonshoff (1995). 

In [8] formulas are obtained that allow calculating temperatures 

during friction at a constant speed. This studies considers two 

cases, and it assumes that the friction surface has the shape of a 

strip or the shape of a square bar. This study makes a signifi-

cant contribution to the thermal physics of grinding. Thus far, 

scientists have used these results to study the moving belt heat 

source [4, 9]. Without diminishing the importance of these 

studies, I note that in belt grinding, the problem of temperature 

is not so acute, and it has narrow application in practice. 

Another important approach is to consider a single abrasive 

grain as a source of heat. In this case, the average contact 

temperatures developing at the grinding site are determined. In 

[10], a method is proposed for determining the grinding 

temperature, taking into account the multiple superposition of 

heat pulses from the grains. Equations are obtained for the 

temperature not only at the contact surface of the abrasive 

grain, but also for the part depth. The sought equations are 

obtained from the differential heat equation. A criticism of this 

method can be found in [2, p. 124]. 

A general analysis of the literature of the 20th century makes it 

possible to conclude that initially the temperature of the part 

was judged by the nature and intensity of phase transfor-

mations in the surface layer during grinding. The dependence 

of the contact temperature on the grinding conditions was 

mainly determined experimentally. The theoretical calculation 

of grinding temperatures was carried out in accordance with 

the basic laws of heat transfer. Scientists, under certain condi-

tions, determined the amount of heat in the grinding zone, 

established its distribution between the part and the wheel, or 

took into account coolants, etc. As a result, formulas and basic 

laws of thermal phenomena of the process under study were 

obtained from the differential heat equation, empirical results, 

the Fourier problem. 

The modern metallurgical industry is constantly producing new 

types of alloys, which have their own coefficients of thermal 

conductivity, hardness, and other characteristics. Thermal 

phenomena occur differently for each material. Therefore, 

abrasive processing should take into account the latest scien-

tific advances in this area such as: 

 hard alloys [11], 

 ceramics [12], 

 polymorphic metals [13], 

 aluminum alloys [14-16], 

 composite materials [17], 

 steels [18-21]. 

In the new millennium, the number of publications on the 

problem of thermal modeling has increased. In [9, 21, 22], the 

modeling of the temperature field of the workpiece, which is 

formed during the grinding process, is discussed. 

Analysis of the literature of the 21st century with a focus on the 

problem posed makes it possible to conclude that scientists 

continue to solve the problem for a specific narrow case. The 

results are interesting, but not all are suitable for computer 

forecasting or use in factories. For example, the unsuitability 

for computer processing of the behavior of steel studied in [21] 

is explained by the use of volumetric heating. In practice, when 

grinding, this is surface heating.  

The purpose of the article is to reveal the features of the 

thermal model during grinding and, on its basis, to develop a 

computer program for the approximate calculation of the 

maximum temperature on the surface of the workpiece and 

optimization of the grinding process in the thermal aspect.  

 

MATERIAL AND METHODS 

 
Particularly noteworthy is the Reznikov method, which calcu-

lates the temperature both on the cutting grain of an abrasive 

and grinding wheel, and on the material being processed. In [1, 

p. 126] the temperature on the surface of the part by the 

calculation method is determined. The method is shown using 

the example of flat grinding with an abrasive wheel. The law of 

temperature distribution on the surface of the part in the 

moving coordinate system associated with the circle is estab-

lished, which is expressed by the formula:  

 

𝑄𝑚𝑎𝑥 = 52(1 − 𝑏∗)
√𝜔

𝜆

𝑚0.05𝑃𝑧𝑣

𝑏√𝑣1𝐵0.4
,               (1.) 

 
where 𝑏∗– coefficient characterizing the relative distribu-

tion of grinding heat between the wheel and the part, 

𝜆 – coefficient of thermal conductivity of the pro-

cessed material, 

𝜔 – coefficient of thermal diffusivity, 

𝑃𝑧 – tangential force during grinding, 

𝑣 – circle speed, 

𝑚 – the rate of decrease in the intensity of heat gen-

eration. Depending on the properties of the circle and 

the material of the workpiece, m = 0.01-0.03, 

𝐵, 𝑏 – dimensions of the contact area of the circle 

with the part, 

𝑣1 – speed of the part. 

In [4] the theorem for finding maximal temperature in wet 

grinding is considered. It has been proven that such a tempera-

ture always occurs on the workpiece surface in the contact 

zone. The limitations concerned the constant heat transfer 

coefficient for the coolant acting on the workpiece surface and 

a constant or linear heat flux profiles entering into the work-

piece.  

 

RESULTS AND DISCUSSION 

 

Mathematical model 
To achieve the goal of the article, the following tasks are set: 

 to create a mathematical model that allows for the de-

termination of the maximum temperature in the contact 

zone of a metal part with an abrasive grain; 

 to develop a program for calculating such a tempera-

ture; 

 to create a program that provides pre-calculated values 

to ensure an optimal temperature for the grinding pro-

cess. 

The subject of research is the thermal process during metal 

grinding. The objective of the study is to determine the maxi-

mum temperature on the surface of the part and to optimize the 

thermal grinding process. 

I will solve the assigned tasks on the assumption that the main 

results of [1, 4] are correct. Firstly, I will prove the theorem. 

Theorem. The maximum temperature occurs on the surface of 

the grinded material with or without coolants. 

Proof. Only two cases are possible when grinding: 

(I) using coolants, 

(II) not using coolants. 



Viacheslav Oleksenko in Acta Metallurgica Slovaca 

 

 DOI: 10.36547/ams.27.2.895  96 

Consider case (I). In [4] it is found that the maximum tempera-

ture is reached at the surface of a part during wet grinding. 

Thus, in this case the theorem is proved. 

Consider case (II). The proof is realizable by contradiction. 

Suppose that the maximum temperature is not reached at the 

surface, but inside the material to be processed. I denote this 

with 𝑄1. Let 𝑄1 be at a distance Δ𝑟 > 0 from the surface. Let 

𝑄2 be the highest temperature on the surface of the processed 

material. Then 

 

𝑄1 > 𝑄2.                                     (2.) 

 
Let me apply coolants at this moment. They come to the 

surface of the processed material. Therefore, cooling starts 

from the surface and 𝑄2 does not increase but can only de-

crease. According to the proved (I), the temperature 𝑄2 is the 

maximum in the entire material: 

 

𝑄2 > 𝑄1.                                  (3.) 

 

The cooling action will reach the distance Δ𝑟 in some time Δ𝜏. 

During this time inequality (3) will be fulfilled. But this 

contradicts inequality (2). The resulting contradiction proves 

the theorem, and thus the theorem is proved. 

According to this theorem, the maximum grinding temperature 

is reached on the surface of the part, not inside. This means that 

defects caused by thermal phenomena can be detected from the 

outside. Moreover, if they are not on the surface, then there is 

no thermal damage inside the part. Consequently, finding the 

maximum temperature is reduced to calculating it only in the 

grinding zone on the surface of the part. 

Therefore, I will consider a one-dimensional thermal model, 

where the maximum temperature is reached at the surface of 

the processed material. This greatly simplifies the solution to 

the problem. The purpose of the model is to find the maximum 

temperature on the surface of the part during grinding. It is 

important to be able to adjust the grinding parameters (time, 

depth, speed, thermal diffusivity of the cutting grain, etc.) and 

to carry out abrasive processing so as not to reach the tempera-

ture at which thermal defects of the part occur.  

I then get the inequality: 

 
𝑄𝑐𝑟 > 𝑄𝑚𝑎𝑥,                (4.) 
 
where 𝑄𝑚𝑎𝑥 is the maximum temperature on the surface of the 

part in the grinding zone, and 𝑄𝑐𝑟 is the temperature at which 

thermal defects of the part begin (burns, microcracks, defor-

mation, etc.). This temperature is referred to as the critical 

temperature. 

Let me consider the operator 

 
𝑇: 𝑋0 → 𝑄𝑚𝑎𝑥,                (5.) 
 
where 𝑋0 is a set of initial conditions or output data. 

The model is studied under the assumption that the cutting 

grain has a cylindrical shape. Ellipses are obtained in their 

section when grinding. In unimportant cases, ellipses were 

replaced by circles to simplify calculations. After refining (1), 

the following equality was obtained: 

 

𝑄𝑚𝑎𝑥 = 𝑇(𝑋0) = 52.19(1 − 𝑏∗) √𝜔

𝜆

𝑚0.05𝑃𝑧𝑣

√𝑣1𝑏𝐵0.4
.              (6.) 

 
The operator (5) allows the setting of the maximum tempera-

ture on the surface of the part in the grinding zone according to 

the values of the wheel and part speeds, the thermal diffusivity 

and thermal conductivity coefficients, the coefficient that 

characterizes the relative distribution of the grinding heat 

between the wheel and the part, and the force and dimensions 

of the contact area of the wheel with the part. 

Such a mathematical model provides the possibility for the 

given initial data to calculate the missing data and find 𝑄𝑚𝑎𝑥 . 

Moreover, it allows one to analyze the effect on 𝑄𝑚𝑎𝑥 of 

changes in the initial conditions. The use of coolants can also 

be attributed to the initial conditions. They have a smell and 

therefore affect the purity of the air. Their disposal pollutes soil 

and groundwater. In addition to environmental problems, there 

are other problems associated with their use. Therefore, in my 

research I have tried to solve the problem without using 

coolants.  

To meet the set research tasks, it became necessary to automate 

the implementation of the created mathematical model for 

determining the temperature on the surface of the part during 

grinding. To achieve this, I have developed a computer pro-

gram that, after entering the initial conditions 𝑋0 of the process 

of abrasive processing of the material, gives the result of the 

calculations. According to the analysed information needs in 

production, first of all the computerized algorithm should 

determine the highest temperature at the contact surface of the 

wheel with the part. 

 

Model check 
Consider task 1. Create a program for calculating the values (6) 

of operator (5). 

First of all, I emphasize that my program allows for the user to 

enter the parameters of the grinding process. These include 

data on the material to be processed, the grinding tool, the type 

and mode of grinding, as well as the dimensions of the contact 

area of the wheel with the part. In this case, it is taken into 

account that the circle goes beyond the length of the workpiece 

being processed. 

At the first stage, the program calculates the dimensionless 

Fourier complex using the formula: 

 

𝐹0 =
𝜔1∙𝑏

10∙𝑣∙𝑥𝑛
2 , 

 

where 𝜔1  is the coefficient of thermal diffusivity of grain, and 

𝑥𝑛  is found by the formula: 

 

𝑥𝑛 = 0.875�̅� √0.6
3

 , 
 
where �̅� is the most probable grain size. 

At the second stage, the algorithm determines the proportion of 

heat in the part 1 − 𝑏∗, where 𝑏∗ is found by the formula: 

 

𝑏∗ =
1

1+2.25
𝜆

𝜆1
𝐴∗√𝐹0

 , 

 
where 𝜆 is the thermal conductivity coefficient of the material 

being processed, and 𝜆1 is the thermal conductivity coefficient 

of the cutting grain, 𝐴∗ is a function that depends on the time of 

contact of the grain with the part in one cut and the ratio of the 

thermal conductivity coefficients of the grain and the circle. 

At the third stage, the program calculates the tangential force 

during grinding 𝑃𝑧, which is a function of the depth of grinding, 

the speeds of the part and the grinding disk, and the contact 

area of the wheel with the part. The formulas depend on how 

the part is machined. 

Based on the data obtained, my program has all the necessary 

values to determine the highest temperature on the contact 

surface of the wheel with the part according to formula (6). 

Task 1 has been solved. 



Viacheslav Oleksenko in Acta Metallurgica Slovaca 

 

 DOI: 10.36547/ams.27.2.895  97 

After obtaining the maximum temperature at the contact area 

between the grinding tool and the workpiece, it is necessary to 

compare it with the critical temperature according to formula 

(4). If it turns out that the maximum temperature of the part is 

higher than the critical one, then the grinding process cannot be 

carried out. To avoid negative consequences, the process must 

be optimized by changing the grinding parameters, such as 

speed. This will reduce the heat load and reduce the maximum 

temperature. The search for the optimal speed is implemented 

in the second part of the software product. 

Consider task 2. Create a program to optimize the temperature 

process of grinding with a change in speed. 

The program provides a critical temperature analysis based on 

user-defined input values. The algorithm calculates the maxi-

mum temperature at the contact surface and compares it with 

the critical temperature. When inequality (4) is satisfied, the 

program displays a message that the processing under the given 

conditions will be of high quality and will not bring any losses. 

Otherwise, the grinding parameters must be changed to avoid 

thermal damage to the part. This function is also implemented 

in my program by changing the speed of the part. The program 

calculates the speed at which the heating of the part will be 

decreased. As a result, the workpiece will not suffer thermal 

damage. 

The solution to task 2 depends on the type of grinding, the 

material being processed, and the characteristics of the grind-

ing wheel. For example, in the case of flat grinding of hard 

alloys with a cup diamond wheel, the program algorithm is 

based on formula (7): 

 

𝑣1 = (
𝜆𝑄𝑚𝑎𝑥

31.31(1−𝑏∗)√𝜔 𝑚0.05𝑡0.69𝑣0.41𝑏0.18𝐵0.78 ∏ 𝐾𝑖𝑖
)

9,09
,               (7.) 

 
where ∏ 𝐾𝑖𝑖  is the product of correction coefficients that take 

into account the bond of the wheel, the concentration of grains 

and the processed material. The corresponding coefficient is 

also taken into account in the case of liquid grinding. Task 2 

has been solved. 

Similarly, the problem of optimizing the temperature process 

of grinding is solved depending on the change in depth, grind-

ing force, or characteristics of the wheel. If optimization is not 

possible under the given initial conditions, or the maximum 

temperature remains above the critical one, the program issues 

appropriate recommendations and suggests entering other 

initial parameters. One of the recommendations is the use of 

coolants. 

Consider an example. Fig. 1 shows the calculation by the 

program of the maximum temperature of a workpiece made of 

hard alloy BK8 during flat grinding with the butt face of a cup 

diamond wheel, a grain size 80/63, and an organic bakelite 

bond B1. The obtained temperature turned out to be lower than 

the critical one (614 < 690), which ensures high-quality 

processing of the part without thermal defects. Note that 614°C 

is predicted without the use of coolants. It should be empha-

sized that an experimental temperature value of 600°C was 

obtained with the same initial grinding parameters.  

 

 
Fig. 1 Calculation of the maximum temperature 

 

 

Technical features of the program 

 
I have analysed the conditions for further use of the program. 

For maximum convenience and efficiency of work, I decided to 

organize the process of interaction with the program continu-

ously. In other words, all input fields are always active, and the 

result is recalculated whenever the input data changes. This 

approach is most convenient in various situations in production 

using different types of devices. From the foregoing, it follows 

the need to support the software product on a large number of 

devices running different operating systems. To achieve this 

goal, the algorithm is implemented as a website, which makes 

it possible to work from any device with a web browser. Also, 

the user can enter data using the mouse and keyboard and using 

touch input. The result is displayed graphically equally well on 

colour monitors, laptop screens, tablets, and even monochrome 

displays. An integral advantage is the ability to modernize and 

expand the program without interfering with client devices on 

factories, limited only to changes on the server with the site. 

Following the current trends in the development of sites using 

mathematical logic, JavaScript was chosen as the main pro-

gramming language. It is a flexible tool with dynamic data 

typing and relatively high performance. It is currently support-

ed by all known browsers and is a generally accepted standard 

in the field of creating web applications. JavaScript is an 

object-oriented language. This feature allows you to organize a 

program as a collection of objects, each of which is an instance 

of a certain class with support for an inheritance hierarchy. 

An equally important part of the application is its appearance 

and the quality of the interface. I have paid enough attention to 

this aspect, which will allow even inexperienced users to 

intuitively interact with the program, as well as spend a mini-

mum of time getting acquainted with the basic functions. At 

the same time, the speed of work increases, which is an im-

portant factor in mass production. The above was achieved 

using the modern standard of the hypertext markup language – 

HTML 5. This is the standard for web pages all over the world. 

The code is interpreted by browsers, and the resulting page is 

displayed on any display. Styling is applied to the created html 

document, implemented using a formal language for describing 

the appearance of web pages – CSS. The latest css3 standard 

provides the ability to use smooth animations and transitions, 

which improves the responsiveness of the interface. 

The development of my software product was carried out using 

the editor Sublime Text 3. At the stage of creation, the project 

was thoroughly checked and tested in the Google Chrome web 
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browser. Moreover, the use of multi-browser solutions guaran-

tees correct operation in any modern browser. 

According to the implementation, there are two ways to run my 

program. The first one is to copy the project files to the client 

device and then open the html file in any browser. The de-

scribed method does not require an Internet connection and 

does not depend on the performance of a third-party server. 

However, to update the algorithms of the program, it will be 

necessary to replace the project files on the device, which will 

require intervention in each computer or tablet. The second 

method involves the location of the project on the server. In 

this case, access to the program is carried out by going to the 

web address issued by the host provider. To do this, the client 

devices must have an Internet connection. If the server fails, 

the program will stop working. The advantage of this method is 

the convenience of upgrading and expanding the program. It is 

enough to update the files on the server, and all clients will 

have access to the new functions. In both cases, the same files 

are used. Thus, my development can be used in both ways, the 

choice of which depends on the status of the Internet connec-

tion.  

 

 

CONCLUSION 

 
It has been proven by contradiction that the maximum tempera-

ture is reached on the surface of the part during its grinding. 

The significance of this theorem also lies in the fact that if 

thermal damage is absent from the outside, then there is none 

inside the part. If the maximum temperature was reached 

inside, then the resulting damage might not be visible on the 

surface. Thus the problem of how to detect this maximum 

temperature would arise, along with many other problems. 

However, because the theorem states this is not possible, these 

problems do not arise by virtue of the theorem.  

The considered model makes it possible to determine the 

maximum temperature of the part during grinding. Based on 

the model and analysis of parameters that affect the tempera-

ture rise of a metal part during grinding, a program has been 

created. It not only calculates the temperature, but also allows 

the user to ensure the optimal temperature process by varying 

the basic parameters of metal processing. If there is a possibil-

ity of negative consequences, the algorithm will determine that 

the maximum temperature on the surface of the part during 

grinding is higher than the critical one. Comparison of the 

values obtained experimentally and calculated by the program 

shows an adequate reflection of real temperatures in the 

process of grinding. Thus, the mathematical model simulates 

the process under study reasonably. 
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